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ABSTRACT

The thesis is concerned with research in the field of human
decision-making, concentrating on techniques of gaming for the pursuit

of this research.

Following_an in;roduction to the work and a statement of the research
piogramme as it was initially conceived, some cufrent ideas in gaming
are investigatéd; The Superior Commander system of game control is
introduced. The content of research games is discussed, and the
Organisational Control Game, a board war game designed for research, is
described. It_is shown that the Organisational Control Game and Superior
Commander system successfully meet the requirements for a useful research

gameiand gaming methodology.

A detailed literature survey of the psydhologicai secondary task
technique for assessing mental processing load is presented. It is noted
that the techniqﬁe might be extended to the study of tasks which have a
large problem-solving component. A secondary task experiment on such a
task, a_chess problem task, is described. It is demonstrated that the
secondarQ task apbroach can provide techniques for the investigation of

complex problem-solving and decision-making tasks.

‘A series of plays of the Organisational Control Game, in which the
players had had previous military experience, is described. These games
are compared with an earlier series of games, in which the players were

students. Certain differences in playing style are identified.



The research programme is re-examined, and modifications to it
are described. The need for a technique for elucidation and examination
~of an individual decision-maker's perceptions of his decision-making
environmént is identified. The technique of cognitive mapping is
shown to be suitable for this purpose. A cognitive map analysis of a

series of games in which the players were serving army officers is

presented.
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CHAPTER 1

INTRODUCTION

1.1 . Introduction

“Thié thesis is concerned with.research in the field of human
decision-making, conéentrating on techniques of gaming fdr the pursuit
0¥ this research. It déscribes work carried out in the course of a
programme of research intended,‘firétly, to dgvelop appropriate
gaming techniques, and, secondly, to appl& these techniques to the
investigation of human decision—making. These tub aspects of the
programme are reflected;in the contents of this thesis. Thus, many
of the discussions and conclusions presented here are concerned with
gaming techniques ;nd methodology. However, I have also discussions
and conclusioné to present concerning human decision—makihg,

particularly in -the later chapters of. the thesis.

' Most of the work to be described-hgfe (including all of the:
e#perimental work ) was carried.out in a two-year period during which
I was a postgraduate student in the Deparfment of Mathematics at
Royél Holloway College‘(University of London), working on a "Crisis
Gaming" project funded by the Ministry of Defehce. The prbgress of
this project had been described in three progress reports. (Cooper
et al, 1978; McDowell et al, 1979a, 1979b), and, in addition, we
have published a.humber of papers describing the work in the
Operational Research literature (Cboéer; 1978, 1979; Cooper &

Klein, 1980; Cooper et al, 1980; Klein & Cooper, 1981, 1982). The
four papeis with which I was associated arevreproduced in the Appendix.
In this thesis I have been able to.substantially develop and

explore much of what was presented in these papers.
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. This chapter introduces the subject matter and provides a
suitable background to the work to be described in subsequent
chapters. In particular, I want to explain as fully as possible the
rationale of the work, so that‘it will be clear why our research
_programmé took the course that it did. Research programmes do not
come into existence spontaneously, or, at least, they should not:
a number of decisions as to areas ofAinterest and direction of research
should be taken, and, if necessary, retaken. . A programme of research

into decision-making should be no exception to this rule.

I shall begin by consideration of the general area of decision-
making research, and procéed to describe our initial interest in
decision-making in crisis. This will lead ué to an appreciation of
the usefulness of games As‘research tools in this area. From here I
shall gb on to consider how the stress content of crisis might be
simulated in a laboratory environment, and thus arrive at a statement
. of our research programme as we conceived of it initially. This
progfamme, although subsequently modified, led us to étart
investigating particular areas of research Qaming and decision-making
science. I shall show how we intended to operationalise this
- programme. What happened when fhis operationalisation was started
forms the contents of the subsequent chapters, which are briefly

set out and described at the conclusion of this chapter.

1.2 Decision-Making Research

Although precise definitions of Operational Research vary greatly,
most workers in the field would agree that its main aim must be to

aid decision-makers. Traditionally, the main area of attention has
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beef: the definition and articulation of techniques directed towards
the resolution of reasonably well defined problems. There is little
doubt that Operational Research has been extremely successful in this
area., Problems that only a few decades ago might have been considered
to be extremely taxing to resolve satisfactorily are today often

regarded as 'relativeiy routine.

Yef; in the last few years it has been increasingly recognised
that the service provided by merational Research to decision-makers
is not as full as is desirable. While great progress has been inade in
technicues for the resolution of well—definéd problems, comparatively
little has been done to provi;le concrete assistance for decision-makers
faced with more complex and ill-defined proﬁlem situations. Ackoff |
(1979 ) has appropriately des?:ribed such situations as "messes’, and
Radford (1978) has referred to the unpredictability and rapid change

inherent in the enviromments of such problems as 'turbulence'.

&

(- Techniques for the resolution of well-defined problems have
largely been provided by mathematics, often inspired by mathematicél
;pplications in the physical or life sciences. Indeed, a predorrxin;\ntly
mathematical approach is always likely to be fruitful when a probllem
can be well—def:med, because well-deflned problems can generally be

formulated in mathematlcal terms.

In dealing with ill-defined messes, the situation is somewhat

different. Here, mathematical descriptions are, by definition, poor

20



fits; and, when tried, appear crude and uncomfortable. To assist
decision-makers under such circumstances, it is necessary to search
for frameworks other than models with a high mathematical content,

predominantly inspired by methods appropriate to the "harder" sciences.

In fact, what is required is an Operational Research based on a
"séience" of decision-making (as arguedby, for example, Dando ef al,
19772. Since this state of affairs does not at present exist; it is
‘impossible to state precisely what form this science would take, but
it seems highly probable that it would be a "human" science, deriving
much of its content from such disciplines as psychology and sociology.
This, of course, does not preclude anything else that might seem

) appropriate.

1t seems clear that to'develop a decision-making science, some
study: of decision-making is required. It was in this spirit that the
work to be described in this thesis was undertaken. - We were' interested

in a practical study of decision-making, under experimental (that is,

suitably controlled) conditions. Further, our general aim in such a
study would be to identify ways in which human decision-making might

be improved.

Decision-Making in Crisis

" . An area in which human decision-making is at its most frail

and susceptible to failure is decision-making under conditions of

21



crisis. Much work has been done (particularly in the field of
political science) on the behaviour of decision-makers in crisis.
This work ranges from detailed studies of actions in specific crises
of various types fo broader generalisations which describe the type
of effecté that might be caused by érisis. However, the linking of
‘these two areas of research tends to be tenuous. The derivation of
the broader pe;spectives from the specific instances tends often to
be vaguer and less rigorous than is ideal. . Cbnsequently,'fhg impéct‘
of the broader perspectives is weakened. Reviewing concepts and
theories pertaining to behaviour in crisis, Robinson (1972) states
(p.27): '"there is no-such thing as a theory of crisis or even
theories of crisis'". Later (p.35) he continues: "students of crisis
have relied heavily on ad hoc theorizing and few have placed their
investigationsviﬁ any fundamentally theoretical context. Until efforts
are launched toward systematizing and integrating theories, knowiedge
will remain relatively §ﬁperficia1 and anecdotal". In similar vein,
Milburn (1972) notesba tendency to formulate 'descriptive and |
empiric;l hypotheses about crisis'" as opposed to '‘prescriptive

hypotheses" - a tendency from which he intends to move away (p.262).

1
i

" A linking of the ideas mét in the ﬁcase—stqdy" type of work
and the "generél description" type of work might be attained by
experimental investigation of crisis behaviour. Cbmpa;atively little‘
has been done, however, to investigate decision-making in crisis |
in controllea exﬁeriments. Given the iﬁitial assumption that crisis
situations do influence decision—making in certain definable ways,

an experimental approach to the study of models of decision-making
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which attempt to account for such phenomena would appear to be valid

and useful.

~ Thus, we initially fomulgted the aim of our work as being: ’to ‘
develop a suitable methodology and we use it to test models of decision-
maki;ng. The models would take the form of deécriptions of decision—
making behaviour, particnlarly’under conditions of crisis. More
speéifically; we would hope to study a decisiomﬁ*er's pérceptions
.of éituations ‘and his assessment of the importance of various factors
connected with his decisions. Useful models of decision-making should
be able to accoﬁnt for changes in many aspects of behaviour due to

crisis, and it should be possible to examine the models by analysis

of the changes.

Definition of Crisis

It will be useful to have in mind a working definition of
) cris;is. I shall present two complementary pictures of crisis, which
each‘ capture a different flavour of the area of‘interest. The first
is due to Harris (1974, p.3), who defines a system to be in a state of
crisis "when it, or one of its subsystems, is unable to cope mth its
im:e;-nded sphere of activity" This "systems'" definition can be cast
in a‘ form more appropriate to a 51ngle human decz.smn-maker.
Bffectlvely, crisis can arise under one or more of the follomng

conditions (Cooper, 1977):
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1. There is no way of reconciling any of the options
considered by the decision-maker with all of his

aims.

2. The quantity of information is too great for the
decision-maker to process adequately in the time

allowed.

3. The decision-maker does not have appropriate

information processing strategies available.

These three aspects of &fisis can be seen to correspond roughly
to the three dimensions of threat, time, and surprise that Hermann
(197Za)idéntifies in our second definition of crisis, drawn from the
field of political science. In full, Hefmaﬁﬁ defihes (pe13) a crisis

to be a situation that:

1. Threatens high-priority goals of the decision-

. making unit.

2. Restricts the amount of time available for

' response before the decision is transformed.

3. Surprises the members of the decision-making

unit by its occurence.

Clearly, the two definitions are by no means identical, but
both emphasise the threat to aims iﬁposed by the situation, the
limited time available to achieve resolution, and the unpreparedness

of decision-makers to deal with the situation. With the picture of
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crisis provided by these two definitions, we can proceed to consider

the behaviour of decision-makers in crisis.

Hypotheses Concerning Crisis Behaviour

As a source of testable hypotheses concerning decision-making in
crisis, we turn to Milburn (1972), who has collected a set of 24 such
hypotheses. Milburﬁ is ﬁot'the only worker who has attempted to
formulate his ideas in this way - indeed, the book in which Milburn's
hypotheses appear (Hermann, 19721) boasts a total of 311 "empirically
testable b;opositionsﬁ (p. 304) by various authors. However,
inspeétion shows many of Milburn's to be oriented towards the behaviour
of individuals (rather than groups) and, genera;ly, to be formulatea
in term§ which'aﬁpear to offer relatively simple, operational testing
measures. 1 should emphasise, though; tﬁat it is not simply a
question of picking the "easiest" hypotheses first, but rather of
pickiné those which offer a framework upon which future work could be
based. Note, also, that in focussing attention on Milburn's work we

follow a éourse suggested by Sharp and Dando (1977).

.Milburn Qrew a distihction betweeﬁ "research findings relevant
to scientific theory and specific knowledge applicable to policy
problems" (p. 271). He explains: "in the world of the scientist,
descriptive hypotheses help to approximate éertain theoretical
variables in concrete operationél terms which the scientist may
observe in the laboratory or field to note what happens. On the other
hand, a decision-maker employs prescriptive hypotheses as guides to
his éctions, as recipes for success or faiiure". Cbnsequently,
"hypotheses concerning crisis management are not like cpnventiqnal
scientific statements; rather, they are imperatives - récipes for

action". Milburn formulates his hypothéses by first of all asking a
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question '"which an experienced crisis manager might reasonably and
legitimately seek to answer before,-or at the start of, a crisis"
(p. 272). This is followed by a hypothesis "from empirical research".

Finally, a decision rule is presented based on the (presumably valid)

hypothesis. I present, in full, two of Milburn's hypotheses, chosen

for their particular amenability to testing.

ﬂypotﬁesis 13 (p.274)

(Question : Are our perceptions of the situation highly

definite and fixed?

Crises increase a tendency toward rigidity

Hypothesis

of perception and thought.

Decision Rule

Avoid simplistic renditions of the problem,
such as those cast in terms of the capacity
of the other side without reference to their

attitude or intentions.

Hypothesis 17 (p.275)

Quegtion ﬁ: Does the crisis appear to.give the other side
more flexibility and alfernatives, whiie
restricting our_own? As compared_fo the other
side, do we seem td be 1osing our abiiify to

control events?

In a crisis one's own alternatives appear to

Hypothesis

contract while the other side's options seem

to grow.
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Decision Rule ¢ Recognise that the other side is probably
experiencing similar feelings of relative
loss of control and limited alternatives.
By your own action give the other side a
range of choices; dq not force them into
a corner. Attempt to think through or
simulate what thé opponents may regard as
limitations on their behaﬁiour. In order
that the other side may seek and review
alternatives, do not demand responses in
substantially less time than they normally

require for processing decisions.

Asvwell as presenting us with hypotheses which might be tested, .
Milburn's formuiations provide an obvious extension. Having validated
(or otherwise) a given hypothesis, we could theﬁ go on to test the
usefulness of the appropriate decision rule, by rﬁnning similar tests

on actors who have been "indoctrinated" with the rule.

1.3 A Gaming Approach

As I have already noted, comparatively little controiléd
experimentaxién has been carried out on decision;making in crisis,
or, indeed, on decision-making in general. Most research has been
based on the study of real-life decision~-making. This work is
unquestionablyAvaluable, but such a reéearch methodologquuite clearly

does not have the scientific power of a controlled experiment.

The experimental approach to decision-making is research gaming.

A research game sets up an artificial decision-making environment in
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which the decision—makér may act: thus he becomes an experimental
subject. By suitable design of the game the decision-making
environment may be controlled to the required degree, and the decision-
maker's behaviour recorded in such'detail-ésrrequiredz .. Although
when stated so concisely, the design and running of a research game
sounds extremely straighforward, in practice it is not. In fact
several issﬁes have to be dealt wifh, such as: just how, in practice,
an experimenter achieves a suitable éegree'of coﬁtrol over the game
environment; how an experimenter can be sure that his suﬁjecf is
behaving as a real decision-maker, rather than merely as a>subject

in an experiment; and what aspects of behaviour should be étudied.
Discussion of these issues,vand others, will form much of the content

of subsequent chapters in this. thesis.

. Having deéided to adopt a gaming épproach, fhére is still a
“wide choice as to precisely whét type of game might be appropriate.
One dimension along which games might be measured is tﬁe degiee of
complexity~of the decision-making environment. This can range from
extremely simple‘to exfremely complex. At the simple end of the
spectrum are matrix games such as thqse‘described by Pruitt and
Kimmel (1977). Matrix games are characterised by a Very small
number of opfions open to the experimenfal subject (typically two ),
and a véry small number of possible outcomes to the game (typically
four ), the whole game being presented in simple and rather clinical
mathematical form. 'Cbmplex games are tyﬁified by war gamés such as
described by Shephard (1963), and are characterised by large numbers
of options and,outcomes.(often not really enumerable objectively ).
In between the two extremes can be found a few interesting hybrids
(see, for example, Ehshoff, 1971),.but it is probably true to say

that most research gaming has tended towards the extremes rather than
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deliberately setting out to occupy the middle ground.

We decided that since we were interested in real decision-making;
the complex type of game, with a rich decision-making environment, was
more suited to our requirements. It is by no means clear how one
would, in‘general, extrapolatethe results of a simple matrix-type game
to decision-making in the real world (but see Emshoff, 1971). A
éomplex game would, ideally, ﬁrovide a rich artifiéial world similar
enough to the real world to permit 'real” decision-making.in the game
(though the actual situation is f&r less straightforward than thi§

argument suggests, as will be seen in subsequent chapters).

Having decided on a complex research game approéch, it was then
decided that‘the game should be a war game. Other types of complex
_reality—simulating game would have'been equally appropriéte: for
example, business gaming. we.chose war'gaming because one of us
(DrfbDale F. Cooper ) had previous military experience, and also
because, due to our funding by-the Ministry of Defénce, we had
contact.withAworkers with‘some war gaming experience and also the
v option of using serving military officers as players if necessary

(as'we:subsequently did).

Processing Load Imposed by a Game Scenario

Considering once again.the definitiqn of érisis'due to Harris
. (1974), we note that attention is drawn to the information processing
load imposed on the decision-maker by the crisis‘situation. The idea
fhat a decision-maker has only a limited processing capacity seems
reasonable (as will be shpwn in later éhapters, there is conside:able

hard evidence for a capacity model of human information processing);



it has received a recent exposition in the Operationgl Research
literature by Sharp and Dando (1979) who use what they call a
"decision resource" model to account for the effects of crisis on
decision-making. They‘regard crises As situations in which the
limited processing capacity is exceeded, and thus new processing
strategies must be .adopted. H0wever,'the analysis provided by the
new strateéies will necessarily be cruder than that provided by
the normal strategies, giving rise to effects such as those

hypothesised by Milburn (1972).

We decided that the information processin§ load imposed on our
experimental players by our game might well be one of the variables
we would need to- control. In particular, we envisaged that at some
point in our_expefiments we might wish to run different game scenarios
which weAkngw to impose the same processing load, or which could be
ranked according to inc;eaSing processing load. Accordingly, we
decided to iﬁvestigate the use of a psychological technique, the.

secondary task technique, as a means of measuring processing load

associated with a task such as playing a game scenario.

- 1.4 Crisis and Stress

A different model of the decision-maker to the limited capacity

model thgt may also account for crisis behaviour is the arousal model.
fhe argument goes that a crisis induces péychblogical stress in a
decision—maker,‘and this stress will cause many of the observed crisis_
effects. Note that this.ﬁodel in no way invalidates the limited
capacity model - both effects may occur in crisis, énd‘might well be

roughly additive.

Thére is good evidence to suggest that stress will affect the
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performance of a complex task such as decision-making. Poulton (1971)
discusses stress effects on skilled pe¥formance and decision-making.
Essentially, stress can be directly related to the level of
psychological‘arousal.‘ For a given taék, the relationship between
quality of task performance and arousal levels follows an inverted
U—shapéd curve - thaf is, there is an optimum arousal level for a
givenltaSk below or beyond which thé quality of performance

diminishes.

In crisis, we.would be interested in hyperarousal caused by
stress due in particular to the asﬁecté of crisis associated with
thfeat to high-priority goals. To bring about this type of emotional
stress in a gaming situation would be diffiéulty to carry out
ethically - in any normal game, goal§ rélating to the game decision-

-making environmeﬁt would not be sufficiently important to induce severe
hyperarousal. Some kind of deception in which "real" goals (external
to the game decision-making environment) were apparently severely
threatened would probably be necessary. We were not anxious to become

involved in this type of experimental work.

However; arousal can be artificially increased by vafious
techniques, one of which is exposure of the subject to various types
of noise. . It was our intention»to use laud, continuous ”white" noise
a§ a stressor, and to compafe deéision-making behaviour in stressed
and unstressed cohditions, looking once again for effects of the type
described by Milburn (1972).' We carried out a considerable amount of
work in preparingbequipment for experiments using noise as a stréssor,
including some consideration of methods of:actually measuring *
physiological aiousal in our subjects. However, we did ndf eventually

conduct any experiments using noise, and consequently no further
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discussipn of this aspect of the work will be presented in this thesis.
For a study of the relationship between decision-making and stress i
would refer the reader to Broadbent (1971); a more physiological
approach to arousal is provided by Duffy, (1962). Broadbent (1957)
has presented a brief overview of the effects of noise on behaviour,
and some interesting comments on the measurement of stress have been

made by Parrot (1971).

1.5 A Research Programme

I have now briefly described our initial thoughts concerning the
research in which we were interested. It is now possible to give a

concise statement of our initial research programme.

Our major aim was to develop a research game suitable for testing
hypotheses concerning decision-making in crisis. Having developed such
a game, we would proceed with hypothesis testing in the following

manner:

1. Select a hypothesis.
2. Test hypothesis using game.
-3. Formulate appropriate decision-making rule.

4.  Test decision-making rule using game.

Measures of decision-making would vary according to the hypothesis
under consideration, but it was felt that such measures as the
number of options perceived by the player as being open*to both himself

and his opponent would be of particular importance.
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Against this major programme, two subsidiary programmes would
be developed for later insertion into the main programme. The first
was the development of a secondary task method of measuring the
processing load imposed by a game scenario. This was required because
we envisaged, in particular, ruﬁning individual players through
different scenarios of similar processing load under stressed and
unstressed conditions, and, more generaily, we felt that some method
of ranking scenarios in terms of increasiné processing load would be
enlightening as far as scenario design methods were concerned. The
second subsidiéry programme was - the development of an understanding
of -the stress aspect of crisis, ;nd in particular the preparation of

a technicue for using noise as a stressor.

This, then, was how we viewed the programme at fhe outset;
however, the programme did not work out this way. As we progressed we
found it more seﬁsible to revise our aimé ahd'follow adifferent course
in our research. As will become clear in later chapters, many of our
ideas concerhing the nature of decision—méking ﬁeeded re-examination,
and ultimately‘wé found it more profitable to‘take our research in a

- slightly different direction.

‘Specifically, having designed and developed a wbrking research
gamé, we foﬁnd it more appropriate to use it to develop methods of
deséribing decision-making rather than follow our origingl intention
~of hypothgsis testing. Consequently the secondary task method of
‘measuring the processing load imposed by game scenarios was not
required in our main programme; though, as Qill‘be seen, the secondary
task work was, in itSelf, extremely interesting and provided results

of some worth. The induction of arousal by noise, and the associated
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testing of decision-making behaviour under stressed and unstressed

conditions, was not ultimately pursued.

1.6 Plan of the Thesis

‘I conclude this chapter by outlining the plan of the rest of

this thesis, considering each subsequent chapter briefly.

Chapter 2, '"The Use oerames", is a tdur of some current
ideas in gaming. It is not intended to be a review of
gaming literature. It simply identifies points that will
be o% relevance in later chapters. Considerable use is
made of classifications of Qames by purpose and structure
as formulated by Bowen (1978), and I considér the
vIntelligencé Man system o% game control (Sharp & Dando,
1977) before introducing the Superior Commander system

(Cooper, 1978, 1979) which we used.

Chapter 3, "Board War Games for Decision-Making Research',
is concerned with the content of research games. It is
derived largely from our early experience with commercial
board war games and the deveiopment of our own Organisational
Control Game. ‘I derive a set of requirements for a useful
research game and gaming methodology,~and show how thé
Organisational Control Game andeuperior Commander system
meet these requirements. Much of the content of this

chaptef has been published (Cooper & Klein, 1980).

Chapter 4, "The Organisational Control Game', describes



in detail the Organisational Control game, and should give'the reader
a thorough idea of the nature of the game and the complekity of
the decision-making environment.

Chagter 5, "Secondary Task Methods for Assessing Mental
Processing Load - A Literature Survey", is.a review of
literature describing development of the psychological
secondary task technique of mental processing load assessment.
I describe the capacity model of human information processing,
and show how a secondary task may be used either as a loading
task or a subsidiary measuring task. Finally, I indicate
possible extensions of the technique to study tasks which

have a large problem~-solving component.

Chapter 6, "A Secondary Task Experimeht to Assess Problem
Complexity", describes a secondary task experiment we conducted
on a task with a large problem-solving component, namely a
chess problem task. I demonstrate that the secondary task
approach can provide techniques for the investigation of
complex problem-solving and decision-making tasks. An account

of this experiment has been published (Klein & Cooper, 1981).

Chapter 7, "Experience with the Organisational Control Game',
returns to our main programme and describes a series of games
playedrwith players who had had previous milifary expériénce.
I comment on their decision-making and compare it wifhvthe
behaviour of student players (an account of this comparison,
by Cooper et al, 1980, has been publishea). I then proceed
to re-examine our résearch,programme, and show how we found

it necessary to alter our research aims. The chapter concludes
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with a description of games played with a number of

serving army Majors.

Chapter 8, "A Cognitive Map Analysis of the Organisational
Control Game'', uses the psychological technique of cognitive
mapping to analyse the games described at the end of the
previous chapter. It is shown that cognitive mapping is

a suitable £echnique for elucidation and examination of

the individual decision-maker's perceptions of his deciéion—
making environment, and may begin td provide the framework
of a language for discussion of decision-making. Much of
the content of this chapter has been published (Klein &

Cooper, 1982).

Chapter 9, "Summary and Conclusions', presents conciseiy the
results and conclusions of the work described in the previous
chapters. This chaptér emphasises in particular the use of
techniques such as cognitive mapping as a basis for developing

a decision—making science appropriate'to Operational Research.

The reader may find it useful to bear in mind a convenient
classification of the chaéters in the thesis. Chapters 1,2,3 and
4 are primarily coﬁéerned with gaming ﬁethodology and game design.
Chapters 5 and 6 are devoted entirely to secondary task methods of
measuring mental processiné load. Chapters 7 and 8 are primarily
concerned with decision-making reéearch. These three areas of work

are summarised in Chapter 9.
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CHAPTER 2

THE USE OF GAMES

2.1 Introduction

In the previous‘Chapter I outlined the aims of our research
programme as we initially formulated them and noted the integral part.
played by research gaming in the programme. In this chapter I shall
consider the use of games in research and related fields and discuss

various points that will be of relevance in later chapters.

This chapter is not intended to be a combleté, of even partial, .
. review of gaming literature. Such a review is far beyond the scope
of this thésis, and would be of little relevance. A comprehensive
survey of gaming in the United éfates of Ameriéa, with particular
émphasis on military gaming, has béen undertaken (Shubik & Brewer,
1972a, 1972b; Shubik et al, 1972; Shubik, 1975a, 1975b; Brewer &
Shubik, 1979); as far as'I know no similar survey on such a large
scéle'exists for United Kingdom games, tﬁough Gibbs (1974) provides
a British-based register pf games . and simulatibns. A United Kingdom
gaming survey migﬁt well £ill a useful ''directory" function, but,
since games are used in such a wide'Va;iety of contacts and for such
.disparate purposes, it does not seem to me that it would be able to

offer much beyond that.

A working definition’oan game willrbe useful in what follows.
Ag I shall have occasion to do éften in the chapter, I follow Bowen
(1978, p.3-4) in stressing that a game will be played for a purpose.
The purpose will be '""to develop some understanding 6f the way in which

purposeful behaviour can effect the situations occuring in the game',

37



where the situations in some sense model real situations in the
real world. A game is thus some type of simulation of'the real
world wheré the aspect that is of particulér interest is'tge
interaction between tﬁe purposive behaviour of the player or
players and the rest of fhe»game world. As a rule, the purposive
behaviour is supplied by real, purposive human beings. Situations
in which the behaviour is supplied by mechanical models of
deterministic or probabilistic nature can be regarded as special
cases. (Thig contrasts with the‘view 6ften conveyed in Qperatidnal
Research texts of games with real players being special cases of

entirely mechanical simulations. )

-It is worth making two points here. Firstly, gaming as
defined anve has little to do with that branch of mathematics known
as ""game theory', and, as far as the work presented in this thesis
is concerned, there is ﬁo connegtion at all. It was hoped at one
time that game theory would advance in some way the understanding of
human behaviour, but this hope was by and large unfulfilleéd,. as
modern game theofyAtexts might reluctantly concede (for example,
Jones, 1986, p.16). Extensions and develqpments of game theory
may be valuable, however, in the construction of worthwhile decision
aids - two such developments which I regard as exxremel§ worthwhile
are hypergames’ (Benriett,lgso) and metagames (Radford, i975). It is
interesting to note, in passing, that game theory éometimes appears
appropriéte to the study of (non-human) animals (see for example,
Maynard Smith, 1974). A game.theoretic approach to modening
behaviour may be appropriate>wherever the organism in question is
unable tolconsciously reflect about its behaviour. ‘Conscious
reflection, which implies, for examplé, being able to conceive of

and compare alternative futures, is an ability which most cfeatures

most of the time seem not to possess.
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The second point is that, despite the possibly frivolous
overtones that the word "'game'" implies, games are to be taken
seriously. Unfortunaiely, this sometimes does not happen - most
of us involved in gaming have met peoplé who refuse to believe
that anything that could be called a game could have anything'
worthwhile to offer. At least some of these people should know

" better. In some instances, of course, the misunderstandiné may be
deliberate, for rhetorical purposes - for examéle, a report (Time

Out, 1981) on a civil Defehce game with which I have been involved.

2.7 Classification of Games by Purpose

My tour of the gaming world begins with aconsideration of the
classification of games by purpose offered by Bowen (1978). Two
criteria are used for this classification (see Figure 2.1): "control

of players" and "selection of players".

As far as the selection of players is concerned, two states are
possible: the game may be designed to meet the needs of a specific
group of people; or suitable people may be found to play‘the game.

In the latter case is included the research game, where, to put it

simply, a game is designed to research some situation, and subjects
are then found whose abilities‘and skills will be appropriate to the
research. Also in this regime can be found the game for fun, where
once again anyone can play provided they meet the fundémental
requirement that they should enjoy it.v On the othef hand, éames
designed to meet the needs of a specifig group of péople are cleérly

intended to educate those people in some way.

Bowen uses the criterion of control of players to separate the
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Figure 2.1. Classification of games by purpose, after Bowen (1978).




categofies of fun games and research games. - In research games, play
is controlled to a high degree so that player behaviour in specific

situations is made explicit; however, in games for fun, such céntroi
i§ clearly superfluous. When the criterion of control is applied to

the educational games, Bowen finds that he can identify two distinct

types of educational game: a teaching game, in which play is highly
controlled to guide players through the game in order to put across

a specific lesson; and a learning game , in which such control is

not exercised and the players are free to extract from the game

environment whatever experience they may generate.

If one has never been involved inpractical gaming if is easy
‘to dismiss such considerations as those above as trite and pointless.
In fact? though, it seems that»an understanding of the purpése of a
game, and, in particular, an understandihg of what the game is not
supposed to achieve, is a valuable component in directingvthe design
of the game. Thus, it is important to realise that if a research
game is not suitably controlied it will ""degenerate'" into a fun-type
game (though, of course, it need not actually be enjoyable to anyone)
~ and there is the related pbint,.thét é fun game (for example, a
commercial board war game) is not really suifed, as it sfands; to

research.

Of particular interest to“those involved in educational gaming
should be the distinction betweeh teaching ana learninggames. In
practice the distinctipnnmay be subtle, and it is quitg possible for
one type of game to degenérate into the other without anyone reaiising.
A teaching gamé; it wili be recalled, is intended to convey spécificv
lessons (éresumably about the real world, of which it provides some

type of model ) whereas a learning game offers a far less explicit
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experience (which nevertheless should be relevant, in some sense, to
the real world). Clearly the two types of game are appropriate in

different situations.

Learning games are particularly appropriate when the object of
the’exercise is to supply the players'with general experience of working
in an unfamiliar environment. This is therintention of a game such as
the civil defence game HOT SEAT & (R.M.C.S. reports, 1977). This
game, which has beeﬁ deséribed in the O.R. literature (Hartley et al,
1979), is a iarge scale exefcise designed as part of a training course
for senior officers in local government with designated wartime roles.
It is in fact a simulation of the administration of é typical county
in the period following a widespread nuclear attack on the United
Kingdom. Hartley et al state (p.862): "it‘was intended that the
player§ should be led té draw valid conclﬁsions for themselves rather
than.be taught "'correct" procedufes? for who‘kndws now for ceftain‘
what the correct procedures would be”., Thus the game is clearly

intended to be a learing game, and rightly so.

- Dando (1981) has recently criticised HOT SEAT, as it is
currently played, on grounds related to.thé fact that the game has,
in his opinion,,degeneratedlinto a téaching game, However, he does
not offer much practical advice on the prevention of such degeneration
in thé context of the deéign of a useful game; Repliés to Dando's
criticisms. from representatives of the designers (Clayton, 1981;

Johnson & Hartley, 1981 ) have been published.

I have myself been involved in the design of a similar game,
HOT SPOT (R.H.C. reports,1980; Klein & McDowell, 1981), which is

a smaller scale home defence game with similar general pﬁrposes as
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HOT SEAT, save that it is designed for use specifically in a
‘metropolitan borough environment. I canhot honestly claim thét

we have in any way eliminated the degeneration problem, beyond
possibly making the danger more explicit. In the three‘years
intervening between HOT SEAI and HOT SPOT the issue has become

. clearer, and the type of gaming-consciousness promoted by Bowen
(1978 ) has become more widespread, at least among game designers.
If there is any advance in this agpect of the games it will almost
certainly be due to this general progress in under standing rathér
than any radically new approach to éame désign. Sounding an
optimistic note, at the time of compietion of HOT SPOT our clients,
the Emergency Planning Division of the Greater London Cbuncil,
éppeared to héve a very good undér;tan&ing of the issﬁe, and seemed
determined to avoid allowing the game to £each untested doctrine.
Whether thé same will be the case in, say, five years time; however,

is impossible to predict.

If considerable effort has to be expended‘in ensuring that a
learniné game functions:properly, it should not be imagined that the
design of a teaching game is any eésier. A teaching game is supposed
to.put across to its players a specific point orlspegifié set of points:
therefore the designer should be absolutely'clear'what exactly he is
trying t§ teach, and should ensure that no other message is
accidentaily conveyed. This point is emphasised in a description of
an in&ustrial relations teachiné game designed by Dando and Brown (1981):
the game was iﬁtended to show shop stewards that the content of
communications from management may. often serve to disgﬁise the substance
of communications.‘ The‘designers comment (p.627): "our aim was to
produce an industrial relations teaéhing game which illustrated thié

point so well that no—-one who took part was likely to forget it - even
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in a critical negotiation'. The designers assert that their results
"overwhelmingly confirmed that the point had got home and that its

real-world corsequences were understood'.

As Bowen points out (Bowen, 1978, p.14) the distinction between
teaching and learning games is not rigid: "a game could be a deliberate
cross between a teaching and aklearﬁinggame”. Probably most
educational games fall éomewhere bétween the two extremes. This is
quite permissibleprovided the game designer has no illusions about
the nature of the messages the game is likely to conQey to playeré.
In an introduction to businéss games, Lloyd (1978) seems to be making
this point when he exhorts the game administrator to identify his
objeqtive or objectives for the game (p.l4). He offers a number of
possiblg objectives, ranginé from "teaching of specific material"
té promotion o? ﬁb?tter understanding between departments or
disciplines", which seem to correspond roughly to Bowen's teachipg

and learning regimes.

‘~Cleariy the hybridisation of game types can be.extended, with
suifable précautions, toAall four categories of game. An entertaining
example is pfovided by Laver's political games (Laver, 1979) which
- are published as fun games, yet have a very explicit learning element
in them. '"Each gamé is an aftemét to capture one of the essential

puzzles of the political process" (p.9).

More worrying, to ﬁe, at least, are the political games described _
by Mandel (1977). These games presented.their players, Qho were‘often
as fémiliar with the political situation under consideration as "real"
dec151on—makers might be expected to be, w1th scenarios deplctlng

foreign pollcy crises.in which they had to act. Mandel suggests that
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decision-makers in a game exhibit greater '"imagination, flexibility
and attentivenesé” (p.615) than they would under standard operating
procedures. At ths same time, '‘certain disto;tions in international
perceptions during crises are reflected in political gaming'. Mandel
uses the first point fo argue that gaming is a useful éxercise fér
decision-makers (a learning mode), but fhe second point, he argues,
shows fhat these same games also havé value as research games. It
seems to me that if political gaming really reflects distortions,
then it may be dangefousAto assume that it can at the same time
truly'fulfiil its purpose as a learning game, since it is possible
that the distorted perceptions‘may be learnt. Political games

can be fesearch games or learniﬁg games, but in either case more
care must be taken to attain the intended aims of the gémes than is
reported by Mandel (although, of course, his descriptions of the

games in his short paper may héve suffered for the sake of brevity).

It requires little effort to identify a pure fun game - chess
is a finé example, of course. ' Research games, in the Bowen sense,
‘are more difficult to find: as he comments (Bowen, 1978, p«83),
"games héve all too offen been called research games despite their
having no stated purpose4nor any coherent method of control in ordef
that any research purpose might be met". Work with simple matrix
gémes springs to:mind as an example of gaming used as a decision-
making research tool; In this context, the '*cautionary tale' of
Huxham et al (1981 ) makes entertaining reading, throwing some
considerable doubt on the validity of much previous expefimental

work using matrix games.

. Two recent research games of a more complex nature than matrix



games are the doctored fun board game of Sharp and Dando (1977), and
the battle game described by Daniel (1980). Both these games will be

met again later in this chapter.

2.3 Classification of Games by Structure

In addition to his classification of games by purpose, Bowen
(1978) has also developed a classification of games by structure.
Cooper (1979) has briefly described this structural classification,

and I follow his description closely in this section.

The classification is sumarised in Table 2.1. Two-player Qames‘
are cbnsidéred (though the classification is easily extended to.
n-player games) between a friendly Blue player (B) and an opponent
Red playérr(R), who may be Nature. Each pléyer may exhibit different

kinds of behaviour, effect on the game, and knowledge of the game.

Behaviour may either be persoh—like (P) or automaton-like (A).
Classification "A" describes any player who always follows a set
of ?igid rules - this would clearly include a computer as a player.
If this condition is not strictly adhered to, then the player is

classified "pm,

Regarding effect on thevgame, a player may be able to inte:act
with the game situation, and thereby modify it, in which case his
situation is modifiable (M). Alternatively, the game may be so

designed that no modification is possible (N).

Regarding knowledée of the game, a player may have access to

a limited or closed information set (C), or he may have open access
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- Players B Flue, the friendly player

R Red, the nopponent, or Nature

Eehaviour I Pergon-like

A Automaton~-like

“ffect on game M pmodifiable state of the game

N Non-modifiable state of the game

O

Information access Closed or limited access
0 Open access

O' 3xtended open access to intentions

Table 2.1. Classification of games by structure, after Eowen (1973).
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- to all information about the physical state of the game (0). If,
as occasionally is found, a player's open information is extended
to the thoughts and intentions of his opponent, then he is said

to be in an extended open category (o).

Zach player's state in the game, fhen, is described by three
parameters. In this scheme, the game of éhess would be classified
B(P,M,0) . R(P,M,0): both players are person—iike, can modify the
state of the game, and have open access to all information concerning
the physical state of the game. As with the classification of
games by purpose, this structural scheme may seem rather pointless
- unless one has actually been involved in practical gaming. Then
it can be seen as a useful framework upon which to develop a game

structure appropriate to one's needs. -

- Much research has been carried oﬁt using the three-room géme
system described by Shephard (1963) and illustrated in Figure 2.2,
The idea is that Blue player, Red player and Game Control each-
occupy a séparate room: only Game Control has access to all game
data. Blue and Red communicate all their moves to Game Control,
from whom they receive information or misinformation about the state
of the game. Thus a considerable degree of control is éxercised
over precisely what data is accessible to the players. In Bowen's

- structural classification, a three-room game typically has the structure

B(P,M,C) . R(P,M,C).

This structure may be in at least one way inappropriate to a
research game. fhe inappropriateness centres around the fact that

both playérs are able to modify the state of the game. Consequently
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Figurez 2.2. The threae-room wargams2, adarted from shephard (1763).
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~anr Tontrol sends information and intelligence to Elue and Red, who

communicate moves and intentions to Game Control. Blue and Red have no

contact with each other except through Game Control.
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the experimenter has comparatively little‘control over the state

of the game: he will find it difficult to direct the game towards
the specific states in which he is interested. If the experimentér's
interests are sufficiently general, this is‘acceptable. HoWever, if
the experimenter wishes to run a replicable experiment - that is, if
he wishes to subject several different playeis to identical game
states, so that he may test behavioural hypotheses statistically -‘
then his structure is of little value. This is unfortunate, because
the richness of the interaction and detaii that is poséible iﬁ a
'three-room game provides a game environment which, other things
being équal, would provide a highiy desirable environment for

decision-making research.

To meet the requirement of strict réplicability, what clearly
isvneeded is a game which the player or players cannot modify, so
that the game state is always under tﬁe control of the experimenter
alone. This non-modification condition can of course be relaxed at
the end of the game, when it is no lohger essential that the game
state is not disturbed by a player. ' Thus we would have a §iggl§:

decisibn game in which a player would spend most of the game simply

observing the changing states and af the end of which he would be

ébie_to make . just one decision. AThe structure of a'simple single;
decision game would be B(P,N,C) . R(A,N,C). Note that only one of
the playérs in this structure (Blue) is an experimental subject;

. Red has been designated automaton-like (this is not essential, but

it is practical).

.Uhfortunately, the single-decision game loses by its very
nature the richness of interaction that is a key feature of the

three-room game. For most of the duration of the single-decision
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game, a player will do nothing -~ he will just watch. Cooper

(1979, p. 532) comments: "players are likely to feel restricted and
rather helpless, particularly under conditions of crisis, and they
may be encouraged to become less committed to their roles as
decision—makérs". He continues: ; changes in observed behaviour
are likely to reflect the players' increased role separation';
-.clearly, the players must be made to feel they are active

participants in the game.

What clea:ly would be desirable is a gaMe structure which
combines the rich interaction property of the threé—room game
with the replicability property of the singlendecisiﬁn game.
This amounts to saying that we require a game which simultaneously
. has both the structure B(P,M,C) .‘R(P,M,C) and the structure

B(P,N,C) . R(A,N,C). As it stands, this is clearly impossible.

If we resort to deception, however, a solution may be available.
The experimenter requires a B(P,N,C) . R(A,N,C) game. If we can
persuade the player that he is really playing a B(P,M,C) . R(P,M,C)
game, though, it should be possible to design a game which meets
both the requirements of interaction and of replicability. Thé
pléyer wili be under the illusion that he can modify the gaﬁég in

reality game states are strictly controlled, and he cannot.

I conclude this chapter by describing two gaming systéms which
are a£tempts to carry out this supefimposition of game structures by
deception. The first system, the Intelligence Man system, goes part
of the way tbwards this aim; the second system, the Superior Commander
system; appears to meet the requiremehts entirely, on paper, and it

is the system which was used in the experiments 1 shall describe in

subsequent chapters.
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2.4 The Intelligence Man System of Game Control

rhe Intelligence Man system for the control of games was
deveioped by Sharp and Dando (1977) as part of their prégramme of
decision—making‘research at the Universit& of Sussex. Théy had
chosen to adopt a commercial.board game;'”Diplomacy" (Avalon Hill,
1976) which they recognised as having ?eatures which might make it
pafticularly relevant to their»interests. The game involves a
greét deal of complex and potentially rich negotiation between
players, which is generally regarded as being of far more central
importance than the comparatively mundane complementary task of
moving counters on the board. The game is at its richest when
played by seven players.— the maximum possible number. In their
initial attempts to study the behaviour df players in fhis riéh
environment, Sharp and Dando ran their games using a ‘three-room*
methodology:-players were separated, and communications between them k
were in writing, transmitted By the game controller. Thus a complete
record of the game, and in parficular the heéotiations between

players, was produced for study.

However, éharp and Dando wished to introduce replicability to
their games; They wgnted to be ab;e to present as many players as
they required with identically evolving gameé, so they could compare
the behaviour of subjects in a étrictly controlled game environment.

" The Intelligence Man system utilised a deception to bring this about.

All experimental players were told that they were each to be
part of a two-person decision-making team, consisting of a decision-
maker and an adviser (or "Intelligence Man'). The decisinn-maker

would be an experienced player located in another room; the experimental
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players would act as advisers to their decision-makers, although they
would take over as active decision-makers later. An adviser would be
party to all information available to his decision-maker (communications
sent and received, and the situation on the game board).' His only

role in the game, however, would be to send advice and information

to his decision-maker. There would be no guarantee that ahy ad?ice
would be followed, though of course it would be considered by the

decision-maker in formulating his next moves.

In reality; all experimental players were advising an imaginary
player,-and all were receiving precisely the same data about the
state of the game..bThe game was entirely predetermined, except at
" the end when the players took over as decision-makers and made thei;
own final move (believing that the game would continue for some
moves yet ). The differences between the players' view of the game

and the real situation are illustrated in Figures 2.3 and 2.4.

Thus the game structure is in reality of the single-decision type,
B(D,N,C) . R(A,N,C), though the player; do not seé it as such. Cooper
(1979) has found it convenient to extend the Bowen clasgification in
order to describe the situation the players see. A player may not
only eithér be able to modify (M) or not modify (N) the game: there
is also an intermédiate sfate Whé;e a player has no direct ef%ect on
the game situation, but may be able to influence it (I), by advice,

for example. The structure of an Intelligence Man game as seen by a

player is then B(P,I,C) . R(P,M,C}e

Now, the ideal situation would be where a playéf believes
himself to be in a three-room structure B(P,M,C) . R(P,M,C). It can

be seen that the Intelligence Man system gets close to this: the only
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ADVISERS' GAME | PLAYERS’

ROOM CONTROL | ROOM
A-H ' A-H

E E
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Figur2 2.3. The situation which the players in the Intelligenca -
“ran Y7i slomacy" games perceilved. Tlayers r2prasent di“farent countries:

* -

A-H = \ustro-ilungary; E = England; < = France; G = Germany; 7 = Italy;

R = Russia; T = Turkay. (Aftar shard & Dandd, 1977.)
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ADVISERS GAME
ROOM - | CONTROL

! IMAGINARY
PLAYER
|

Figure 2.4. Tha2 real Intelligenc= Man ""Diplomacy' game. All
players were advisers to Ttaly, an imaginary player directed by Game

Control. (After Sharp 4 Dando, 1977.)
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difference is the influence/modify disparity in the players' perceived

views.

How critical is this dispérity? Sharp and Dando (1977, p.287)
report that they were able "‘to produqe a testing game for theqries
about perception, which was complex (and therefore rich in behavioural
alternatives) but controlled'. They felt that they had demonstrated
"that complex games in general can be played in a controlled manner
to achieve useful results', and emphasise that their system's virtue

is in "providing interactive responses in a non-interactive situation'.

Despite this, there is still a difference between being a
decision-maker and a mere adviser, and the sepération of game-playing
and experimental subject roles that was noted in the context of
single—decision games may still occur, albeit less extremely. This may
be why Daniel (1980), in comparing the performance of players in a
research battle game which was first run using a type of single-decision
structure (in which the pléyer decided when his decision should be
made) and then using the Intelligence Man system, feels (p.417) that
'it is possible ... that changing from the original game to the
"Intelligence Man'" game has reduced the players' performances.'" Cooper
(1979, p.533) comments: "built into the Intelligence Man system itself
is just that sepafation of roles which stréss.ana crisis will -
exacerbate'. To avoid this, we need a gaming system "in which the

player's main role is perceived as Decision-Maker rather than

Intelligence Man'.

2,5 The Superior Commander System of Game Control

The Superior Commander system (Cooper, 1978, 1979) is a gaming

56



system which permits a single-decision game to be played in which
the experimental player believes he is a real decision-maker, able
to modify the game, throughout the game. In this chapter, only a
brief description of the system will be given; the system in practice

will be described more fully in later chapters.

The Superior Cbmmander system works by embedding the experimental
player in ahierarchy of decision—make:S,‘as shown in Figure 2.5, The
eiperimehtal player is told that he wili be supplied with data
concerning the state of the game from two (or more) subordinate
.decision-makers. On the basis of this data he can make his decisions,
which he will communicate to his subordinates, who wiil implement
them. The subordinate deéision—makers are separated from the
'experimental player; all communications are carried from player to
player by.the game controllers. The subordinate decision-makers
will necessarily each be playing in a subsection of their superior's
game environment.

In reglity, the subordingte decision—makers do not exist: the
game is entirely predetermined. 6ften, therefore, the subordinate
commanders will appear to deviate frqm the commands given by the
experimental player. This can be explained to the experimental player
quite easily: he is told that the details of the sitgation ih the
subordinate's area of interest made his superior's instrucfions

inappropriate or even impossible to carry out.

. One problem with such a system might be that the experimental
player's necessary distance from the low level, where the
implementation of play is going on, may cause him to lose interest in

fhe game., To deal with this problem, the player must be assigned a
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EXPERIMENTAL
PLAYER

SUBORDINATE | SUBORDINATE
PLAYER 1 | PLAYER 2

Figure 2.5. The basic hierarchy of decision-makers required for

the Juperior Commandar system.
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dummy task. The dummy’task may be any task that appears to pérmit
the player direct interaction with the game environment (as opposed
to interacfion via subordinate decision-makers). The task should be
distinct from the main decision-making duty, but should appear to the
pl;yer to be important to the outcome of the game. Needless to say,

in reality the dummy task will have no effect on the géme at all.

I have described the absolute essentials of the Superior
Commander system. 1In fact, it'seeﬁs approbriate to expand the
command hierarchy in various ways. This expansion is illustrated
in Figure 2.6, which shows the player's view of the game, and

Figure 2.7, which shows the reality of the situation.

Probably the most important expansion is the aédition of a third
level to the'decision-making hierarchy superior to the experimental
player. The experimental player believes this superior to be a real
playef, though in fact he is not. The superior's purpose is to direct
the experimental player, and assist in defining for him what his
objeétives in the game should be. This goes a long way towards
ensufing that all experimental players have some common view of the
aim that they and theirdecisionmaking teanm is éttempting to

achieve. 1In ﬁany games, this may not be at all obvious.

Fictitious decision-makers at the lower level (and, indeed, at
the level of fhe‘experimental player ) may be introduced as the
game situation demands. There is also no real reason why all dafa on
' the game state should be supplied (apparently) by low level decision-
makers. Additional data may quite legifimately be supplied by the

game controllers direct to the experimental player.

As can be seen, a game played using the Superior Commander
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system has the single-decision structure B(P,N,C) . R(A,N,C). As

far as the»player is concerned, when playing against some kind of:
enemy (which may be Nafure) he is very definitely a decision-maker
who is able to modify the game, and therefore its apparent structure
is the three-room B(P,M,C) . R(P,M,C). Thus the Superior Commander .
system sétisfies our requirement that a single-decision game can be

made to seem like a three-room game.

Cooper (1979, p.536) notes three minor difficulties aésociatéd
with the system. First, deception is required, with attendant
special demands concerning game secrecy. Second, the sysfem imposes
some restrictions on scenarioldésign. Finally, the system does nét
entirely eiiminate the effect of a player having two roles in a
game, as experimental subject and as decision-maker, although the
effects should be reduced considerably. However, "any gaming approaéh
must have this.problem".

Cooper concludes (p.536): ”fhe Superior Cbmmander methodology is
«es a general methodology for research games that can be usedvfor a
range of purposes for which realism and good experimental control are
both required'. In the following chapters I shall describe the
development and use of the Organiéational Control Game, a research
game developed.around the Superior Commander system, wﬁich

convincingly demonstrates the effectivmess of the system. -



CHAPTER 3

BOARD WAR GAMES FOR DECISTON-MAKING RESFARCH

3.1 Introduction

The previous chapter was concerned mainly with devel§ping ideas
about the structure of a research game. This ultimafely led to a
description of Cooper's Superior Commander System (Cooper, 19738, 1979).
The descfiption was quite delibérately couched in general terms, to
Vemphasise the point that the structure of the system is largely |
independent of the specific subject matter of the game. The Superior
'Cbmmaﬁder System would be applicable to any situation in which some
kind of hierarchical command or administrative structure éould be
legitimately used - for example, war gaming, as will be described in’

this chapter, or business gaming.

By contrast, fhis chapter will be concerned mainly with developing
ideaé about the content of a research éaﬁe. Many of the points to be
médé here have already been aired in the literature (Cooper & Klein,
1980). I shall develop the ideas in the context of a description of
the[early'work of game‘development which we carried out at Royal
Holloway}Cbllege. It should be realised, therefore, that although
the pfoblems’that>are identified in this chapter are, I feel, quite
. general in the field of research gaming; the specific solutions that
"I offer are by no means considered to be unique. In other words, the
research game which we developed is not the only possible game which
~meets the requirements which weré specified. Other games coﬁld be

developed, and may well be.
The initial aim of our work was to develop a suitable methodology
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to test hypotheses about decision-making behaviour. More generally,
we wished experimentally to test models of the decision-maker. It
is not really poséib1e>to study, in a cbntrolled fashion, decision-
makers in their natural decision-making environments. In such
environments, of course, important variables are not subject to
control in the strict way we might like for hy@othesis—testing. We
wished to study decision-making in controlled environments, where
variables could be manipulated to enable specific aspects to be
examined; a gaminé approaéh seemed suitable for this purpose (Bowen,
1978 ). Our initial experimental work was directed towards the
development of a game in which a subject would be required to make
decisions under gxperimentally controlled conditions, and in which

it would be possible to analyse his decision-making in detail.

war gaming haé been used for the analysis of military situations
" and fhe training of commanders since the early nineteentﬁ centﬁry
(Wilson, 1970). Although many of these games were played for
recreation by military officers, it is only in the last twenty-five
years that war games have become available to the public (Strategy and
Tactics, 1977). .A wide variety of commercial board war games are now

produced (Palmer, 1977).

Our interest centred on war gaming for mainly practical reasons.
One of us (Dr. Dale F. Cooper) had some military experience which would
be valuable in designiﬁg game scenarios. In addition, we had a source
of military decision-makers < military officers— to be supplied by our
sponsors to play the game. It was therefo;e natural fo prepare for
them a military decision-making environment. A board war game is an

economic and relatively simple depiction of a military situation.



In the next section I describe our initial experiments with a
commercially available board war game, and with the Intelligence Man
System for the control of research games. Both the game and the
_gaming system proved to have severe limitations for our purposes.
-In the following section I discuss in detail the properties which
a board war game should possess if it is to be used for research.
Next I consider the game which we developed, and its control by the
Superibr Commander System.. In the final section I comment briefly

on war game design.

3.2  Experiments with a Tactical War game

.The first stage of our experimental prograﬁmekwas to assess
whether é commercial board war game could be adapted to our research‘
purposes. The game we chose to study was '‘Panzer Leader", a waf game
manufactured by Avalon Hill (1974), depicting tactical armoured
combat on the Western Front in the Second Wdrld War. The game is
appreciably complex. It features many different types of fighting
unit, each with its own characteristics, and a wide variety of terrain
which influences combat in many ways. This complexity was one of the

vmosi aftractive Feafures of the game, and that which suggested to us
that it might have potential for research. It was envisaged that
scenarios could be designed which involved decisions coﬁcerning a
‘wide range of possible courses of action, offering a wide range of
options to players. Palmer (1977) regards ""Panzer Leader", and its
companion game ''Panzer Blitz'* (Avalon Hill, 1970) as béing exciting
and requiring a high level of skill. It was hoped that theée features
would encouragé experimental subjects to become involved with the |

scenarios and induce.them,to play as well as they possibly could.
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If was recognised that in preparing an experimental war game of
this kind the '""Panzer Leader'' rules might have to be simplified
coﬁSiderably, since few subjects are likely to have had much previous
expefience in the playing of commercial war games of this type. Even
if playing only an advisory role, a subject would require a reasonable
degree of competence before he could begin to make meaniﬁgful

judgments of game situations.

Our initial choice of a gaming methodology was a variant of the
Intelligeﬁce Man system developed by Sha;p and Dando (1977), which was
discussed in the previous chapter. In this system, it will be recalled,
subjects, beligving themselves to be acting as advisers to real
.playérs, are led through idéntical series of predetermined moves.
Subjects supply the experimenter with information about their views of
the game in the form of messages to the players whom they believe
they are advising, and, possibiy, by a real move which they may bé
asked tommake_to conclude the game. Sharp and Dando used their
Intelligence Man system successfully with an adaption of tﬂe

commercial board game ”Diplbmacy” (Avalon Hill, 1976).

Recording a Tactical Game

Our preliminary investigations were concerned with the feasibility
-of recording ''Panzer Leader".games. It segmed to us that:a desirable
feature of an experihental game would be that it should be possible
to record the entire course of the game accurately, uﬁambiguously,

quickly and with a minimum of disturbance.to the players.

"Panzer Leader', in common with most commercial war games, is

played on a hexagonal map-board, each hexagon being individually coded.
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Counters representing units are approximately %' X %' and are
identified by a series of numbers representing combat strengths and
movement capabilities (sufficient to identify the type of unit) as
well as a number identifying each unit individually. In even simple
scenarios as many as twenty or more units may be moved or engage in

combat at each round of the game.

A straighfforverd game using what we judgéd to be one of the
simplest scenarios supplied with fhe game (with a small number of
units_and few types of unit) was played Betveen players who had had
previous experience with "Panzer Leader" and other war games. In fact,
the players were members of the Royal Holloway College Games Club.

The experimenters attempted to record the whole course of play, while

it was going on, on specially prepafed forms.

The results 6f this first trial indicated convincingly that
recording "Panzer Leader" and similar games is not a feasible
proposition. 1t is not possible to gef close enough to the board
uﬁile a move is taking place to be able to record the move without
interfering considerably with the players. This means that either
play must be held up frequently, or there must be a long padse at the
end of eacﬁ round in which the iecorder notes in detail the outcome
of thé round. Neither alternative is satisfactory. Additionally,
there are several operations in "Panzer Leader'" and other games which
require the player to explain té the recorder exactly what he is

doing; virtually all combat requires such a commentary.

Bven when the time spent on the recording process exceeded
tolerable limits, and, interference to the players was considerable,

recording errors still occurred. It does not seem possible to

67



record '"Panzer Leader" reliably without severely disrupting the flow

of the game.

Intelligence Man System Applied to Panzer Leader

" Qur next experiments were to assess whether the Intelligence Man
system could be applied to games of the style of "Panzer Leader". As
‘was described in'the previous chapter, Intelligence Man has worked
admirably for "Diplomacy" (Sharp & Dando, 1977), but the kind of
war games we hoped to use differ from ”Diplomacy” in many ways and the
applicability of Intelligence Man could not be taken for granted. The
output of an Intelligence Man experiment is to a largé extent obtained
in the mességes the adviser sends'to the person he believes ié playing
the game; therefore, it is important to find out exactiy what the
subject, in his role as adviser, makes &f his task. He may see
himself as being in a simiiar role to a real player, and his
messages may provide detailed suggestiéns concerning the microstructure
of élay; alternatively, he ﬁay take a wider view, and, freed of the
cqnstraints of organising the details of movement and combat, may
pbint out gtrategies and options that might otherwise have gone
unnoticed. It is in this latter mode that we. felt that the output
of the game would be most interesting, at least fof our researgh
' purposesj in any case, it ig doubtful whether an adviser with little
or no practical experience of.the game could supply much worthwhile

advice in the former mode.

Four subjects were required for an Intelligence Man evaluation
applied to 'Panzer Leader'. Two subjects player a normal game, and
each was assigned one of the other subjects as an adviser. The

advisers were separated from the players (all communications being
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_in writing, and carried by the experimenters) and they werevpresented
with an identical game. There were, needless to say, séveral hitches
in transmitting the details of play to the advisers' game, because
of recording problems already discussed. The subjects were, once

again, members of the Royal Holloway College Games Club.

It is important to note that Intelligence Man, as used here,
differs from conventional Intelligence Man experimenté in that there
was a real game going on - no decéption was involved. Our purpose
was fo study the nature of the output of the advisers and their
general attitude to the game. Their reactions to the specific

scenario were not being tested.

Despite repeated discouragement from the experimenters, the
advisers tended to become extremely involved with the detéiled
mechénics of the game. Much advice consisted of details of movement
and deployment of individual units; thé game was viewed from a
tactical rather than strategic viewpoint and there was little sign
that the advisers had sfudied aﬁd assessed alternative courses of
action. - They were, in effect, thinking as frustratea players rather

than as advisers. This was not the result for which we had hoped.

It seems likely that it is an intrinsic quality of "Panzer Leader"
aﬁd similar tactical games to encourage this mode of thinkdng.
"pPanzer Leader" was designed as a game of tactical level combat; and
to expect subjects to seek comparatively abstract strategies when it
is clear to theﬁ that the outcome of the game will be decided at a
tactical level is perhaps unfair. £verything about the fbrm;t of
"Panzer Leader", the wealth of terrain detail, the diversity of units,

and the range of combat strengths, demands attention at a tactical
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level. At this stage, we decided that this type of game had little

to offer us in our experimental work.

It was becoming clear that we were ourselves going fo have to
design our own, strategic level, research game. The system of game
control that we would use would undoubtedly be of central importance.
The intelligence Man system appears to uorkbreasonably well - in the
experiment I have described we satisfied ourselves that the role of
adviser is one that an experimenfal subject can reasonably be expected
to adopt. However, as I shall argue later in this chapter, this
may not be enough - we heve certain reservations concerning the
validity of results obtained with the Intelligence Man system, and
this led us {o incorporate the Superior Commander system (Cooper, 1978,

1979) in our game. .

In order to describe the considerations which we felt it
necessary to bear in mind when designing our game, I shall, in the next
section, set ouf the requirements which we felt an experimental game
and gaming methodology would need to have in order to be of value to
us fer research. In the section after‘this, 1 shall describe the way

in which we attempted to meet these requirements.

3.3 Requirements for a Research Game

I identify six major requirements for an experimental game, and
three major requirements for a gaming ﬁethodology. The latter have
already been, in part, considered in the previous chapter; here, they
are considered in detail, in the context of the experimental work

described in the previous section.
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Requirements for a Game

Gl: Simple, easily learnt, rules. Detailed analysis of

"Panzer Leader" games shows that even experienced players sometimes
unintentionally break the gaﬁe rules without their oppoﬁent or any
observers noticing. Inexperienced players have virtually‘no chahce
of playing a faultless game. £Bven if subjects are only to be
advisers, they must nevertheless understand fully the potential

of every unit on their game board, and the éffect of every piece
of terrain. Bearing in mind that we' ‘may wish to use subjects who
havehlittle or no war game experience, and that we would hope an
experiment would last ﬁo longer than one working day, including a
minimum of training time, it is clear that the game rules must be
much simpler than those of '""Panzer Leader'". They must be simpler,
indeed, than'those of all but the most elementary commercial war

games.

Not only must the rules be simple in practice, but they must be
seen to be simple: that is, they must be easy to learn. This requires
that they are concise and short, do not require any specialised

knowledge, and, of course, are u@ll—written.

. G2: Speed of Play. An experimental war game is rarely shorter

- than five rounds long, and it is essential that the play. moves as
quickiy as possible, otherwise the subject wiil become fatigued, bored,
and lose interest in the game towards the end. (Usually it is.towards
the end of a game that we would hope to extract the most interesting

information, )

We feel that an experimental war game should not last longer than
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five or six hours. For our purposes we regard sixty minutes as the
maximum écceptable time for a round, altﬁouéh it would be preferable
if this could be‘cut by as much as half. The length of a war game
round is usually roughly proportional to the cémplexity of the game,
and it is felt that if, as advocated in Gl, a .simple géme is developed,
this problem wili cease to be as serious as it was with the "Panzer
Leader' games, in which the players' spirits definitely lagged towards

the end.

G3: Ease of recording. It should be possible, if necessary, to

take down an accurate record of an experimental game. The format of
the game, therefore, should allow easy, swift recording, with the
mimimum of interference to the players. ''Panzer Leader" was not

suitable in this respect.

G4: Strategic aspect. From the point of view of our research, a.
strateéic orientation is the most important property of the game,
because strategies and oPtions'ﬁDrm the material which we would like
the s&bject to consider. The fact that "Panzer Leader’ is in practice
aimost entirely tactical has already been discussed. We would like a
game‘which is;entifely strategic, presenting no tactical aspects to
the subject at all. He should adopt a strategic frame of mind naturally,
prompted only by the format of the game; it should not appear to be a

rather unconventional and contrived way of looking at the situation.

Scenarios must be rich in strategic options, and there must be
potential decisions for.the subject to make. To some extent preéaration
of these rich scenarios could clash with requirement Gl, that the
game be simple. Careful design of scenarios is necessary to

reconcile these conflicting requirementé.
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G5: Interest. To be successful, an experimental game needs to
be interesting enough to hold the atteﬁtion of fhe subject for the
duration of play. Thus, in designing a simple game, we must not
allow the game to become too agstract and unrealistic. The
excitement and interest of "Panzer Leader" is attributed in no
-small measure to its complexity and its realism (Palmer, 1977,
Chapter 7). A strategically-rich game, as advocated in G4, seems

likely to hold the interest of subjects.

G6: Natural Extraction of Sxperimental Data. As much as possible
of the data that we wish terxtract from the experiment should be
provided by the subject in the natural course of playing the game.
Intelligence Man achieves this elegantly: the data is supplied by
the adviaers' communicatiogs to theii (non-existent) players, and
also by their move at the end of the game. This has the advantage
_oF not encouraging the subjects! tendency, often prominent when
experimenters try to extract data from them directly, to 'supply the
sort of data they feel the experimenters expect (see, for example,
Silverman, 1977). We would hope for a similarly ''natural’ data
extraction process in>any other gaming methodology.

3

Requirements for a Methodology

Ml: Replicability. The fundamental property of an experimental

methodology that we require is replicability: that is, the capability
to put many subjects into a scenario which develops in a predetermined
way each time it is played. Only in this way can we hope to derive
general results about decision-making behaviour, rather than a
commentary on the behaviour of individual subjects in unique, -

non-replicable situations.
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In our case the problem is compliéated by the constraint that
subjects must not realise that scenarios are predetermined. They
must believe fhat they are modifyiﬁg, or at least influencing, the
course of events, when in fact they are not. The Intelligence Man
system has managed this deception admirably (Sharé and Dando, 1977),
and as'far as f know it was the first @ethodology developed to allow
the replicétion of complex games. Any other methodology must perform

as well in this respect as Intelligence Man.

M2: Complexity. A game must contain sufficient complexity and

detaii to be accepted by fhe player as realistic. 1If a playér is
expected to play in a sensible fashion, he must be éonviﬁced that the
game environment is a reasonable representation of reality, and that
his role in the game is realistic. In particular, the game must offer
the pléyer scope for cémplex interaction mdthva detailed game
environment. Such scope is available in three-room war games
(Shephard, 1963), but is lacking in single—decisioﬁ games, of which
Cooper (1979, p.532) has commented: it is not obvious that the

players would regard them as realistic"..

M3: Role of the Subject. I come now to what I feel is an

impoftant shortcoming of the Intelligence Man system, especiélly
in situafions in which subjects are stressed: situations in which
we would be interested. A subjeét ih a gaming experiment can bé
regarded as having two roles: as a Participant in the game; and

as a Subject in the.ekperiment.‘ The experimenter is interested in
the subject's Participant role. Héwever the subject is constantly
awére, to some extent,of his Subject role. Effects due to this

awareness are not wanted by the experimenter, and should be minimised.
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The ideal situation,:from the point of view of the experimenter,
is one in which the subject is entirely involved with the game - he
is, effectively, entirély éarticipant. Under stress, however, the
Particiﬁant'role may become, in some sense, unpleasant. An escape
from this role is therefore sought, and ié conveniently provided in
the fgrm of the Subject role. In stressful. circumstances the subject
is more likély to become particularly aware of his Subject role, and

"his Paiticipant role will weaken: he will become less involved in
the game. I we are interested in the effects of stress on his
Participant role behaviour, fhis shift in awaremess of roles sﬁould-

clearly be avoided as much as possible.

"It is felt that the Intelligence Man system, in which the
subject can 6niy hope toiinfluence the game indirectly as an adviser,
is likely to exacerbate this problem. An adviser is intrinsicélly
less involved in a game then a player; other things‘being equal, he
will be less committed to the game. In particular, under stress he
is likely to lose interest and involvement to a greater degree than he
would if he felt he'played a more important, central part (see Cooper,
1979). Such effect§ may account, in part, for the results of

experiments by Daniel (1980) using the Intelligence Man system.

We require a gaming methodology that gives a subject a  central
part: one which, in the subject's view, is not merély useful but
essential to the play of the game. At the same time, we must not
infringe the requirement of replicability, which gives a

methodology its strength as a scientific means of examining behaviour.
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3.4 ' A Board War Gaming System for Research

In this section I describe the Organisational Control Game, which,

in conjunction with the Superior Commander system, has been developed
to meet the requiremepts outlined in the previous section. I believe
that these requiremenfs have been satisfied and thaf we have a gaming
system which has the potential for a wide range of applications.
Initial trials of the system and the reéults and conclusions from

these trials will be discussed.

The Organisational Control Game

The Organisational Control Game is a hierarchicalwar game with
three different levels of play, involving many players. For ouor

purposes we need only consider the structure of the Friendly side.

The highest ievel of play involves a Corps unaer the command
of a single Corps Commander. The Corps is split into three Divisions,
each under the command of a Divisional Commander, and each Division
" is further split into a number of Task Forces, each under the command
.of a Task Force Commander. During play, all the various Oommanders

are separated from each other, and can cgmmunicate only in writing.

Zach of the Task Force Commanders engage in combat with the
enemy in a tactical war game not unlike ''Panzer Leader", played on a
detailed mapboard representing only the area of terrain within the
Task Force's sphere of influence. The only major differences, from a
Task Force Commander's point of view, are that he has to report
periodically on the state of tﬁe battle to his Divisional Commander and

that the Divisional Commander will send him advice, information and

directives at regular intervals.
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The Divisional Commander receives reports from the Task Force
‘Commanders which furnish most of his knowledge of the state of the
lower leyel, tactical battle. Ille plays on a mapboard covering the
Divisional area,.and on it the Task Forces are represented, each
subdivided into a few battalions, although their detailed structure
is not visible at this level. The Divisional Commander's view of
the game is far less detailed than those of his Task Force
Commanders, but covers a wider area. Additional information is
supplied to the Divisional CommanderAby intelligence reports.from
Local Reconﬁaissance, and by information sent from the Corps Commander,

to whom he is required to report from time to time.

The Divisional Commander's role is to e#aminé the information
that comes in to him and to use it to develop strategies which he
can attempt to implement by sending appropriate directives to his
Task Force Commanders. He is playing a stfategic game. 1In addition
to this main task, he is élso involved with an additional task: the
maintenance of supply lines to his-Task Forces.

At the top of the chain_of command the Corps Commander receive;
reports from his Divisional Commanders, as uell>as his ouh intelligence
units. On the.basis of these hé fﬁrms his overall view of the game
énd sends information, advice and directiyes to his Divisional

Commanders accordinély.

In general, experimental subjects will play Divisional Commanders,
and I now wish to show that, as far as the Divisional Commanders are
concerned, the Organisational Control Game meets the six requirements

for an experimental game set out in the previous section.



Gl: Simple, Easily Learnt Rules. The design of the game is such
that ‘all combat with the enemy is handled by the Task Force Commanders.
The Divisional Commander, in order to make maxiﬁum use of the
representation of the battle on his gaméboard, need only be supplied
with general ;ombat rules. By removing the responsibility for, or
even the possibility of commenting upon, the detailed tactical
aspects of the game, many of the problems associated with learning the
rules necessary in a complex war game are eliminated. The Divisional
Commander s rules are, in compérison to those of a Task Force
Commander, extremely simple indeed. For example Divisional Commanders
are given the following combat guidélines (from the "Rules for |

Divisional Commanders' as reproduced by McDowell et al, 1979b, p.A-4):

Combat is resolved in detail at the Task Force level,.and
Divisional Commanders require no detailed knowledge of the

combat rules.

- A friendly Task Force consists of four battalions and an
ememy regiment consists of three battalions. The battalions

are likely to be of roughly equal size. " In an engagement

“~

between two battalions, that uhich,is defending will have
_an‘advantage over the other. However, various other factors

,will alter the strengths of units.

uThé défensive.strength of a unit is increased if the unit
did not move in the previdus turn; this représents the
ability of a ﬁnit to 'dig in'. Both the offensive and

- defensive strengths of units aré severely reduced if they
are not kept in supply. . The strengths of units are

increased if they occupy hill hexes or town hexes.
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G2: Speed of Play. Because individual units are represented

as aggregates on the Divisional Commander's map, there is very much
less work to do in assessing them and organiéing them in each round.

This reduces considerably the time taken for each round.

G3: Zase of Recording. The relatively few units counters on
the map at Divisional Commander level maké recording a far easier
task than with a more complex game. In fact, the Divisional Commander
cannot.move units directly, oniy indirectly through his orders to the
Task Foréé Commanders, and detailed combat evaluation only occurs at
the Task Force level. Very little uork»is tﬁerefore required to

prepare a record of a game at the Divisional Commander level.

G4: Strategic Aspect. From the strategy and tactics point of

view, theVOIganisational Control Game at Divisional Commander level

’is very different ffom ""Panzer Leader'. Any details concerning the
tacticai battle are entirely eliminated froﬁ the Divisional Commander's
map;'his view is in all respects strategic. Thus he will generally
give strategic rather than tactical advice to his Task Force
Commanders, and he is concerned almost entirely with strategies and

possible courses of action, both of his own forces and of “the enemy.

G5: Interest. It is felt that the Divisional Commander's task

in the 6rganisational Control Game, while conceptually simple and
unencumbered by detailed rules, is potentially interesting for a
player, even one who has had no prévious experience With war games.
Interest is of course closely related to the speéific game scenarios
to be played; Thé scenarios we developed will be described in the
next chapter. .Por the time being, I note that tHE‘Organisational

Control Game allows a fair amount of flexibility in scenario design -
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thus we were able to .develop interesting and exciting game scenarios

depicting entirely different situations.

G6: Natural =xtraction of Experimental Data. Data is extracted

from the subject in the natural course of the game in tmb ways. Firstly,
at regular iﬁtervals in the game the Divisional Commander sends
information, advice and directives to his Task Force Commanders; analysis
of these communications provides some information about his view éf

the game. Secondly, from time to:time the Corps Commander requests a .
report from the Divisional Commander; the Divisional. Commander outlines
his thoﬁghts concerning topics in which the experimenters are interested, .
and he gives Bis assessment of the strategic situafion. These

communications, too, may be analysed..

Use of the Superior Cpommander System

The Organisational Control Game, with the experimental subject
in the role of one of the Divisional Commanders, meets our reqﬁirements
for a research game. I ;hall now show how the Superior Commander
system provides a‘fechnique for using the Organisational Control Game
while satisfying the three ;equirements for a research gaming

methodology.

A Divisional Commander player beliéves himself to be playing
in a hierarchical system composed of several othef players (Figure
3.1a). In fact he is not: all 6ther’players are played by Game
Control, and the course of the game is entirely predetermined.
(Figure 3.1b)., All communications from the Task Force Commanders,
whose games conétitute the action of the battle, are written
beforehand, and the entire development of the scén;rio is controlled

by the experimenters.
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Figure 3.1. The Superior Commander system applied to the hierarchy
of the Organisational Control Game. (a) From the viewpoint of the
e:qaerimental subject ( @ )s who believes Game Control to be responsible
only “or communication links. (b) from the viewpoint of the experimenter,
who knows all players but the subject to be nlayed and controlled by Game
Control. The number o€ DiviSional Commanders and Task Force Comnar%ders

need not be precisely as shown in the above diagrams.
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Thus the condition of replicability (Ml), is met: the same
game may be played‘with different subjects as many times as the
experimenters wish. The obvious problem is: if the Divisional
Commander is sending directives to his Task Force Commanders,
will he not become suspicious when hevfinds»that there is no
apparent reaction to these directives? With careful scenario design
this is not a major problem. Scenarios can be designed so ‘that the
directives the Divisional Cbmmandere give, provided that they are
strategically sound, can reasonably produee the predetermined
. outcome. Discrepancies, even quite major ones,.can be accounted
- for by explaining to the Divisional Commander that, given the
stare of the low-level tactical battle not apparent on his map,

his directives could not be implemented.

The important point is that the subject believes he is

modifying the game as a player, rather than influencing it as an

adviser. In addition to‘'this, the apparent importance of his part
in the game is inereased by a dummy supply line maintenance task.
This dummy task, as was explained in Chapter 2, is>designed so that,
although it seems to be important to the game, it has no effect on

combat results whatsoever.

In this way condition M3, requiring that a subject's,innelvement
wiph the game beAmaintained, even under stress, is met, and an answer
to our najor reservatien concerning ;he Intelligence Man system is
fonnd. We do not claim that this methodology will entirely elininate
- role separation effects (it is impossible to achieve this entirely
unless the subject is unaware that he is playing a game at all), but

it is likely to reduce them considerably.
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This leaves reqpirement M2, that the gaming system should permit
a substantial level of complexity and detail. Clearly, this is the
case. The Supérior Commander system imposes no restriction on thé
detail of the game environment, nor on the complexity of apparent

playver interaction with it.

Initial Experience with the Superior Commander System

The first trials of the Organisational Cbnfrol Game and Superior
Cbmmander system involved members §f the Royal Holloway College Games
Club. A scehario comprising six rounds waé devised depicting two
Task Forces defending agaiqst an advancing enemy. (This scenario,
which later was designatéd "Scenario 1", will be described in detail
in the next chapfer;'here, I wish only to comment on the performance
of the méthodoloéy,) Subjects, in the roles of Divisional Commanders,
had to advise two subordinate Task Forces and also decide on the
deploymént of a third Task Force which became available in Round
Fiye (when‘it would be téo late to affect the course of the game,

which, unknown to the subjects, ended on the next round).

- The deceptién‘was complete>and uorked well. Subjects were
convinced that the other commanders were real players and they felt
that they were positively influencing the game. We felt confident
that if the deception_uorked>well with these experienced players then
it would be likely to work with most subjects, and subsequent

experience, as will be seen, seems to have confirmed this prediction.

. Subjects felt that they were'fulfilling a useful function in
their communications with théir Task Force Commanders, and they did

~ not feel helpless and peripheral in their roles. The dummy supply line
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task was seen as important, and successfully gavé subjects the
illusion that the game was affected by their handling of‘the task,
even though it was soon realised that it was straightforward. The
problems with game involvement that are inherent in Ihtelligence

Man seem to have been reduced'quite considerably.

Subjects reported enjoying the game. For experienced war
gamers, it was a novel experience to be able to forget entirely
about game mechanics and concentrate entirely on strategies. The
piecing together of information from various sources to make a
coherent picture was mentioned as being particularly interesting,
and, in general, the idea of a hierarchical game was found to be

very appealing.

3.5 War Game Design

Our early experiences with board war gaﬁes led us to state nine
requirements which should be met if these games are to be used for
research, Six requirements related to the férm of the game itself;
the other three were concerned with the methodology to be employed
to control and replicate the game. Subsequently, we develpped a game,
the Ofganisational Control Game, and a methodology, the Superior

Commander system, which satisfied these requirements.

In this chapter the only commercial wargame I have di#cﬁssed in
detail has been ''Panzer Leader'. However, we looked at and played a
variety of board war games, exhibiting many different features, in our
preliminary work. From the range of games we studied, we extracted
those characteristics of physical design, layout and ruleé, which

were most suited to our needs. I recommend that anyone seriously



considering using'a board war game for research, whether one that is
commercially available or one, like ours, which is specially developed,
should play a variety of different commercial games to obtain an

‘ ﬁnderstanding of their capabilities.

To assist in selecting appropriate games, I recommend Palmer (1977)
and the Strategy and Tactics Staff Study (Strategy aﬁd Tactics, 1977).
Palmer provides detailed’nbtes on nearly 300 professionally-produced
war games,‘and is, as far as I know, the only comprehensive book on
Board war games, their characteristics, and how to play them. The
Strategy and Tactics Staff Study gives notes on a basic library of
“about 40 war games, and lists mén& others; thé book is concerned mainly

with conflict simulation games.

There are at least two methoddlogies for the control of research
games, the Intelligence Man system of Sharp and Dando (1977) and the
Superior Commander system'of Cbopér (1978, 1979) discussed here. With
an appropriate system for théir control, board war games can be‘uséd

to examine decision-making in a variety of research contexts.

.This chapter has been concerned with the practicalities of board
‘war game design. J have essentialiy been attempting to specify the
nature of the content 6f'a research war game. In the following chapter
I shall add substance to these specifications by déscribing the details
of}our Organisational Control Game. Some idea of these is necessary‘

* to fully appreciate the results to be described later.
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CHAPTER 4

THE ORGANTSATIONAL CONTROL GAME

4.1 Introduction

" In this chapter 1 shall describe in detail the Organisational
Control Game, &hich was developed by myself and Dr. Dale F. Cooper as
a research game'which implemented the Superior Commander system. A |
complete description of the game,‘including copies of all administrative
materiél, is given in our final project report (McDowell et al, 1979b),
and it would, in theory, be possible to implement and run the game
entirely from the specifications given in that report. .Some notes on
the development of the game are included in a previous repért (McDowell
et al, 1979a). I shall nbt reproduce the entire contents of these
reporfs hefe; Rather, I intend only to describe the game in
-sufficient detail to make the context of the results to be presented
in subsequent éhapters clear.

In‘the previous tvo‘chapters, the Superior Commander gaming

system was introducea, and it was shoum'howvthis system was implemented
in the Organisational Control Game.' Iﬁ this context, many ideas about
the,content>of a research game were developed. This material should
be borne in mind when reading the description of the Organisational

Control Game presented in this chapter.

4,2 Ovérall Structure of the Game

The experimental subject in the game takes the role of a
Divisional Commander in a hierarchy of players consisting of a Corps

Commander, three Divisional Commanders, and six Task Force Commanders
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(Figure 4.1). As far as the experimental subject is concerned, he
has as a superior the Corps Commander, and as subordinates two
Task Force Commanders; no direct lines of command link him to any

of the other players ("peripheral" players).
perip P

It will be récalled that, in reality, none of the other players
‘exist, and the course of the game is entirely predetermined. The
Divisional Commander is therefgre told, in the course of an extensive
briefing before play (McDowell et al, 1979b, Annex B), that he will
remain isolatéd from the other players during play - all communications
will be umit;en, or tape—recorded - and, 'in fact, every attempt will
be made to prevent him ever meeting the other players. This, it is
exélained (peB=-3), is '"to keep personal inferactions to a minimum’.

Thé Divisional Commander is élso told that his two subordinate

Task ﬁoree'Cbmmanders will be played by '""experienced graduate students",
and that‘all other roles (Cbrps>00mmander, pe;ipheral players, and

fhe enemy ) are played by members of the Game Control staff. No
explicit information is supplied about the structure, if any, of the

enemy team.

The "cover stéry"-to this rather elaborate organisation is that
the game is designéd to aid the study of the effect of "information
flow within hie;archiesﬁ on decision—makingfﬂ;B—R), It is pointed
out that '"the information recieved by the decision-maker on the
higher level is not raw data taken direct from the environment, but
has béen collected and assessed at the 10Werlleve1, and should
therefore be in a form more immediately useful to the high-level
decision-maker". Fufther, "because £his information is rea&hing
the higher level decision-maker second hand, it may preseht an

incorrect or at least biased view of the environment, and the
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Figur= 4.1. Structure of the {riendly hierarchy in which the

experimental subject ( @ ) considers himself to be playing.
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decision-maker has no way of testing this information by direct

comparison with the environment.'

The game is a time-stepping game - thaf is, it proceeds in a
series of rounds representing succesive game times (as opposed to
real times). Each ;ound represents a game time two hours ahead of
that represéﬁted in the previous round. In a simple timé—stepping‘
game, players would maké their moves for a périod; and then the Game
Controllers would assess the outcomes of those moves, eventually
presenting the consequent situation at the beginning of the next
peridd. Ibvéver, because of the structure of the Organisational
Control Game, this siﬁple system must be adapted somewhat. Each

round is therefore split into.two phases: the Divisional Commander

is told that these are his Task Force Communication Phase and

Corps Communication Phase.

.In the Taék Force Communication Phase, the subject receives
repoits from his Task Forces, ininé defails of their situations.
Recohnaissance information is also supplied. On the basis of theée
reports, thg Divisional Commander issues directives to his Task

Forces.

. "In the Corps Cbmmunicétion Phase, the Divisional Commander
receives a communication from his Corps Cbmménder, to which he is
expected to reply. While this is Qoing on, he is told,‘his Task
Force Commanders are carrying out his directives and engaging in
combat with the enemy, so fhat,,at the end of the phase, if;is possible

to move to the beginning of the next round.

This two-phase system is further elaborated by the addition of
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two other phases, which, though not essential to the "logic" of the
game, contribute importantly to the game in other ways. These phases

will be described shortly.

4.3 Mode of Play

The Organisational Control Game is a board war game. The
Divisional Commander is presented with a map board which covers ﬁis
.area of interest in the game - the Divisional area. The map boar&
shows broad details of terrain features such as rivers, woodlands
and hills, as well as towns, roads and railways. It represents an

area of about 26 x 13 miles, on a scale of about 1:40,000.

As is conventional in board war games of this type, the map -
board is overlayed by a hexagonal grid, the hexagons (known to war
gamers as ''hexes' ) being used to specify positions of units. Each

hex represents an area of approximately one ninth of a square mile.

Units are represented by means of small, square counters with
identifying marks. Blué'counters represent friendly fighting units,
red couﬁters represént enemy fighting units. Friendly units of supply,
uhich, as will be explained, have an important role in the game, are
green. Fighting uﬁits are represented at battalion 1evel. Since
. just four battalions make up a friéndly Task Force, .it will be realised
ﬁhat‘combat cannot be represented in great detail at the Divisional

Commander level.

However, the Divisional Commander is told that the Task Force
Commanders have a different view of the game: they are supposedly

presented with detailed map boards showing only that area of terrain
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immediately concerning their own units. Details of combat at the

Task Force level are not supplied téthe[ﬁvisional Commander; however,
he is left in no doubt that it takes place at a_significantly greater
1e§el of detail than that at which he perceives the game (for example,

at company level or lower ).

A Divisional Commander is also supplied with maps which show his
Divisional area in relation to surrounding Divisiénal areas, and in
relation to the area of country in which the conflict is taking place.
These aspects of the game environment are emphasised during the

briefing prior to the start of the game.

Rules of Play

As explained in the previous chapter, the Divisional Commander
need nét concern himself with the details of combat, since ostensibly
this is carried oﬁt by his Task Force‘Commanders at tﬁe lowest level
of the command hierarchy. The Diviéional Commander is thérefore given
only-rules of play pertaining to the units as they are portrayed on his

map board - that is, at battalion level.

The Divisional Commander is told that his Task Forces are
bpredpminantly infantry. In one time period, a battalion can move up
to a maximum of six hexes on a road, but this movement capability is
cut back on rough ground or when the unit is engaged in combat, or
under ¢nemy fire. The fighting strength of a unit is increased if it
remains stationary for sufficiently long to ""dig in'', and its fighting
capabilities are also enhanced if it 6ccupiés a town or high grdundf
It is made clear to the Divisiénal Cpmmander that tﬁe capabilities of‘

enemy units areinot precisely known, although_they are not likely to
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differ radically from those of the frieﬁdly units.

The course of the game is predetermined. We had decided that
scenarios would be designed in which the component battalions of a |
Task Force would remain in close support of one another. It
occurred to us that if a Divisional Commander were to issue a
directive to the effect that a Task Force be split, failure to comply
would be particularly difficult to account for in terms of obstructions
at the Task ForcelleQel. To discourage a Divisional Commander from
attempting to split either of his Task Foices, therefore, it is

“explained that if a Task Force is dispersed beyond_a certain limit,
its fighting strength becomes severely reduced, due to difficulties

with communication and coordination of activities.

Dummy Task

It will be recalled from the previqus chapters that an important .
part of the Ofganisational Control Game is a '"dummy'' supply line
maintenance task which, althougﬁ it has no real affect on the game,
gives the illusion of being essential and"thu§ increases the player's
involvement in the game. We decided that we wanted to keep this task
separate in time from ofher parts of the game, and so a Supply Phase
was introduced between the Task Force Cbmmpnication Phase and the
Corps Communication Phase in each round. The Supply phase is devoted

solely to administration of the supply task.

" Rules governing the administration of the supply task are simple.
Combat units expand a certain amount of supply in each round; this
amount increases in heavy combat. Supply is represented by supply

unit counters on the map board. The Divisional Commander is told
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thét fhe combat effectiveness of fighting units will drop if fhey
exhaust all their supply. He therefore has to keep his Task Forces
supplied with units originating at a supply depot in the rear of his
Divisional area. For this task he is required to move supply units
on his map board - this is the only part of the game in which he is
permitted to affect the position of counters on the board. The
Supply Phase is relatively short - five minutgs is generally more

~than adequate.’

‘The supply task is straightforward: scenarios are designed so
that there is very little danger of Task Forces running out of supply
due to cutting of lines of comﬁunication or unexpectedly heavy combat.
Consequently, the Divisional Commander is, in practice, never faced
with a situation in which his forces héve no supplies. This is
essential, because, due to the predetermined nature of the game, even
if forces did run out of supplieé, no effect on the game would be

detectable.

Research Phase

As a game, the Organisational Control Game is complete in its
three-phase form, each round comprising a Task Force Communication
Phase, followed by a Supply Phase, followed by a Corps Communication
Phase. The communications which the Divisional Commander sends 6ut to
both Task Force and Corps provide a considerable amouht of output

suitable for analysis.

However,. we found that we required output in addition to that
supplied in the course of the game. We wanted to ask the Divisional

Commander specific questions about his decision-making, the answers to
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which would not, in general, be made clear in the "'natural" output of

the game.

To allow for this additional questioning, a Research Phase was

added at the end of some rounds, following the Corps Communication
Phase. In this phase the Divisional Commander is required to reply
to direct questions from the experiments. It is made clear, of course,

that this phase has no effect on the course of the game.

4.4 Scenérios

" Two different combat scenarios have beenAdesigned for use with
the Organisational Control Game. They are both set within the context
of a broad general political scenario. I shall briefly outline this

general scenario before considering the two combat scenarios in detail.

The general scenario is based in the Republic of Arachide, a

" fictitious developing country with a strohg agricultural economy
(Figure 4.2). A;achide has twovneighbéurs: the States of Basile and
Cive. Relationships between Arachide and its neighbours have been
relatively cordial until recently, when the Sepraf region of Arachide,
tﬁe subject of a long-standing tgrritorial dispute between Arachide
and Basile, was found to contain a potentially large oilfield. What
had preciously been a '"largely academic argument' (from the game
briefing as reproduced in McDowell et al, i979b, Annex B, p.B-5)

- suddenly '"flared into a major political dispute“.

~ The dispute escalated, diplomatic relations between the two
countries ceased, and Basile mobilised its:forces, called up reserves,

and requested foréign aid. However, Arachide reacted to this activity
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Figure 4.2. The fictitious Repi.\blic of Arachide.
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rather slowly,'and conseQuently was caught with little defence when,

a few days later, Rasile launched a large-scale invasion.

The combat scenarios are set one week after the outbreak of
hostilities, at which time Basile has made considerable progress into
Arachide erritory, having met little resistance in some.areas, but
in others having run into considerable opposition from haétily
deployed defensive forces. It seems that Aracﬁide is now beginning
to successfully check the advance of BRasile's forces, althoﬁgh this

is by no means certain.

The. two combat scenarios are located in widely separated regions
of Arachide. Subjecté are allocated the'roles of Divisional Cbﬁmanders
in the Arachide army, taking part in defensive activities one week
after the invasion by Basile. Despite thecommonalitytaf fheir aims,
however, the player§ in the two scenarios find themselves in

completely different situations.

Scenario 1 - A Defence Scenario

Scenario 1 takes place in an area to the West of Arachide, to the
North of the town of Giscours (Figure 4.3). The area'is predominantly
hillyg and many small towns'ére scattered among the“hills. At the time
the Divisional Commander starts pléy, the area is subject to a strong
enemy thrﬁst from the North-West, part of the enemy's overall ﬁush to
the Bast. The thrust immediately threatens Giscours and important rail
links to the North and West. The friendly Corps has taken up
defensive positions in the area, its aim being to prevent the eneny
achieving‘its objectives for as long as possible - hopefully until

friendly reinforcements arrive,
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Figure 4.3. The setting for Scenario 1.
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The Divisional Commander's division (Figufe 4.4) is located in
a central position, with a friendly division located on each flank.
The Division consists of three Task Forces: two are deployed in
Forﬁard defensive positions and are under the command of Task Force
Commanders; the third is grouping, but is expected to become
available later as a strategié reserve, wifh deployment under the

direct control of the Divisional Commander.

At - the beginning of the gamé, no contact has occurred between
the Division and the enemy, though it is clear thaf this will occur
very shortly. The Divisional Commander is issued with a directive
(McDowell ét al, 1979b, p.B-11) instrﬁcing him to "delgy therenemy
advance ... for as long as possible', preventing "any advancé towards
Giscours''; to "hold a defensive position'" in the area which his Task
Forces currently occupy, denying the enémy access to towns West of
the areag and to "prevent the enemy from reaching and blocking the

railway link to the North".

As the game progresses, the forward Task Forces make contact
with the enemy and battle starts. The Task Force in the South comes
under'pressure, but it is the Northerly Task Force which suffers the
‘heavier attack, with one of its battalions completely wiped out.
Both Task Forces attempt to break contact and withdraw in order fo
stronger poéitions but find this a difficult operation to carry out.
While thevTask Forces are being kept engaged, fast-moving enemy units
slip paét their positions and begin to posé a direct threat to
locations in the WESt of the Divisional "area. By th§ time tﬁe game
ends, and the Divisiﬁnal Commander can deploy his reseive Task Force,
‘as well as an additional Task Forcé which he has meanuhile been

allocated, his forward Task Forces, considerably reduced in size, are
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- Figure 4.4. The subject's Divisional area in Scenario 1.
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defending positions against enemy units some miles to the west of
their original locations, while other ehemy units are still moving
West without opposition and threatening to cut the forward Task

Forces' supply lines.

* The overall picture in Scenario 1, therefore, is of a defence
against an enemy force which is clearly too strong to repulse - the
best that can realistically be done ié to déiay the enemy advance as
loﬁg as possible. The true strength of the enemy, and the corresponding
weakness of the friendiy position, only becomes clear as fhe game

proceeds.

Scenario 2 - An Advance-to-Contact Scenario

. Scenario 2 takes place in the North of Arachide, in an érea
centred on the téwn of Olivier (Figure 4.5). The area is dominated
by the valleys of the Harris River and its tributary, the Jackson. At
the time tﬁe Divisional Commander starts play, the enemy is advancing
south-West down the Jackson Valley towards Qlivier, and, indeed, its
advance units have already moved virtually unhindered into Olivier.
The friéndly beps is in the proéessbof moving in£o'the area from
the South, its general objectives being to free Olivier and keep the

railway line through the area open.

The Divisional Commander's division (Figure 4.6) is once again
located in a central position. Moving in from the hills to the West
of Qlivier, one Task Fﬁrce is heading for Olivier with fhe inteption,
of freeing it,'vhile another is‘advancihg towards the town of
Bouscéut, from uhé;e it intends to move East to meet the approéching
enemy. These two Task Forces are under the.control of Task Force-
Commanders; a third Task Force is groﬁping in the hills Wést of
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Figure 4.4, The subject's Divisional arza in Scenario 2.
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Olivier, but is expected to become available as a strategic reserve,
with movement under the direct control of the Divisional Commander,

later in the game.

At the beginning of the game, no contact has occurred between
the Division and the enemy. The directive to the Pivisional
Commander (McDowell et al, 1979b, pp.B~1l) instructs him to "establish
control of Oliviérrand the area immediately around it, making sure

that the railway line between Olivier and Bouscaut is kept clear.

As the game progresses, the Task Torce assigned to Olivier
approaches the town. gnemy forces in Olivier turn out to be greater
than expected, but, after a fierce fight, the Task Force manages to
occupy a considerable proportion of the town. However, even by the
end of the game; Olivief is not entirely free of the enemy, and fhe
battle continues. Meanwhile the other forward Task Force, having
reached and passed through Bouscaut, has met with enemy opposition‘a
few miies to the Sast, and by the end of the game is making some
impression on the enemy's strong hil} position. The overall situation
is made more seriéus 5y the fact that further enemy units are rapidly
appfoaching the area. Once again, By the énd of the game, the reserve
Task Force, as well as an additional Task Force, can be deployed on

the orders of the Divisional Commander.

Thﬁs Scenario 2 is an advance-to-contact, in which what might
"at first seem a rather straightforward operation is complicated when
it becomes apparent that the enemy are stronger than at first they
appéaréd. Once again, the true situation only becomes apparent as the

game proceeds.
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4.5 Playing the Game

In this section I describe briefly the practical arrangements
for play of the oganisational Gontrol Game. We had decided that
the whole game, includingbriefing, debriefing, and appropriate
refreshments, should fit into one working da&. We had facilities
prepared for two subjects to play simultaneously, one for each
scenario - as a rule, all our games were pléyed in this '*parallel'*
fashion. lSuch an arrangement can be fully administered by just
two Game Controllers: each with responsibility for one écenario,
and Both sharing respohsibility for other duties. However, since
it is intended to make the pléyers believe that quite a large team
is involved in playing the game, short "walk-on'' appearances by
any convenient colleagues aie a useful aid, Indeed, such ihcidental
events are probably quite important in maintaining the Superior-

Commander deception successfully.

A few days prior to the game, a player would have been sent
a set of documents introducing the game which he would have been
asked to read before coming to play. The set of documents consists

of:

1. Introduction to the Organisational Control Game,

describing briefly the hierarchical control system.

2. Brief summary of rules for Divisional Commanders in

the game.

3. Background to the general scenario - a brief description

of the Republic of Arachide and its recent history.
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4. General background to-the player's combat scenario.
5. Notes on the player'é combat scenario.

" The entire set of documents covers ten sheets of A4 paper (typed and
single-spaced), includiﬁg maps. The documents are reproduoced in

McDowell et al (1979b), Annex A.

A typicalktimetable for the game is presented in Table 4.1. ' As
can be seen, the game lasts for six rounds, and Research Phases are
appended to the first, third and fifth rounds. The totai time required
according to the schedule is 4'hours and 40 minutes. A hélf hour
coffee break is usually taken after the general briefing, and a break
of an hour for lunch may be taken after the second or third round. 1If
these breaks are téken, total  running timé will be 6 houfs‘and 10

minutes. Thus, i€ the game begins at 10.00, it should be over by 16.10.

Players from both sceharios attend the general briefing together.
This briefing. (McDowell et al, 1979b, Annex B) first discusses the
hierarchical control system. It then goes on to describe in detail
the Republic of Arachide, and gives details of the escalation of the
‘conflict with neighbouring‘Basile. The two areas depicted in the
combat scenarios are‘briefly discussed before the rules and méchénics
of the game'are described. A qumber of maps and‘diagrams are shown

in the course of the briefing.
Immediately before play begins, a player receives a short

briefing in his own game room. This briefing is intended to

- familiarise him with the use of the equipment of the game room.
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Duration (Minutes)

General briefing 30
Individual )layer briefing 10
Round 1: Poard update 5
Task Force Communication Phase 15

Supply Phase 5.
Corps Communication Phase 10
Research Phase 10
Round 2: Board update 5
Task Force Communication Phase 10
Supply Phase 5

Corps Communication Phase .10
Round 3: Board update , 5
Task Force Communication Phase 10
Supply Phase 5
Corps Communication Phase 10
Research Phase 10
Round 4: Poard update -5
' Task Force Communication Phase 10
Supply Phase 5
Corps Communication Phase 10

Round 5: Pnard update . 5
Task Force Communication Phase 10
Supply Phase ‘ 5
Corps Communication Phase 10
Research Phase 10
Round 6: Board update 5
' Task Force Communication Phase 10
Supply Phase 5
Corps Communication Phase 10
Debriefing 25

Total duration: 4 hours, 40 minutes
Specimen game timetable, with Research Phases in

Table 4.1.

Rounds 1, 3 and 5.
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The equipment in the game room consists of : a detailed map
board of the player's Divisional area, with counters representing
‘combat and supply units; a wall map of the Corps area and a wall
map of the whole of Arachide; and a tape recorder and several
cassette tapes with which to record all messages to Task Forces
and £o the Corps (and also any reports made in the Reséarch Phase).
Small scale reproductions of the map boards, and a list of couﬁters,
are presented in Annex D of McDowell et al (1979b). The map

. boards for eadh scenario cbver . the areas shown in Figure 4.4

(Scenario 1) and Figure 4.6 (Scenario 2).

Pléy proceeds in a series of rounds. Each round begins with a
board update byva Game Qontroller, during uhich'counters_are moved
on the map board to correspond with combat at the Task Force level
in the prededing round. ' Then the Task Force CbmmunicationAPhase
begins. Written messages are brought, by the Game Controller, from the
Task Forces, describing their sifuations, and the Divisional Commandeer
responds by issuing a directive to the Task Force Commanders which
he records.on tape. A report algo arrives from reconnaissance units
in this phase. At the end of the phase, the tape which the Divisional

Commander has prepared is taken away.

The Supply Phase Accurs next, during which movement of supply by
the player should be noted by the Game Comtroller. It is important
that‘this is done, since the playér must’believe that the supply takk
is aFfecting the game at the Task Forcé level, though of course it is

note.

In the Corps Communication Phase, a written message is brought

by the Game Controller from the Corps Commander. Once again the player
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records a response on tape, which is taken away at the end of the

phase. (However, if a Research Phase is‘played at the end of the
round, the same tape can be used for both the report to Corps and the

research response.) Overlays depicting movements of units in the

Corps area are supplied for the Corps area map.

In the Research Phase, the player would be asked to respond

to questions such as the following:

1. What different: plans did you actively consider before

choosing the one that you did? -

2 Were there any plans that you felt were not worth
serious consideration? What were they?
3. How did you select the plan that you did? What

factors in the scenario influenced your decision?

4. What different courses of action do you see as open
to the enemy at this stage? . Which do you think he

will choose? What factors influenced your appraisal?

All Commdnications to the subject (including Corps area map
overlays) are prepared before the game begins. The Communications
are hidden in a control room until requiréd. Messages from Task
Forcé Cbmmanders'are ﬁandwritten; messages from the Corps Commander
and reconnaissance units are typed. Copies of ail messages, as well
as instructions for ﬁovements.of unit counters, are included in Annex

D of McDowell et al (1979b).
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The debriefing has no formal form. Players are not always
immediately told of the Superior Commander deception, since they may
be required to play again, and their colleagues may be future subjects.
Essentially, fherefore, most of the debriefing is concerned with
asking them for their views and opinions of the game. The type of

questions asked might include:

1. How adequate were the data coming from the Task

Forces?
© Pe How adequate were the instructions from Corps?
3. How well do you think the Task Force Commanders
played? Will they achieve their objectives in a

reasonable number of rounds?

Notes for the debriefing are presented in Annex E of McDowell et al

(1979b).

4,6 Notes on the Development of the Game

Development of the Organisa;ional Control Game into the form in
which it has been described in this chapter took place in thfee series
of gaﬁes. .Thé first were the "Student" games in which the experimental
players were students af Royal Hollﬁuey College. Ihese games were
intended to test the viability of the Superior Commander system and
the overall plan of the Organisational Control Géme'#nd were not
envisaged primarily as decision-making research gamés. These .games

were referred to in the previous chapter.
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The second series of games were the ''Emergency Planning Officer!
games, which were intended partially as development games, but were
aiso envisaged as providing some research output. The experimental
players in thesé games were Bmergency Planning Officers from various
counties. The research aspécts of these games will be discussed in

Chapter 7.

The third series of games were the '""Major" games which were
intended entirely for research purposes. These games were played by
serving army officers with the rank of major, and will be discussed in

full in Chapters 7 and 8.

The game as it has been described in this chapter is essentially
that played in the final "Major" series. In this section I shall
briefly mention some of the developments that took place in the

first two series.

Design of Scenarios’

The first combat scenario we designed was Scenario 1, the
defenée scenario. Scenario 1 was used for most of our "Student"
games, but we soon realised fhat, if our research results were not
to be 5scenariofspecific" we would have to have the ability to test
our results across different scenarios. Consequently we designed
S¢enario 2, tﬁe advanceuto—contact,ias a deliberate contrast to

Scenario 1.

We were concerned that in Scenario 2, where the friendly €ide
have apparently greater freedom of action than in Scenario 1, there

would be increased danger of friendly mevements differing inexcUsabiy
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from that specified in players' directives. In fact, this does

not seem fo be a great problem. - We found that in the advance-to-
contact, provided the tasks of the Task Forces are made sufficiently
clear at the beginning of the game, difficulties arising from players>
developing tofally different overall strategies from thai: w.hich
actually is played are small; indeed, it turned out that there was less
bvariation in strategies than in the defence scenario. This seems to
be because the instrucfions to»the player can be far more precise in
.the advance-to-contact scenario. Objectives can be specified and
time limits set in some detail. All this is acceptable when the
enemy do not have the initiative@ In the defence case, where the
_eﬁemy do have the initiative, instructions must be more general.
There is a higher possibility of a player's strategy differing from

that which occurs iﬁ the game.

Modifications to Scenario 1

We found it necessary‘to make some modifications to Scenario 1
during ourvfirst two series of games. Specifically, we found that,
valthough virtually all players recognised the need for a withdrawal
6f forees during the defence their opinions differed as to when the
withdrawal should be?initiated, its speed, and its precise direction.
This became particularly clear in our second series of games. To meet
this problem we modified the scenario in a way which seemed to conform
- most readily to the apparent éxpectatiqns of players. Thus the
scenario was developed from géme to game using both the behaviour of
playéfg during the game and'their'commenté afterwards. This method
of game development - thét of feeding back'information supplied directly
and indirectly by piayers into the scenario - is essentially.thét

described by Brewer (1978).
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Since players differed considerably in their styles of withdrawal,.
it was clear that any one type of withdrawél would not satisfy allf
playérs eqﬁally. It would conform more to some players' ideas than
others. We had to make sure, therefore, that in the prepéred
commdnications from Task Force to Division, Task Force Commanders
explicitly stated why they had behaved in the wéy they had. 1In cases
where players' directives were not carried out, these reports by the
Task Forces were to serve as the only explanation the player wouldb
get about mﬁy this had occurred. Since the communications.were
written without any knogdedge of an individual player's intentions,

every possible set of intentions had to be covered.

The present fbrm of Scenario 1 differs very little from the |
original{ it was only at the lowest level -~ the movement of individual
'battalions_- that changes were made. Nevertheless, Scenario 1 in this
form is very mudﬁ more satisfactory to players than before, and events

are questioned far less than in the original version.

We found that no modifications were necessary to the initial
design of Scenario 2. This is probably due to the experience we

gained during the design of Scenario 1.

Alterations to Game Rules

We found that we had to make the rules of combat in the game
more-explicit, and make unit movement rules more complex, than we
origiﬁally intended. = As far as these factors are concerned, it would
seem that our experience with student player§ in the first series
of games positively.misled us - student players accepted grossly

simplified fules, and, indeed, commented that they were thus enabled
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to concentrate more on game strategies rather than mechanics. We
found this encouraging. However, players in the second series of
games, who had military experience, did not acéept that these rules
provided anything like ;n accurate represeﬁtation of the type of
combat we were gaming. Conseduently, the rules were altered to
their present form, reflecting in more detail such features as the
effect of terrain on combat. We found that players with military
staff experience had no difficulty in assimilating these more

complex rules. We believe this to be because of the clear correspondence

between the rules of game and the natural "rules of reality".

Dummg Task

In both scenarios as they now are, the dummy taék is a supply
task, involving fhe maintenance of supply links from a dépot to the
Task Forces. This task has always been used in Scenario 1. Iﬁ-Scenario

2 we originally developed an artillery allocation dummy task: players
were reqﬁired to allécate medium artillery fire support to locations

within their Divisional area,

There were two main reasons why the artillery allocation task
proved unsuitable. Firsﬁly, sinée the task could have no real effect
on the course of the game, we were unable to provide any feedback to
the players concerning the success of their fire support. They would
have grown suspicious and frustrated had we repeatedly told them
that the artillery was having no éffect - that they were, in fact,
consistently missing their targets. Secondly, we found that-the
artillery task was interfering with the piayers' perception of the
battle that was being éamed. The decision-making involved in the

artillery allocation became associated with that- involved in
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controlling the Task Forces. The artillery task was effectively an

uncontrolled variable in the game.

Some brief experimentation with an air strike allocation dummy
task indicatéd that this too was unsuitable, for similar reasons to‘
those mentioned above in connection with the artillery task. The
supply'dummy task has, however, proved suitable for use in both
kscenérios; an additional advéntage of it is that it requires the
Divisional Cbmmander to think about lines of communication, future
pians and enemy intemtions, and encourages a‘strategic view of the

game.
ther Notes

It will have been noticed, in the descriptions of the combat
scenarios, thaf_both scenarios end with the deployment of reserve
‘cémbat forces by the Divisional Commander. At first sight this might
seem tobcontradict a fuhdamental principle of the Superior Commander
.system: that nothing the Divisional Comﬁander doeskcan feally affect
the game. However, the scenarios are~so designed that the reserve
forces cannot engage in combat before the game ends. Thus, no reai
éffect can occur. At the same time, the reserve deployment decision
may be an interesting decision to examine,  This final '"'free'" decision
is the single decision of the single-decision game structure being

used (see Chapter 2).

The timing of phases as presented in Table 4.1 was arrived at as
a result of the early game trials. These timings were found to give
players adequate time to complete their tasks in each phase, without

leaving them with unacceptably long periods of inactivity. Thus the
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timings in Table 4.1 are not likely to stress or disturb players and -

so affect their decision—making behaviour.

Tape recorders to record all éommﬁnications sent out by experimental -
subjects were only used in the third "Major" series of games. In the
other two series, all communications were written. It was felt,
particularly in the "Emergency_Plénning Officer" games, that some detail -
was being lost by requiring playeré‘to give written directives and
reports — the;e commuﬂications were sketchier and less thorough than .
we had hoped for. The tape-recorded messages were undoubtedly a major
improvement in this respect, and the players in the third series of
‘games appareﬁtly felt unrestrained regarding the level of detail

incorporated in their messages.

It should be ndted tﬁat in the third series of games two
‘alternative sets of reports.from the Task Forces to Divisional Commanders
were prepared. One set was as described in this chapter‘— handwritten
reports from the Task Force Commanders. The‘ofher set contained the same
data, but was presented in the form of short handwritten reports froml
the individual battalions (a Task Force consists of four Battalicns).
Thus data from the subordinate level could be presented in one of two

conditions: an aggregated condition (reports from Task Forces), and

a disaggregated condition (reports from battalions). The reasoning
behind the preparation of these two conditions, and their use, will
be discussed in Chapter 7. Both aggregate and disaggregate communications

are presented in Annex D of McDowell et al (1979b).

I deliberately chose to describe the Organisational Control Game
and its development separately rather than include these descriptions

in the accounts of decision-making research which are to.follow in
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Chapters 7 and 8. This split emphasises the fact that the material
in fhis thesis is concerned not only with decision-making research
but also some important aspects of the'design andvdevelopment of

research games. So far it has been the game development aspect of

my work with which I have been mainly concerned.

In Chapters 7 andl 8, 1 shall direct ﬁy attention to the use of
the Organisational Control Game for decision-making résearch. Before
this, however, I wish to turn to another part of our research programme.
fhe next two chapters will be concerned with our work on secbndary

task methods for assessing mental processing load.
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CHAPTER 5

SEQONDARY TASK METHODS FOR ASSESSING MENTAL
PROCESSING LOAD - A LITERATURE SURVEY

5.1 Introduction

This chapter and the éhapter which.follows describe our subsidiary
research programme to develop a method of measuring the mental
processing load imposed by complex problem-solving tasks. It wiil be
recalled, from Chapter 1, that when we began our gaming research we
felt that we might wish to measure the processing load imposed by
various-game scenarios. Accordingly, we decided to investigate the

use of a psychological technique, the secondary task technique, as a

means of doing this.

Our gaming research deVeloped in a different direction to that
which we had initially envisaged, and consequently we did not find it
appropriate to apply the secondary task technique to our game as we
had originally intended. ﬁ0wever, we carried out a substantial amount
bf uor# in developing a secondary task method suitable for our
‘requireménts, and, as wiil be shown, we have achieved an encouraging

degree of success.

Secondary task méthods have been used frequently in ergonomic
and psychological research for over twenty years, ahd the majority of
this chapter is concerﬁ;d with reviewing the literature in this field.
In Chépter 6 I shall describe an experiment we carried out at Royal
Holloway College to adapt the.secondary task methodolbgy to the
‘assessment of the mental processing load imposed by complex problem-

solving tasks.
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5.2 Secondéry Tasks

Secondary taskvexperiments are characterised as experiments in
which human subjects are required tb perform two tasks ~ primary and
secondary - concurrently. In general, secondary task experiments
~have been directed towards the investigation and measurement of the

mental processing load imposed on subjects performing specific

primary tasks (our own work is no exception to this general rule).
"Mental processing load"' is a concept which we shall shortly consider
in more detail; for the time being it may simply be regarded as a
‘measure of the amount of ''brain power" required by a task. Thus a
task is said to impose a certain mentél précegsing load upon its

‘performer.

The reasons for measuring the mental processing load imposed by
tasks have varied considerably. At one extreme, ergonomists have been
concerned with studying the load on subjects operating complex
machinery, in which the positiohing of controls and displays and the
overall design may be crucial to satisfactory operation. In ofher
experiments,'tﬁe load has been due élmost entirely to purely cognitive
processes; psychologists have used such experiments to examine mental

mechanisms in their subjects.

"All secondary task experiments have been based on the assumption
of a relationship between the imposed processing load and the standard
df task performance. The nature of the relationship is derived from

a capacity model of human information processing, which provides a

théoretical basis for using task berformance as a means of evaluating
load. The capacity model postulates séme "natural limit".to mental
processing capacity: provided this‘limit is not exceeded, little
decrement in'task.performance should be expected. Thus more often
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than not there may be no observable change in the performance of a

task as its complexity, and hence the mental processing load associated
with it, is varied. For example, differences in the quality of car
driving.under conditions of light and heavy traffic are subtie and
difficult to detect unambiguously,A yet it séeéms obvioué that the
processing load on the driver must differ considerably in the'two

situations.

The use qf a éecondary task offers i two different approaches
to the problem of evaiuating the processing load in cases where the
Aperformance of the task which is of primary interest does not vary
under hormai éoﬁditioné.' The first apprbach i; to use the secondary
task to increase the load on a sﬁbject,'causing his performance on
the primary faskAto deteriorate. fhié type of experiment, where the

secondary task is a loading task, can be used to compare the difficulty

of various similar primary tasks: the more difficult the task, the
greater the deterioration that resﬁltsvuhen the secondary task is
imposed. wé‘would expect the more difficult aspects 6f the priﬁary
task to be the most sensitive to deterioration, and these aspecfs may

be pinpointed using a loading task. of appropriate load.

The alternative approach is to use the secondary task as a

subsidiary measuring task. Here, the error rate in the secondary

task is-assumed to reflecf thé ioad due to the primary task, to_vhich
the subject is instructédbto assign priority and which he shouid perform
to the best of his ability at all times. This approach presents

more experimental and thebretical problems than . the loading task
épproach; but it appéars to have a greater potential for studying the

mechanics of processing associated with a wide variety of tasks.
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In all the secondary task experiments I shall consider in this
survey (which 1 believe constitutes a fair proportion of published
work to date) the primary tasks always tend to be tasks in which the
subjects have at their disposal some experience of responses appropriate
to the task stimuli with which they are presented. In general, such
tasks are either very simple or they are well-learned, and in these
circumstances the processing of data is essentially directed towards
the selection of a response rather than towards the construction of
-an appropriate ‘response ﬁodel”. The algorithms required to generate
a response, if they do not already exist, can be created with little
effort. In this respect the tasks differ considerably from complex
problem solving or resolving tasks, in which solution paradigms do
not exist already, and in which complex models must be created before

a suitable response can be selected.

Reviews of secondary task expefiments have been published at
various times. Knowles (1963) described several secondary task
experiments relafed to ergonomics and the operation of man_ﬁachine
systems. Brown (1964) provided a more extensive survey of the ergonomic
literature, emphasising the distincfion between loading tasks and
subsidiary measuring tasks, and highlighting the important differences
5etween them. Rolfe (1971), in an extensive crifique of secondary
task experiments, feviemed a wider range of work, reflecting the
emergent interest of experimental psychologists in the techniques,
altﬁough he?'too, was mainly concerned with the ergonomic literatﬁre.

" Kerr (1973) reviewed the psychological 1iterature relating to the
use of secondary tasks in evaluating processing demands during mental

operations.

The present survey includes much of the literature covered by
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these authors as well as more recent work. My approach is to consider -
individually-the fields in which secondary task techniques have been
applied.. In the next section, 1 begin by describing the capacity
model, which providés the theoretical basis for secondary task methods,
and T outline briefly some recent developments to the model. Next I
review experiments involving 1oading tasks, and then those using
subsidiary measuring tasks. Finally, I discuss the interpretation

of the results 6f secondary task experiments, and consider poésible
developments. This will lead into a consideration of our own
‘seconda?y task work at Royal Holloway College, to be described in the

following chapter.

5.3 The Capacity Model of Human Information Processing

Much of current thinking in the field of human information
processing is based on some form of limited capacity model of the
data and information processing mechanisms of the human brain. Broadly
speaking, current versions of the model indiéate that the concept of
limited capacity is a valid and useful one, providing a framerrk for
both theoretical development and experimental investigation of human

information processing.

Thé capacity model is founded on the idea that effectiyely there
exists in the human brain some kind of "central" information processing
mechanism that is tﬁe location of some or all mental operations. The
model is not concerned with physically iocating fhe mechanism, or,
indeed, with forming any hypotheses éoncerning its physical nature, but
rather with elucidating the organisation of the'processeé involvéd in
mental operations. In its present form, this mechanistic, computer-

like view of thought processes is interided to serve only as a useful
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integrated description of observed phenomena; the nature of the
relationship between processes in the model and physical processes in

the brain is not specified.

The Single-Channel Limited Capacity Model

Welford (1957%) proposed a model of human mental processing as a

single~channel system of limited processing capacity in order to account

for phenomena associated with responsés to stimuli closely spaced in
time. He noted that when responses were required to two separate but
similar stimuli, the respbnée time for the second was longer than that
for the first if the éecond followed the.first sufficiently closely.
Welford proposed that the central mechanisms of the brain iequired a
finite '"organising time" to deal yﬁfh stimulus information, and that

no tub central organising times could overlap. As a resulf, information
sométimes had to be held in st&re. This would cause an observable

delay in the resbonse fo*one stimulus which followed anéther sufficiently
closely. A delay ﬁight also result due to feedback from the previous

response, which itself would require cehtral organising time.

Welford's model is a single-channel one in that no parallel
processing of information can take place. The central mechanism
can handle only one information processing operation at a fime, and
the finite organising time required by each operation effectively
limits the capacity of the systenm, yMich becoﬁes "blocked" for that

duration.

Welford's model was reinforced by Davis (1957), who showed that
delays in response to the second of two closely-spaced stimuli: alsoioccur

when . two ‘senseimodalities (in his work, . auditory and viéuai)erather than
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one are used for the'adjacgnt stimuli, indicating that the single-
channel bottleneck is associated with central processing mechanisms
rather than sense receptors: information from both sense modalities
must pass through the same channel. Later Davis (1962) showed that
it was possible for information ffom a'first stimulus to be stored
and not processed until after a second stimulus had been processed,
and his work also indicated that blocking of the single channel did
not occur if a response to the stimulus could be so well learnt as

to become automatic.

Broadbent (1958, 1971) modified the model by introducing a filter
which would select only stimuli possessing some arbitrary common
feature. These stimuli alone would be permitted to pass on to further

processing. In this way selective attention phenomena would be

accounted for: for example, the '"cocktail party" phemonemon - the
_ability to attend to one individual's speech in the midst of several
others. Broadbent's theory, and subsequent developments of it, are

discussed by Kahneman (1973).

The'simple single-channel model wés considered unsatisfactory
by Elithorn and Lawrence (1955), who argued that the concept of
blocking of the channel was ''monproven and uneconomic" (p.116).
They felt that evidence for Welford's theory was far from conclusive.
Wbrk by Adams and Chambers (1962) indicated that the single-channel
model couldAnot account for results obtained when the stimuli to which
subjects were to respond uére known by the subjects to be certain to
occuf. Creamer (1963) suggested that human data processing mechanisms
oberated as a single-channel system only when subjects were uncertain

as to the type of event to which they were expected to respond.
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Modifications to the Single-~Channel Model

Since the single-channel model was proposed, it has been developed
in directions that have resulted in models thch concur to a greater
degree with experimental observation. Such models are generally
based on hypotheses which relax the stringent requirement of strict
serial information processing while retaining the idea of limited
capacity. Kerr (1973) identifies two such alternative hypotheses:
that of Undifferentiated Capacity and that of Limited Capacity

Central Mechanism.

The Undifferenfiated Capacity hypothesis has been used by
Kahneman (1973) as a basis for a study of attention and effort;
Processing capacity is not fixed, according to Kahneman, but
~ determined b& veriables such as level of arousal, and it mey be
allocated to tasks in parallel up to the maximum level available
at that time. Kahneman distinguishes two kinds of interference,
manifested as a deterioration or decrement in performance, between

concurrent tasks. Structural interference is caused by the inherent

structural demands of the tasks: for example, it would occur when
tasks require motor responses that are incompatible to some degree.

Capacity interference depends on the total processing load imposed by

the tasks and is not related to their nature: rather, it is a consequence
of attempting ‘more than one task at one time. Kahneman arguee that
even such disparate tasks as walking and mental arithmetic can be

obserbed to interfere.

In the Limited Capacity Central Mechanism hypothesis,
processing capacity within the central mechanism is allocated

according to the specific processing demands of the tasks. Not all
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mental operations require the mechanism. Keele (1973) suggests that
operations sﬁch as rehearsal, response initiation, and movement
correction do require the mechanism, whereas memory retrieval, for
example, does not. Only if the operations related to two tasks
simultaneously require capacity in the mechanism will interference

occur.

Althbugh the vari§us processing models display different features,
all have in.common the idea that there is some definite limit to
" available processing capacity (although this limit may vary from time
fo time). It is this feature that is central--to the use of secondary

task techniques.

5.4 Secondary Tasks and Limited Capacity

The capacity model as it relates to secondary tésk techniques
is illustrafed in Figure 5.1. We consider a processing mechanism
with a limited capacity C (Figure 5.l1la). A primary task requiring a
capacity P is now imposed on the mechanism. Proviéed the available
capacity is not exceeded (that is, provided P is less than C) the

primary task will be performed well (Figure 5.1b). The difference

between C aﬁd P is knbun as the reserve capacity R (sometimes called
the spare capacity). As‘long as P is less than C there will be litfle
relationship>between the processing capacity required by the task and
its standard of performance, and it would not be possible to distinguish
between the task requiring capacity P and another requiring some
different capacit& Q (Figure 5.1c) in terms of performance. Both

tasks lie well within the capacity.of the mechanism.

Now consider a secondary task requiring capacity S (Figure 5.1d),
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Figure 5.1. The capacity model énd éeconaary task methods.
(a) Total capacity C. (b) Primary task requiring capacity P, leaving
reserve capacity R. (c¢) Primary task recuiring capacity 7« (d) Secondary
task reruiring cépacity S. (é) (F) Secondary task used as a loading
task. Tﬁe amount of interference, shown by the overlap of the primary
and secondary tasks, reflects the proéessing requiremehts of fhe Srimary
tasks. (g) (h) 3Secondary task used.as a subsidiary measuring task. The

error rate »n the secondary task, shown as that oortion of the secondary task

which "does not fit' within the limited capacity C, reflacts the

Jrocessing requirements of the primary tasks.
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to be performed concurrently with the primary task. The secondary
task should be chosen so that the combined loads P+ S and Q + S are
both greater than C. This secondary task may be combined with the

primary task in two different ways.

We first consider the case in which the secondary task is to be

used as a loading task. Tts purpose will be to supply an additional

processing load, effectively reducing the capacity available for the
primary'tast Interference between the tasks will show itself as a. -
decrease in the standard of performance of the primary task (and
possibly the secondary task as well); more interference, and hence

a greater decfease, would be expected with the more demanding primary

task (Figure 5,le) than with the less demanding one (Figure 5.1f).

Alternatively, the secondary task may be used as a subsidiary

measuring task. 7To use the secondary task in this way, the

experiment is constructed so that the subject assigns priority to the
primary tésk (uéually he is instructed to do so), and hé should,
therefore; perform it as wéllvag he can at All times. The secondary
task is to Se performed only when it can be done without detriment to
the primary task. In this case the standard of performance of.the
secondary - task givés a measure of the primary task p?ocessing load;
the poorer the secondary task standard of performance, the higher the

primary task pfocessing load is deduced to be (Figure 5.1g, 5.1h).

It should be poinped out that in either mode of application it is
not certain, nor is it assumed, that there is a precise quantitative
relationship between the performance variable being measured and the
primary task processing load. The techniques do have qualitative

value, however, and would seem to permit ordering and comparison of
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tasks in terms of the processing capacity they require.

5.5 Loading Task Experiments

Loading task experiments are constructed so that when the
secondary task is applied, the effects of processing capacity being
exceeded are directed into tﬁe primary task. The effects may, in
addition, also be directed into the secondary task. Brown (1964)
calls thase tasks in which deterioration in standard of performance

is measured in both tasks dual purpose second task experiments; I find

it adequate for present purposes to class them as simple loading task
experiments. In most loading task experiments, in any case, the
performance standard of the secondary task drops unawidably when

performed concurrently with the primary task.

Brown (1964) emphasises that loading tasks can be used for
"pin-pointing" faults in design and effects of stress on specific
systemgw (p.49); In this context experiments can be conducted
to provide guidelines for redesign of man-ﬁachine systems tobincrease
the effectiveness of the human operator. Garvey and Taylor>(1959)
report an example bf this: using two types'of loading tasky, they
showed that the deterioration ih the performance gf a simple one-
dimensional fracking task under load depended on the natufe of the
control system. Similar instances of loading tasks used in the
evaluation of equipment are cited in a review by Rolfe.(1971), which,
together with reviews by Knowles (1963) and_BIoun (1964), shoﬁld be
consuited forvmpre'detailed discussions of this kind of applicétion.
In the remainder of this section, I shall be concerned with the use

of loading tasks to investigate internal mental processing mechanisms.
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Memory

The study of various aspects of short-term memory has beenv
approached using loading task techniques. Mitsuda (1968) showed
that recall of pairs of single digits presented auditorily was
adversely affected when pairs of two-digit numbers, presented
alternately with the origihal pairs, had to be either written down
or classified according to a simple scheme. Both the writing and
classification tasks interfered with ﬁemory rehearsalbto a gihilari
degree; the tasks may be deduced to have been competing with
iehearsal for the use of processing capacity. McNicol (1971) found
that recall of sequences of binary (O or 1) digits, in which the
séquences could be subdivided into several groups of one repeated
digit (for example, 00011011 could be divided into four groups), was
decreased when subjects were required to repeat each digit as-it was
presented (shadowing). This was attributed to the shadowing process
interfering with the recoding of the repeated items into one item, which

is considered to require some central processing.

Kelly and Martin (1974), using both a simplé arithmetical
secondary task and a reaction time secondary task, demonstrated that
retainiﬁg visual information'in memory appeared to require processing
capacity. Subjects.were shoﬁﬁ a sequence of two-dimensional "shapes,
and were required to‘idenfify certain shapes which had been shown to
them previously. It was found that although the complexity of the
shapes to be memorized had no significant effect on identification,
shapes to which verbal labels could be easily attached significantly
improved performance, suggesting that less processing capacify is

required to rehearse the identity of such shapes.

Doost and Turvey (1971) presented subjects with iconic (visual
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short-term sensory storage) memory tasks concurrently with secondary
tasks in which either alphanumerics had to be repeated aloud and
committed to memory, or letters had to be classified as vowels or
consonants. Neither primary nor secondary tasks suffered significantly,
from which it waé concluded that iconic memory was relatively
independent of the central processing mechanism. However, Chow and
Murdock (1975), using a similar iconic memory task in combination

with fuo types of secondary tasks, did detect some significant
detriment to iconic memory, and hence drew the opposite conclusion.

As in most types of experimental work, the sensitivity of the

experiment is a crucial factor in the interpretation of results.

In an experimenf in which subjects had to identify, aftei-delays
of up to 30 secoﬁds, the locus of tactile stimulation on the upper side
of the arm, Sullivan and Turvey (1972) found some grounds: for suspecting
that tactiie_short—term memory requires processing capacity. They
suggest, however, that their results may be due not only to a reduction
in available capacity because of the loading task, but also to the
subjects respondiﬁé in what they unconsciously felt to be a manner
acceptable fobthe experimenters. Such involuntary alteration of
behaviour to '"please" experimenters is, by its nature, difficult to

isolate and identify (Silverman, 1977).

. Using a secondary task in which subjects had to identify the one
repeated letter in a set of ten, presented over 50 seconds,'Bréadbent
and Heron (1962 ) showed that the performance of tasks inQolving even
a slight memory load is susceptible to distraction, as opposed to the
performance of similar tasks with no memory load. The main purpose of
this ekperiment was to investigate the effecfs of age on memory; it was

. . . . . . i

shown that, in general, the performance of older subjects was very
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much worse than that of younger subjects on at least one of the
primary and secondary tasks, and the older subjects displayed far
more variability in their standard of performance than the younger

subjects.

The general featﬁre of the ﬁemory experiments that have been
Adescribed is that their main concern was to determine the degree of
interference the secondary task causes in memory.  When interference
was detected, this suggested that.the secondary task was competing
with memory for pfocessing capacity. Such interference had been found

both in short-term memory and short-term sensory storage experiments.

The mechanism of short-term memory is regarded as eehearsal: to
retain information a subject must constantly process it and return it
to short-term memory Stofe. It seems reasonable that this process
should :equiré éentral processing capacity. Short-term sensory storage,
however, is traditionally believed by psychologists to take place |
peripherally to any central mechanism: consequently, to find that
it apparently requires processing capacity‘is surprising. It is
possible that in many memory experiments what>is being measured is
_secondary task interference not only with the memory component of the
primary tésk, but also with encoding and other mental operations
associated with the primary task, although experimenters take

elaborate precautions to avoid it.
The processes involved with the various types of memory (short-

term sensory étorage; short-term memory, and long-term memory) are

discussed by Keele (1973).
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Learning

Loading tasks have been used to investigate human learning
processés. Baker et al (1951) observed the development in the.
learning of a complex motor skill when a secondary task was assigned
to diffe:ent groups of subjects at varying stages of learning. - For
all groups there was an initial phase of heavy interference with the.
primér? task when the secondary task was introduced. Following this
phasé, subjects' performance on the primary task continued to improve
at mﬁcﬁ the same rate regardleés of the stage at which the introduction
of the secondary task had taken pl;ce. The secondary task lowered the
. absolute standard of performance eventually attainable on the primary
task, probably due to structural interferencé, butvthere was little
observable effect on the rate of learning the pr;fmary task. However,
this is hot aiways the case: Noble et ai (i967) found‘that a loading
task which involved anticipation of the next number in a sequence with
varying deérees of randomness inﬁibited the learning of a tracking task

as well as its performance.

‘Bahrick et al (1954) have observed that there is a "widely held
notion that with continued practice tasks become less susceptiblé to
interference" (p. 298). By running a secondary task at three stages
during training in a primary task involQing motor responses to é
series of stimuli, Bahrick and Shelley (1958) shov@drthat as training
continued interference effects tended to vary inversely with the
degree of redundancy (the extent to which one stimulus can be used to
predict the next) in the stimulus series. For highly redundant
stimuli a high degree of automatisation was pdssible, control of

primary responses as training progressed changing from extroceptive

to proprioceptive. The more automatised a task becomes, the less
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processing capacity is required, and interference effeéts will
accordingly lessen. Thus, the degree of automatisation that is
possible determines how effectively practice of a task can minimise
interference with it. This effect applied as much to the secondary
task as the primary task: Broadbent (1956) has demonstrated that
practising a variety of loading tasks invoiving simple responseé to
an auditory signal will lessen their interfering effect on a primary
perception task. vIn cases where learning»is:not the phenomenon
being studied, precautions should therefore be taken to minimise the

effects of progressive automatisation of secondary task.responses.

Stagef and Muter (1971) investigated the effectiveness of
differént kinds of training for a primary decision task representing
the interpretation of air tréffic control radar displays. Subjects
had to detect potential collisions in a series of‘strategic visqal
displays; as a loading task, they had to detect odd-even-odd sequences
in random digits presented auditofily. As previous work had suggested
(Stagér, 197Q), subjects who had been'trained‘with instruction
technicues involving pictorial displays processed information more

 effecfive1y that those trained with apparently simpler verbal

" instructions. This was attributed to the differences in the
processing procedures they acquired in training. Stager and Zufelt
(1972 ) went on to confirm thaf method of instruction can substantially
affect the requiréd procéssing‘load; differences in processing

procedures lead to differences in the load associated with a given

information processing task.

Interference Effects

Schouten et al (1962) conducted an experiment to detect the
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mutual impairment of two tasks due to limitationé of perceptual
capacity, running a variety of different tasks concurrently with a
simple two-choice stimulus-response secondary task. For high
standards of performance on the-lo;ding task, performance on the

other tasks became very poor indeed: maze-tracking felapsed from

adult standard td that 6f an éight—year—old child, and handwriting

on a freely chosen subject deteriorated markedly both in tecﬁnique

and content, indicating interférénce with both motor control and
reasoning. Kalsbeek (1971) comments that "it is amazing that the

" complete disintegration of both can be brought'ébout experimentally
simply By increasing the rate of binéry choices in the distraction
task" (p.109). In an experiment in which both th; primary and the
secnndary task involved dual-choice reacfiop fo stimuli; Kal sbeek

and Sykes (1967) observed that perfofmances on the tasks were inversely
related. . If a reduction was recorded in the,degree of interference in
one task, a cofresponsing increase would be recorded in the other,
indicating different allocations of limited processing capacity to the

two tasks.

Trumbo and Noble (1972) demonstrated that the greater the response
uncertainty in the loading task (they used a response seleqtion loading .
task with the number of possible stimuli ranging from one to five) the
greater the interference'in the primary task.  The experiment indicatgd
that the mental operation of response selection réquired processing
capacity in proportion to the number of avéilable alterﬁatives. White
et ai (1975) showed thét inserting a simple secondar& task involving
counting backwards by thrées in the intervals between successive
trials of a concept identification task interfered with the task in
cases when theory suggested tﬁat a large numbef of hypotheses were

pfesent for evaluation by the subject. They did not attempt to examine
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which aspects of hypothesis evaluation were susceptible to the

secondary task interference.

5.6 Subsidiary Measuring Task iExperiments

. Subsidiary measuring task ekperiments are those in which a
secondary task is employed as a méasure of the processing capacity
which is not required by the concur;ent'primary task. Exrors due to
processing overload should occur only iﬁ the secondary task; the
primary task should be performed without detriment at all times.

Brown (1964) claimed that, in comparison with the lﬁading task
technique, the éubsidiary task technique appeared "o provide the more
"powerful tool in the evaluation of‘perceptual load and reserve
capacity" (p.49), but he also noted that it was the '"more controversial
method! of the two (p.45).

The subsidiary task technique apéears to offer.a means of
measuring the processing load aséociated with a task while keeping
the disturbance due to the méasurement at a minimum. The important
point‘is that the primary task should be performed normally and éhould
not be affected by the presence of a secondary task. Since
measurement ‘is onccurring during times when the primary task does not
pfesent a'processing load so great that breakdown of the task begins. to
take pléce, use: of a'subsidiary task should allow a better esfimate of

the processing load associated with a task under "normal" conditions.

Vehicle Driving

One area where subsidiary tasks havé been used effectivély is in

the measurement of processing load associated with vehicle driving.
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In such experiments the methodological constraint that the primary
task be performed without detriment at all times is imposed also
by safety considerations, and clearly it would be unwise to attempt

to carry out a loading task experiment on driving.

~ Brown and‘Poulton (1961 ) showed that error rates in both simple
digit checking and mental addition subsidiary tasks increased when car
drivers were required to drive in "shopping" as opposed to ”resiaential"
éity areas, and they concluded that this was indicative of the
different mental loads imposed by the driving conditions. Various
subsidiary tasks were used by Cpenault (1968 ) in an atteﬁpt to detect
differences.in performance between a group of drivers convicted of
- careless driving and a group of drivers choseﬁ at random. No
significant difference between the two groups was found, although
effects due to the driving environment, similar to tho#e detected by

Brown and Poulton, were observed.

In studying fatigue effects on driving, Brown {1962a, 1962b)
used both attention and memory subsidiary tasks to measure the reserve
capacity of two groups of patrol policemen, oﬁe finishing an eight-hour
spell of duty in the afternoon, and the other starting a spell of duty
St the same time. Surprisingly, performance was consistently better
for those finishing duty than for thosé starting. “Attempting to
account for this, Brown noted that those subjects who were starting
duty had been awake for much the same lehgth of time as those finishing,
and had filled their day with various activities which might have had -
more tiring effects than driving. Another‘factor might be thaf policemen
finishing duty might be more willing to co-operate‘fully with the

experimenters than those starting.
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Using a subsidiary task in which subjects were required to call
out at a regular rate, the degree of reéularit? being a measure of
the spare capacity available, Brown et al (1967) showed that
continuous city driving for long periods does not necessarily affect
driving performance adversely. In the same éxperiment, performance
on a subsidiary vigilance task, involving detection of light signals
through rear-view mif?ors, was observed to improve over the long
periods. This was attributed to the automatisation of driving,
leaving more capacity for perceptual skills. It seems possible that
automatisation of this type could alsé at least partially account for

Brown's (1962a, 196?b) results.

Brown (1966)vshowed, using a digit checking subsidiary task, that
in a clabss‘oF traiﬁee bus drivers, those who were ultimately successful
in their five-week course had significantly greater reserQe capacity
while driving af the seventh day of training than their unsuccessful
colleagues.' At that early stage these two groups of trainees could
not be distinguished by direct measures of driving performance. However,
at the end of the course there was no lopger a significant difference
between the reserve capacities of the two groups. Similar follow-up
work (Brown, 1968) confirmed that a subsidiary task method was a
sensitive means of identifying‘drivers likely to be suitable for

* continued training.

Mental Processes

Possibly the most ambitious use of subsidiary task techniques
has been in the investigation of mental processes and operations.
Using a subsidiary task involving sorting nuts and bolts by touch only,

Dimond and Beaumont (1971) carried out an investigation of the
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perceptual analysing systems of the individual cerebral heﬁispheres

of the brain. Subjects were required to report on random pairs of

digits perceived visually by individual hemishpheres, a system of

screens being used to direct information to the hemispheres independently.
The left hemisphere, which controls speech, performed faster; to report
digits perceived by the right hemisphere, it was apparently necessary

to trénsmit the information to the left, causing delay. liowever, no
significant differences in performance on the sorting task were

observed for thesé tu§ conditions, suggesting that similar capacity is

required by the primary task in both cases.

Several experiments havé attempted to subdivide mental processes
into componeht operations and analyse the capacity requiréd for each
operation by the use of subsidiary tasks. Johnson et al (1970)
attempted to split a verbal task into encoding, retention and recall
components and they suggested tentativély that encoding requires more
processing that retention, but less than recall. Martin (1970),
performing a similar experiment to study organisational proceéses in
memory, also found that retrieval required more processing than
encoding, possibly because the organisation qf memory was occuring at
the retrieval stage. 1n anrinvestigatioh into how the type of
information affects the load involved with processing it, Martin et al
(1973) showed that memory reheafsal requifed less capacity for lists
of words which could be easily organised into categories compared

with lists of words which could not.

The results of such experiments as those above, together with
the loading task experiments that have been carried out on memory, are
undoubtedly important. Mental processes are extremely difficult to

investigate, and to bring "hidden' aspects of them into the open, as
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these experiments appear to. have done, is a valuable contribution to
their understanding. All such experiments must be regarded carefully
and critically, however. The elaborate precautions taken to ensure
that mental tasks are correctly subdivided into their. components, and
the possibilities of structural interference effects, all permit more

than one interpretation of results.

Other Zxamples

Subsidiary tasks have also been used in a variety of other
experimental contexts. Zeitlin and Finkelman (1975) presented subjects
with a tracking task in which two different types of tracking control
were used. They showed that a random digit generation subsidiary task
wag not sufficiently sensitive to pick up any load differences between
the two cohditiqns, but a delayed digit recall task indicated that a
velocity control required more capacity than a position control.
Another common typé of experimental task, the vigilance task, is
exemplified by Poulton (1958), who recuired two groups of subjécts to
monitor two and_sik dials respectively. Although performance between
the two groﬁps was comparablé, a subsidiary memory task indicated
clearly that the six-dial task was more difficult, requiring more

capacity than the two-dial task.

The effects of noise on spare capacity have been investigated
using subsidiary measuriﬁg tasks. PBoggs and Simon (1968) showed that
noise (recorded half-second bursts of a bandsaw cutting aluminium) had
no significant effect on a reaction time primary task, but caused a
subsidiary digit-checking task to be performed less accurately.
bifferences in subéidiary performance due to alterations in the

complexity of the reaction time task were exacerbated by the noise,
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which, PBoggs and Simon suggested, ''used up'" spare capacity. Finkelman
and Glass (1970), using both predictable and unpredictable bursts of
white noise, found broadly similar results, and concluded that the
"effort involved in noise habituation contributes to the loading of

the organism's channel capacity" (p.213).

Brown (1964) emphasises that subsidiary tasks can measure the
efficiency of information transmission in a task. The more reser&e‘
capacity available for a given task, the more efficient are the
mental processing "programs'' dealing with the task. Learning and
automatisation of tasks may beAregarded as processes of developing
and streamlining the efficiency of these programs. Bahrick et al
(1954), in an experiment concerning the learning of a motor task,
found that the scores on repetitive and random versions of the task
were comparable. However, a subsidiary mental arithmetic task showed
that the repetitive version, éfter a period of learning, required
less cépacify‘and was therefore being dealt with more efficiently
than tﬁe randpm version, for uhich no learning effect could be
defected. Knoudgsrand Rose (1963), in a two-man lunar landing
simulation task, showed using a subsidiary task that the degree of
mental efficiency with which the operation could be dealt was
dependent on the initial conditions of the landing, and that, most
importantly, both crew membe;é were dangerously close to overlpad
during'thekfinal few seconds of the landihg, an effect which practice

could not remove.

It is clear that it is important for the success of a subsidiary
task experiment that subjects do not permit the subsidiary task to
affect their performance on the primary task. Any such effects should

be below the level of significance if the experimental results are to
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be accéptable. Bahrick et al (195?), using monetary incentives,
concluded that subjects tend to give priority to the task they perceive
as mnst important, and try to minimise interference due to other

tasks. Thus it is necessary for the experimenter to ensure that the
subjects consider the primary task to be the most important. In an
experiment in which the primary task involved answering questions aboout
a visual display, Broadbent (1956) found that his subjects consistently
regarded fhe secondary task, involving various simplé reactions to a
buzzer, as the more important, and the experiment was therefore

- effectively a loading fasg experiment. Rolfe (1971) Has argued that
secondary task iﬁtprference seriously weakens the applicability of
subsidiary measuring tasks, poiﬁting out that "early studies in series
of experiments have often claimed to be successful in this respect,

but as the méasuring techniques have beén improved so an impairment

in primary task performance has become apparent" (p.145).

5.7 Discussion

_ASecondary task techniques have been employed with some success
to investigaté the degree of processing capacity required in the
performaﬁce of various tasks. Following the categorisation of the
bulk of such work by»Brown>(1964) into loading task experiments and
subsidiary measuring task exéeriments, it éan be seen that these two

techniques each emphasise a different aspect of human information

prgcessing. ILoading task experiments tend to show the effectiveness
with vhich a task may be perfofmed under' load, highlighting points at
which performance may break down. Subsidiary ta§k éxperimeﬁts, by
measuring reserve capaéity, indicate, for a given level of
effectiveness (usually optimal), the efficiency with which the

- appropriate processing operations are carried out.

- 141



The thenretical background to many loading task experiments'is
intuitively reasnnable. The loading caused by the secondary task can
often be readily regarded as effectively equivalent to réal;life - |
loading by a variety of attention-demanding stimuli, and its effects
seem likely to be the same opgrationally. Certainly, loading task
investigations of learning and man-machine systems would seem to lead
to straightforward? clear results (Rolfe, 1971).‘ Regarding the loading
task experiments involving various types of memory, hgwever, tﬁeory
is less straight‘orw#rd and the conclusions are consequently Qeakened
to some extent. The rationale behind such ynrk is that if the loading
task can b2 shouwn té iﬁterfere with the primary memory task, then this
is an indication that the mamory task requires central processing
capacity for which the loading task is competing. dxtremely caréful
experimental design is recquired before the experimenter may be
reasonably sure that the primary task is.solely a memory task. In
work involving iconic memory (Chow & Murdock, 1975), for example, the
experiment must be constructéd to minimise the encoding of visually

oresented information, since encoding is a different process.

The pfoblem is just as serious'with subsidiary measuring task
ex)eriﬁents involving various components of mental processing. Methods
of subdividing p;dcessing into non-overlapping components are often
elaborate, and the results, although valuable,‘need to be treated
‘critically. ‘Kerf(1©73) identifies five categories of mental operation
(encoding, multiple input, rehearsal, transformation:and responding).
In revjewing secondary task studiés of these individual operations, she
reports consistent trends in results which indicate that such
techniques are illuﬁinating otherwise inéccessible structures of mental
proée#singf However, the problems of the interpfétation of results

are considerable. The apparent lack of processing demand during
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encoding, for example, may be due to insufficiently sensitive

experiments rather than the nature of encoding itself.

Subsidiary measuring task e&Jeriments tend to be less well backed
up by theory than those involving loading tasks. In essence, the
interpretation n¥ subsidiary task experiments requires a more
sbghisticated-model of mental processing capacity. Although, when
.sjmply stated, the idea of directly‘measuring reserve capacity by
~means of a secondary task is elegant and lpoks promising, there is
no generai agreement among psychologists concerning the e#act nature
o mental processing and its capacity limits, and this has coﬁsequences
for the interpretation of at least the more ambitious subsidiary
ﬁeasuring task experiments. A fundamental problem lies in deciding
whether procéssing is totally serial in nature, or if parallel
processing is possible and; indeed, the norm. AKahﬂemaﬁ (1973),
relating degree of attention to processing effort, conéiders that
attention is certainly limited, but that the limit.is variable, and
the allocation of attention is divisible: that .is, parallel
processing indeed occurs. Attention.may be regarded as being allocated
in units, and'concurrent tasks will interfere when there are ﬁot sufficient
uqits to be allocéted to both tasks. Then, depending on allocation
 policy, which may or may not involve a conscious decision, one or other

or both tasks will suffer.

A thorough investigation of the micfostructure of the interaction
of two concurrent tasks by Fisher (1975a, 1975b, 1977) has tended to
support the concept of a iimited capacity central processing mechanism,
but her results indicate that what in fact takes place is processing
in sequence With rapid switching between the two tasks rathervthén true

parallel processing. The nature of the switching process, however, is
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not clear. Fisher.emphasises that her results do not invalidate
Kahneman's model of parallel processing, and show merely that ''in

some situations involving the combination of quite difficult tasks,

a séquéntial strategy would be. the besf operating procedure" (Fisher,

1975a, p.7?88).

Thé difference between secuential and parallel processing may
have important consequences for the interpretation of the more
sophisticated secondary task experiments. In the parallel model,

reserve capacity would be a measure of how much processing space is

‘not actually utilised during the continuous performance of a task.
In a sequential model, reserve capacity would quite simply be a

measure of the processing timz not allocated to the primary task.

It is not clear that in all cases, particulafly those involving the

study of the components of mental operations, these would be

operationally ecuivalent.

Kahneman (1973) draws attention toistpuctural interference,
which causes fhe processing demand of two tasks gerfbrmed jointly
to be.greater than the sum of the.individual demands of the tasks
performed separately. This will occur when selected performance
" modes are incompatible or antagonistic or when both tasks require the
samé perceptual or response mechanism. Experiments should be constructed
to aviod sﬁch inferference as much as possible. Stimuli for differentt
tasks should-be presented via different modes (for example, visual
and auditory) and responses éhould be similarly separated. dven so,
it is doubtful that structual interference can ever be entirely

eliminated in an experiment.

Rolfe (1971) has criticised the secondary task technicue and its
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exponents on three main points. Firstly, he suggests that often
"experiments have been degraded by poor experimental procedures" (p.144).
In particular he notes that detailed analysis of secondary task
performance and its effect on priméry task performance is often lacking.
This is undoubtedly true of earlier, less sophisticated, work, but,

in general, recent experimenters have considered these aspects in more
detail. Secondly, Rolfe notes that there héve been few attempts to
"yvalidate the technique and its findings autside the labbratory"; I
would agree that in cases whgre th? secondary task "acts as a substitute
for - the additﬁonal 1oad encountered or anticipated in the actual
situétion" (2.145), there is a need Fof'?bllow—up trials to check that
.the iaboratory results are eorrect“. IHowever, this criticism seems
inappropriate to the many recént experiments investigating mental

.operations.

Rolfe's third point is that in most subsidiary measuring task
‘experiments the subsidiary task does seriously interfere with the
primary task. Interferen&e may be structural, or caused simply by the
stress of introducing a seéond task. A similar point is raised by
- Rrown (1978), following experimental work by Neisser and Becklén (1975).
Rrouﬁ states that "‘work-load may be largely a function of the
characteristics of a task, rather than»of the informational ldad imposed
by ité“éomponent parts' (p.??2). The inherent structure of tasks
”doés not bermit a reliagle sﬁaring of attention between inputs". This
can be regarded as a form of struétural interference. In general,
then, most critics agree that some non—trivial.formvof interference in
a subsidiaryltask experiment is unavoidable. Does this invalidate

the subsidiary task method?

I would argue that it doés not, although often it must weaken

experimental conclusions. For some purposes subsidiary tasks would
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still seem to be appropriate. For example, if the loads of two
similar tasks are to be compared, careful construction of experiments
permits subsidiary measuring tasks to be used with a reasonable

degree of confidence in their validity.

Spme.mofk in recent years has éuggested tﬂat the capacity model
may require some further saphistication. Stager and Laabs (1977),
in work concerned with performance on three simultaneous tasks, |
obtained results which led them to doubt the validity of reserve
capacity as a direct indicator of processihg lbgd. AThere is not yet
sufficient e?idéﬁce, however, fo recommend discarding all secondary
task techﬁiques on these grounds. 1t would, on fhe other hand, be
extremely unwisé'to regard the techniquesnas proven beyénd all
reasonable doubt, or to apgroach each application with anything other

than a critical frame of mind.

5.3 Zxtension of Secondary Task Aosolication

In looking at the overall picture of seéondary task experiments,
it becomes apparent that all the primary tésks thgt have been studied
can bé categorised‘as tasks in uhicﬁ, to a large extent, response deels
appropriate to the task decisions are already available to theysubject.
In other words, given a set of input stimuli, thé_subject élready
possesses the esséntjals of a sﬁitable responsé because heialreédy
possesses a mental model of the task which can generéte such a resgonée.
To idenfify the response he need only consult the model. Little, if

any, model construction or development is involved in the task process.

This survey has considered some experiments in which, clearly,

some development of mezntal models as time progressed must have occurred.
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Any experiment which displays a learning effect is an instance of this.
Automatisation such as that reported by Bahrick and 3Shelley (1958)-
indicates that tﬁe méntal models of their subjects were becoming more
efFicient as the redundancy in the task stimuli were incorporated in
them. - In general, too, it seems likely that the operation of a model
becomes more efficient with continued‘use:'its structure becomes more
fixed and its manipulation more wgll-learht. As the efficiency increases,
less processing capacity is required —~ for reasonably simple tasks,

therefore, performance can be seen to become almost entirely automatic.

Yet although gradual model development over repeated trials o€
a primary task can often be deztected, no primary tasks have been

investigated in which the construction of a model is inherent in

cach individual trial. 3Such tasks would be problem-solving tasks,
where, due to» the complexity of the problems, straightforward mental
models which pfovided appropriate immediate responses to inputs could
not be available to the subject. An example of such a problem-solving
task which might be investigated experimentally would be the planning
of a move in é compiex gaﬁe such as chess or, indeed,.thé Organisational
Control Game described in earlier chapters. The player uoﬁld presumably
be familiar Qith the rules of the game, bgt a solution uould’not'
involve simple reference to a prepared model. Rather, the situation
would have to be assimilated from ''first p;inciples”, énd a mpdel

" appropriate to that barticular situation construcfed. The investigation
of such a problem-solving task‘by a secondary ta;k'techniqué, in
particular a subsidiaﬁ:y m_easuring task technique; might give

valuable insight into‘the processing load presenteé to a subject by‘

’ ;

the task.

Many decision-making or problem—éolving processes can be regarded
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>as aggregafes of simple mental procesées, just as simple operations
in a computer program can be combined to solve extremely compiex
problems, but this kind of reductionist approacﬂ to assessing
processing load does not seem fruitful. 1If we were interested in
assessing the processing léad the problems might present to a
non—intelligent machine this would undoubtediQ be the way to proceed.
In comblex‘problems, though, it is doubtful that a peréon behaves'as
a machiné: data and information may be missed, ignored, or treated
préFerentially; short cut§ may be identified énd taken; innovation
and risk may be emﬁloyed t0 a greater or lesser extent. An ahalyéis
of component operations ubuld be unlikely to-provide more than a
rough approximationloF the processingvload imposad by the‘problem.

A subsidiary task experiment, by measuring the reserve capacity of
the individual thr&ughout the problem sleiné process, has far

greater potential for assessingthe processing load.

What type of subsidiary measuring task would be most suitable
for such abpurpose? A problem-solving primary task woulrl be carried
out over a period of minutes rather than seconds, and it seems that a
sacondary task oF.é éimilar, continuous; nature might be most useful.
~In particular, it might be desirablé to avoid thé sort of task which
reguires nothing other thén an aliost imtediate iesﬁonse to a stimﬁlus.
ForAsuch a task, a suitable strategy could be to switch from primary
to secondary when the stimulus océurs, and switch back to the primary
a“ter the response has beenAmade. The effect of this serial strategy
on‘the performance of the primary task would probably be detrimental.
The secondary task wnuld be dependent on’tuo‘decisions by the subject:
a decision about vhéther to switch from the primary to the secondarﬁ
task'énd a.decision about the fime to be spent on the secondary task

béfore returning to the primary.
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For this reason T would prefer a subsidiary task which is in
some sense continuous, so that parallel. processing is necessary if
both tasks are fo be attempted. 1t is likely that, when secondary
task responses are required,‘the same type of decisions as for the
serial case will be involved, but the ¢uality of responses should be
related to the amount o’ reserve capécityAavailable for parallel
processing of the secondary,task ovaer the duratién of the primary task

interval.

It seems possible that a task Which involves a high degree of
momory rehearsal (carrying information from a prévious stimulus to
a subsecuent one) is likely to encdurageparallel érocessing, and
thus task;iwhich.are oredominantly memory tasks involving minimal
motor or transformation processiqg (uhich would encourage a serial
strategy ) arc sean as being suited to investigatioﬁ 0 “ lengthy
problem—solviné tasks., Such a task has been used by oulton (1958):
messages involving numbers are oresented auditorily every five
seconds, and A”ter ten messages, subjects weré askaed which nuﬁber had
beoen mentioned most frequently. This task recuires continuous storage
of information, and we might expect the quality of storage to
deteriorate with a reduction of reserve capacity. The low response
rate pnce a minute) decreases task s®itéhing, but also degreases the
amount of déta évailable for statistical analysis. Zeitlin and
Finkelman (1975), with their delayed digit recall task, in which
subjects had to recall the digit before last in a sequence of random
bdigits presented every two seconds, have ayoided this problem at the

expense of comparatively short (fouf second) recall intervals.

Other approaches to the problem of finding a continuous subsidiary

task are possible. . The interval production test successfully used by
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Michon (1966) as a éubsidiary measuring task seems worth consideration,
if as seems indicated there is a relatiénship between the results of
the test and processing load (discussed by Vroon & Vroon, 1973).
Sorting unseen nuts and bolts, used by Dimond and Reaumont (1971),
also can be regarded as continuous under certain circumétances.
Zeitlin and Finkelman (1975) have noted that the "integrafiVe nature'
of random digit géneration uhich tends to be insensitivé to '"'moments
or difficulty, aﬁeraging them over the entire duration of the digit
sequences' (p.??0) may be QF particular use "in evaluating the effect
,OF general loading conditions or steady-state environméntal stressors'’.
The integrative nature of the task may make it useful as a meaﬁs of

assessing long-term problem—-solving load.

It seems that with careful choice of tasks, the use of secondary
task techniques to measure the load associated with complex problems
is a distinctkpossibility. In the next chapter, 1 describe in
detail an experiment, conducted at Royal fblléway Cbliege, in which a
subsidigry measuring task was used suécessfully to compare.the 1oad

jmpoéed by a number of problem-solving primary tasks.
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CHAPTIER 6

A SEQONDARY TASK S APERIVIINT T AS5255 PROBLEM COMPLEATY

"6.1 Introduction

>In‘the vrevious chapter 1 concluded that a secondary task
'expefiment might weil be a suitable means of measuring the mental
prbcesﬁing load associated with a complexvproblem—éolying task. An
‘experiméntal technicue of this type could be of value in the practice
of Operational Research. Situétions are o#fen found in Operational
Research in which it would be useful to haye some objective measure of

the complexity of a problem facing a decision-maker,:

Tt seems reasonable to define a decision-making load to be the

mental proceésing load associéted with a complex decision problem.
Nifferent problems might be expécted to pfesent differeht decision-
making lbads to a decision-maker, and it uﬁuld»be of interest to know
how decision-making 16ad vériés according to the.precise features of
the problem. In’particular, it might be useful to be able to identify
those problems which presént decision;makers with particularly high
deciéion—making 1nads. 1In the cése of iarge—scale decision-making
systems, this uouid.alldw-the decision pointé at uhiéh satisfactory
decision-making ié likely tn break down to be located. .Theée points

are not necessarily easily identifiable, either by inspection or by

theoretical analysis of the systems.

An objective method of assessing problem complexity might be
extremely valuable in a variety of areas.. In problems of medical
diagnosis, for example, where diagnoses based on a limited quantity

of data arc often required in a short time, an objective technicque
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would permit investigation of thé way in which ease of diagnosis
varies according to the quantity and quality of the data, jts nature,
and the way in which it is presented. 35imilar considerations apply
to military decision-making in battle, where once again time is
likely to be a severe constraint. what types of decision tend to
overload militafy decision—makers, causing their decision-making to
deterioréte? Identification of the critical features of decisions .
might indicate guidelines for the design of suitable décision rules
and decision-making systems which would avoid, té some extent, the

worst effects of unexpected overload.

A technfque for assessing problem complexity-wnuid also have
potential application in operational and e@;erimental gaming such as
that descriﬁed elsewheré in this thesis. Indeed, as noted in the
previous chaytér, our interest in the measurement éf problem complexity
arosé early in the course of our‘gamihg work, when we began to seek
a means.of measuring and compa;ing the decision-making loads that
would be iﬁpOSed by different scenarios in the Organisational Control
Game. Subsequently, as will be explained in Chapters 7 and 8, the
direction of the gaming work changed and this particular aspect was no
longer of immediate interest to us. Pbue;e;, our general interest in
the field of asseséing problem complexity remained, and the work

described in this cﬁapter is the result,

This chapter describes and discusses.a secondary task experiment
uhichlwe conducted at Royai.Holloway College. The aim of the
experiment was to‘ gvaluafe the potential of a .sécondary. task technicque
as a means of assessing problem complexity, "As will be seen, the
results are encouraging. . They have already been feported in the O.R.

literature (Klein & .Cooper, 19381).
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In the following section, J shall briefly ?ecount relevant
features of secondary tésk methods encountered in the previous
chapter. This is followed by a conside;ation of the nature of complex
decision problems, explaining the thinking behind our choice of
decision problem. 1 then describe in detail the experiment and its

results, before finally discussing the work and our conclusions.

6.2 The Secondary Task Technicue

As we have seen in Chapter 5, the secondary task is based on a
model of mental processing as taking place withiﬁ a system of limited
capacity. According to the model, any mental load lower than the
capacity of the system will undergo satisfactory processing and errors
due to overloadAwill not 6ccur. However, iF.capacity is exceeded; then
overload occurs,‘and mental processing consequently deteriorates;

additional errors in performance will occur in this case.

The Subsidiary Measuring Task Techni‘ue

For the present purposes, the subsidiary measuring task technique
is considered to be more suitable than the loadingvfask technique.
Zssentially this is because fhe'effect thét is actually measuréd in a
loading task experiment is the degrée'of detioration in performance
of the primary task itself. iost complex prdblem—solving tasks do
not lend themselvés obviously to an ordinal scale,of'perforhance
meésuremént. Tt is often impossible to state Qhether a given solution
is "right" or 'wrong', 1e£'alone whéther oné solution is better than
another; In'Brownls.terms (Brown, 1964) we are not interested so much

in the effectiveness of problem resolution - effectiveness may be

impossible to define. appropriately - but rather with the efficiency
with which the process of problem resolution is carried out.
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wWe shall briefly recapitulate the principles of the subsidiary
measuring task technique. Oonsider two taéks, the 1lonads of which are
fo be compared (Figure 6.la). If neither task individually overloads
the system, they will both be carriedtout properly, and no direct
measurezof‘load will be possible. We now add a secondary task of
constant diFFicﬁlty, uhich theﬂsubject is asked to per?orm at the
sané time as the ﬁain task (Figure 6.1b). This task is such that
the combined 1nads of main and secondary tasks together excecd fhe‘
capacity of the system. Now overload doés occur, and pfocessing errofs

are observed.

'Subjectg are ésked always to give priority to the main, primary,
task, soO that this task is not affected by overload. The deferiération
of performances is directed to the secondary task. The greater the
deterioration of the secondaryrtask, theAgreater must be the mental

processing load presented by the main task.

In the last chapter it was established that the most suitable
types of secondaiy task for the‘present,appliéation would have a strong
““continuous” element - that is, they would-neéeééitate a éigniFicant
degree of processing in parallel to the primary task,‘rafher than
intermittent sudtching from p:iﬁary to secoﬁdary and back again. At
the same time, a'high number of secondary task responses is desiréble,
in érdér'to.maximise the quantity of data available for §tatistica1

analysis.

6.3 The Nature of Complex Decision Problems

The nature of the complex decision problems in which Operational

Research scientists are likely to be interested differ in important
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Figure 6.1. (a) The loads due to two primary tasks, neither of which
overload the processing system. (b) The loads of the primary tasks,

combined with a secondary task of constant load.
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ways from the types o” task that have been investigated by psychologists
using secondary task technicdues. Tn virtﬁally all the studies reported
in the psychblogical literature, tﬁe primary tasks can he categorised‘
as short-term tasks in which compléte or nearly complete solution
models for decisions are already available to the subject (Figure 6.°a).
In other words, for a given set of input stiﬁuli, the subject already
poésessés the essentials of a éuitable response. The resﬁonse is
implicit in Eis model. After pérceivjng the input stimuli, the

subject consults his mental model of the situation, which he already
has meﬁtélly available, and he generates thg'appropriate response,

This process rarely takes more than a matter of seconds.

Thebty§es of mental process of interest here are different. Being
those necessafy to solve cpmylicéted problems, they are generally far
more complex, and possibly less easily formulated. Straightforward
solution methods will not be immediately availablé. A different process
takes placé to solve the problem (Figufe 6.2b). Following the
perception of the inputbstjmuli, the subject has to constfuct a model

of the situation. Only then can he use this model to generate2 a

response. The important point is that the subject must construct his

model as an integral part of the complex decision process. By

constructing the model he is teaching himself how to solve the problem.

]ﬂ this type of problem, there is unlikely to be a unicue "best"
solution. Indeed, it is often impossible to compare the qqalify of
difrerent solutions. Correctness may depend to a greater or lessér
extent on subjectivé factors as well as oﬁ objectivé factors. In
general, as already pointed out, solutions to complex decision problems
can rarely bé considered as r"J‘:ic;:h‘c” or "wrong'', and the quality of the
decision canﬁét be used as a guide to the load imbosed by the problem,
or its difficulty. . | |
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Figure 6.2. Solution processes for (a) simple and (b) complex problems.

157



1t may be appropriate at this stage to mention a '""resources'
model of the decision-maker (Sharp & Dando, 1979). This model is,
quite explicitly, a model 5F a decision-maker as a ‘limited capacity
informafion processor’’ (p.?87) and resources are defined (""metaphorically’)
as the integral of capacity ovef_time. Sharp and Dando suggest that
resource use for a problem is prbportional bofh to the complexity of
a§proach to the problem and to the creativity required by the approach.
This resource use ié, of course, the mental processing load imposed by
the problem over timg, and, similarly, it cén be seen that a subsidiary
méasuring task experiment Will be ﬁsing "'spare resources' in order to‘

measure this load.

6.4 A Secondary Task xer iment

In this séc%ion 1 deséribe a subsidiary measuring task experiment
to evaluate the application of the technique to the measurement of the
mental processing load associated with complex problems. This
desc;iption is somawhat mdre detailed than that whiéh has already

appeared in the literature (Klein & Cooper, 1931).

The Primary Task

A set o‘iches; problemé were usedbas the primary task. In
comparisén'to many complex deéisién problems, a'ehess problém will
cléarly have a far more well-defined and formal structure. Nevertheless;_
provided the problems are of an‘appropriate level of ?ifficulty,bthe
solufion process would seem to be of the-type illustrated in Pigﬁre 6f2b.
The chess-playing subject has a‘thorougﬁ grasp of the fundamentals of
the game - that is, the ‘rules, and cert;\in othef rela'f;ively simple

concepts. However, these, in themselves, are insufficient to solve
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the problems. For ea&h problem, the situation on the chess board

must be combined with the fundamentals to produce a model which is
sufficiently sophisticated to generate a viable solution. Jn the

case of chess, oI in any cdmplex decision .environment, the constructiqn
and manipulation of an appropriate moael is the main component of

the problem-solving task, and is decidedlynon_trjvial, The nutcome
which the modgl generates is bound to be dependent on the way in which .

the model is put together.

e had qriginally intended to use chess problems of the classic
"Meredith”kform: "white to play, and méte in two moveé”; the subjecfs
‘being asked to identify just the next move that white should make to
proéeed-towards that mate. A collection of problems was selected from
a published compilation (Bérnes, i97éj.‘ it rapi&ly became clear,
however, - that thesg probléms we?e very much Seyond the ability of
the subjects we were able to find (and also beyond the ability of the
experimenters ). dfféctjvely the problems were all equally impossible:
subjecfs would not eveﬁ know how to.go abﬁut constructing appropriate
Solutionjmodels. It was péinted out to us that as‘uell as being
difficult problems, this particular type of problem required skills
not:necessarily idenﬁical to thosé that might be developed by a player .

interested only in normal chess playing.

Accordiﬁgly, we devised our own chess problems. Two of these
are reproduced here (Figures 6.3 and 6.4) in a similar form to the way
in which they were‘presented to the subjects. Subjec£s wéré asked to
select the move tﬁey would make next in order to win as quickly as
possible, or, where appropriate, they u@fe'to;d that a mate in one
move or. two moves was possible, and asked to find it. To an expert
chess player, most of the problems would be trivial. In ﬁany cases,

"they involved nothing more than identification of an immediate
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check-mate move. An expert player would be expected to ‘have already
available, stored as "'fundamentals', models immediately applicable to

these problems. Qur subjects did not, as the results will show.

The subjects were six undergraduate students at Royal Holloway
Coliege. They were presented with a series of fourteen chess problems
(Xlein & Cooper, 1979) on separate sﬁeets of paper in a predetermined
order. Subjects were allowed two minutes to attempt each problem.

At the end of each two minutes they were asked to write down their
solufion before proceediﬁg to the next problem. The first five
problems were ''learning™ probiems, to familiarise subjects with the
experimeﬁtal forﬁaf; 6n1y the results from the final nine problems

were analysed.

The Seéondary Task

The secondary task was a mental addifion task involviﬁg short-—term
memory. A tape—recordiﬁg of a female voice reciting a listkof>pseudo—
random digits, from two to nine, had been prepared for playback during
an experimental run. Ihe digits were read out at Fivé-second intervals.
Subjects were asked to call out the sdm‘ék each pair of digits. For
example, if the first two‘digits were "two'' and "'seven”, the correct
response would have been "nihe", and if the next digit was 'three",

the next response ought to have been "'ten’.

The task requires that the digit prior to the last response be
retained. The most common error subjects make is to add the latest
digit to their own previoﬁé response, rather fhan the digit heard
nrior to it;‘ Thus the task'requjres some conscious use of memory

to be performed correctly. This, 1 believe, gives it a "continuous

162



chafacteristic which T have already identified as being desirable. At

the same time, a response rate of once every five seconds gives a

high amount of data for analysis.

In addition to the digits, also recorded on the tapebwas a male
voice giving all instructions necessary for thé running of the
experiment, such as instructions to write down an answer fo a proﬁlem,
or to stért.the next problem. Thus an experimental run was controlled
entirely by the tape-recording, although an experimenter was always

oresent to supervise the procedure.

An experimental run procecded in the following manner. To begin
with, the‘First chess problem was presented to the subjects without
any digits. Then .a two minute session of the arithmetic task alone
was preseﬁtéd. r~‘r;n.'.ﬂ'1e secnnd problem, fhe aiéits were available,
but ﬁo.ayithmetic was required. = For the rest oF theproblems, subjects
were asked to perfﬁrm the mental arithmetic while considering the
problems. - At the end of the experiment subjects were once again
aéked to perform two minufes of the arithmetic task alone. The
ﬁumber n¥ mistakes and omissions in the arithmetic task was noted,
"and a total error score for each two minute sequence of digits was

obtained.
Results

The problems were ranked for each of the six subjects according
to the number of errors occﬁrring in the concurrent mental arithmetic.
Assqming that the fewer eriors that are made in the sécondary task,
then the less complex is the associated main p:oblem, this gives a

rank ordering of problem complexity for each subject. Agreement
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between the rankings “or individual subjects was found to be
significant at the °% level (Kendall concordance test, 1? = 19~7,
v =8, p €007, Kendall, 1975). This indicates that the secondary
tagkatgchnjque is m=asuring a property of the problems which is

consistent from subject to.subject.

The individual efrﬁr rates were combined to produce a total
ranking of the problems in 5rder or increasing complexity. This
ranking is shown in Table 6.la. To produce this fankjng, a subject'é
arror rate for a given problem was ex?ressed as the proportion of errors
during that problem to his total errors over all the problems of
interést. These proportions were then summed,r%or'each probiem, over
all subjects. ‘This procedure ensures that the proportional contribution

from each subject to the overall result is the same.

As noted above, the individual rank orderings, showing a high
degree of concofdanée, Clearly indicate that the orderings correspond
t§ a meaninéful property oF’the problems. 1t has been assﬁmed that
this property is thé‘compiexity, or difficulty, of the problems. This
seéms a reasonable assumption, but undoubtedly an indepéndent test of
the meaning 6‘ the orderings would be desirable. In the ccase of these
chess prdblems, Quch a test 1s possible. Mosf of the chess problems
have one solution which is very ciearly better than all other possible
solutions (note that this property is not typical of complex problems
in general, though I do not believe that this weakens the arguments
presented here to any significant extent). In all, sixteen subjects
have attempted the chess problems (as well as the six 3nvolved in this
experimént, ten other subjects attemptedbthe problems in thé course of
an experiment which will be briefly mentioned later). It seems

reasonable to suggest that those Hroblems which are correctly solved
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Rank _ . 1 72 3 4 5 6 7 3 2

(a) by secondary task | 14 9 10 8 (6 13) 11 7 12

(b) by solution rate | 14 13 (8 10) 9 6 11 12 7

Table 6.1. vProblems ranked in order of increasing difficulty. Frobl=m

numbers in parentheses are of equal rank. -
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most often are the simplest, and present the least processing load,
while those which are seldom solved are the most difficult, and

present the greatest load.

The problems are ranked according to the number of times the
correct solution was given in Table 6.1b.‘ This ranking is éignificantly_
similar at the 5% level to the secondar& task ordering (Kendall's |
Y = 0:63, p € 0:05, Kendall, 1975). Problem 14 was solved more oftén
than any other problem, and the arsthmetic task indicates that the load
.it présents is leés than that presented by any other problem. At the
other end of the scaie, problems 7, 12 and 1i were solved least often,
and fhey seemed to be the problems which presented thegreatest'load
to fhe subjects. The five problems in the centre of the scales;f

however, display little apparent agreement in'ranking.

Figure 6.5 gives some suggestiop of why this mﬁght be so. 3ach
pbint on the graéh represents a problem. The scale on the horizontal
axis represents the number of times {out of a pdssible maximum of
sixteen) that each problem was incorréctly answered, The scale on
‘the vertical axis is.the arithmetic task errorlgroportion for each
problem, summed for all sﬁbjects.v In other words, the scales are

the interval equivalents of the ordinal rankings of Table 6.1.

At the botfom left hand corner of the graph is prpblem 14,
often éolved,.and with a low processing load. At the top right are
prpblems 7, 11 and 1?, seldom solved, and with a high 1load. The
central group consists of the other five problems. These problems
cluster'together on both scales. For these problemé, the solution
rates are all relatively similar, and so-are the arithmetic error

scores. This indicates that the two rankings of these problems show
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agreement because the problems are of relatively similar complexity.
Neither ranking method can differentiate between these problems. This
effect may also account for the difference between the two rankings

of the "high load, seldom solved" problems (problems 7, 11 and 12).

6.5 Conclusions and Discussion

The significant agreement in ranking of the problems by secnndary
task error rate and by solution rate élearly indicates that this type
of mental arithmetic secondaryltask is suitable fof measuring problem
complexity as intended. This conflusion is ﬁictofially reinforced by
the graph in Figure 6.5, in uhich.the points lie Wifhin a u@ll—definéd
band running from bottom left t§ top right, as would be expected if
the secondary task is measuring the lqéd associated with the problemf
I therefore believe that secondafy task techniques of the type presented
here can be applied in the general area of assessment of problem

complexitye.

I think it is worth pointing out explicitly that at present all
measurements of the complexity or difficulty that a problem or task_
presents to a éubject must be of an ordinal type; That is, it is
quite meaningful to order tasks according to difficulty, but one would'
be treading on dangerous groﬁnd if one wére to try to make comparisons
0¥ task di‘Ficﬁlties acéording to some kind of interval scale. At
present there is no interval scale of di?Ficulty or mental processing
load. Work such as that described in this and the previous chapter .

'mayrultimately lead to - the setting u, of one, but little of the
litefature reviewed in the previous chapter is concerned with this
issue, ‘and none éonsiders it to be critical for immediate purposes.

Ordinal comparisons suffice for the time being. It'is plain to -see. that to
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attempt tn set up an interval scale of problem difficulty imﬁediately
raises questions as to what, precisely, is meant by problem difficulty.
oes it, indeed, haQe ény more than an ordinal meaning?- If it does,

1 suspéct tﬁat it would best be jﬁterpreted in terms of processing
load in a limited capacity model. Put at the moment this is of little
practical assistance since, as far as secondary task'techniqués are
concerned, it is neither certain nor assumed that there is a precise
cquantitative relationship between the‘performancelvariable being

measured and the Hrimary task processing loads. The secondary task

measuring techniques must thus remain ordimal in nature.

Fo¥ this reason, I ha&e conFinéd statistical measurements in
this chapter to ranking tests. Similarly, the graph in Figure 6.5
~should not be interpreted'as anythiﬁg other than a comparison of the
data on which two rankings were based; It was invoked toAillustrate
the clﬁsfering of certain points on both scales, indicatingAthat a
ranking of these points élone by.either method is unlikely to be
meaningful. 1In this sense, the corresponding problems may be said
to be "relatively similar' in complegity.. It would be unwise to draw
agy'Further conclusions concerning magnitudes of differences between
the complexities of the problems on the basis of>the graph. It should
be regarded only as an illustfatioﬁ of the significant concordance of

rankings.

»Tmarovements in Sensitivity

Tn future work of this type, steps might be taken to make the
secondary arithmetic task more sensitive. Tt is felt that some such’
modifications are possible. In the experiment I have described, a

maximum of twenty-three responses to the secondary task could be made
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by a subject in the course of a two-minute problem. A subject rarely
makes more than teﬁ errors, however, and'the average is considerably
less. This leads to ties in the ranking of a subject's arithmetic

task scofe, and indicates that fhe method may lack sensitivity. 7T

suggest that by increasing the digit presentation raté from one every
five seconds to one every Fouf’(or perhaps even three) seconds the

sensitivity would be increased because the task wonuld be more difficult,'
and because the maximum number of possible responses would be greater.
These factors would lead to increased tétal error‘rates and a greater
spread of errors. Similar effects might also be produced by use of a

different, more'difficult, type of arithmetic task.

With such improvements, the sensitivity of the secondary task
experiment I have described might be improved to a degree at which
the resolution of the technique would be great enough to separate
significantly the complexity of )roblems such és those that appear in
the central group of Figure 6.5. lbu@ver,.it ﬁay be that an arithmetic
(or similar) task will ultimately pfove not to be the most suitable

type of secondary task.

The most worrying aspect of the arithmetic secondary task
teqhnique is the lack of control over the time;sharing‘strategy of
the subjects. Although subjects are iﬁstructed to give priority to
the primary task, it is impossible to ensure'that they do'this, even -
with their  full cooperation; A subject presented with a particularly
difficult problem, for example, may simply give up and turn to the
arithmetic task instead, consequently obtaining a misleadingly
high score on the'arithmetic. For reasons ofrthis nature, we looked
bfiefl& at fhe use of a secondary task which had a far smaller

overtly cognitive aspect than the arithmetic: task.
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A Toot-Tap ing 3Secondary Task

Subjects wére asked to tap a foot pedal at a constant rate, while
concentrating on the primary task. Such a secondary task is an example
of an interval production test. Tt has been found (for example, Michon,
1966 and Vroon & Vroon, 1973) that both the regularity of interval
production and mean interval production rate have corresponded

r

significantly to the independently assessed complexity of primary
tasks in such interval production tests. Such a secondary task would
eliminate to a large extent the problems of time-sharing decisions:

the way in which foot tapping is regulated seems relatively independent

o nther thought p»rocesses.

Seven subjects attempted the same sequence of chess problems as
usoed for the experiment already described but tsihg foot tapping as the
secondary task. A further three subjects were p;esented wifh the series
with problems 7 to 14 in reverse order. As before, only problems 6 to 14
were considered in analysis. To detect possible fatigue effects, the
subjects were required to carry out the tapping task without any chess
problem at the beginning and end of an experimental run. 1t was suggested
that subjects tap one of théi: feet (whichever they preferred) at a fate
0f about one tap every 1.5 séconds. The actual rates varied
considerably From subject té subject. As in the arithmetic task

experiment, two minutes were allowed for each problem.

The- tapping was recorded using a foot pedal connected tq'a
mjcroprocessor;based data cnllection system (described fully by Storr
et al, 1979), which stored data'on cassette tape for future analysis.
For each subject, the tapping associated . with each problem was scored

according to several parameters: mean tapping rate; deviation from the
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mean; and various running mean measurements to show up any gradual
consistent changes. Thits both tapping rate and regularity were
considered in the analysis. Rankings of problems for each subject

were produced for all measures.,

None of the rankings showed sigﬁificant concordance over all
subjects. The experiment did not indicateAthat a foot tapping interval
production test was likely to be useful in assessment of task complexity.
It is quite possible that an interval produétioﬁ test is not a
suitable type of secondary task to assess the load due to complex
vroblems. The problem may be that the primary and secondary tasks
do not in this case compete sufficiéntly for processing capacity, or
it may be that the technicue is simply not sensitive eﬁough. The
problem is unlikely tn lie with the measuring equipment, which was

extremely accurate.

I would be reluctant, however, on the baéis of this one
experiment, to discard all interval production test techni<mes as
secondary tasks for assessing problem complexity. The interaction of
a primary task with an interval prbduction test is in general less
well understood than wifh other gecondary tasks, and it seems possible
that an experiment.constructed after more lengthy consideration of
the. theoretical %spects might show a positive result. Certainly, the
advantages' that an interval production test appears to offer make some

further effort in.this area worthwhile.

Concluding Remark

The arithmetic secondary task experiment that has been presented

in this chapter indicates that secondéry task techniques can be used
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to measure the complexity of "difficult" problems for which no
obvious solutinn is available. The chess oroblems with which this
work has bezn concerned are similar in important ways to the complex
decision problems with which decision-makers are likely to be faced,
and which arise frequently in the practice of Operational Research.

I firmly believe that the mefhod has potential for extension to

"real" decisién problems, the precise nature of which may be difficult
to define, and where unique "'hest" solutions do not exist. The
secondary task method can provide a new technicpé for Operational
Research scientists to use in the investigation of a variety of

complex decision-making tasks.
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CHAPTER 7

L BEAPERTENCE WITH TH.:S ORGANTSATIONAL CONTROL GAME

7.1 Intrnduction

This chapter, and that following, is concerned with describing
- and discussing the research carried out in our programme using the
Organisational Control Game. 1t will be recalled from Chapter 4 that

in total three series of games were played. These were: .

I. The 'Student’’ games, in which the players were

students at Royal Holloway College.

I1. The 'mergency Planning Officer games, in which
the players were @mergency rPlanning Officers from

various counties.

I11. The ""™Major’' games, in which the players were
serving army officers; all with the rank of major

at the time of play.

Thefpriméry'aim of the first series of games, played with students,
wés to test fhe Superior Commander system and tﬁe Organisational Control
Game. This testing has already been covered in Chapters 3 and 4; and
Ibshall not refef to the ;Studm1f' series in this chapter except to
.coﬁpare it with later gameé. This -chapter will consider the research
output of the second and third series of games. 7T begin by describing
and discussing the "Emergency ™lanning Officer’ games, uﬁich were
intended partially as development games, but were also envisaged as

oroviding some research output.
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7.2 Games Played with fmergency Planning Officers

The players in the ".mergency Planning Officer" series of games
were eight retired military officers, all of whom held senior positions
in United Kingdom local government at the time of play. All these senior
positions were to do with local government emergency planning: indeed, the
majority of players were Ooﬁnty anergenéy Planning Officers. Thus, the
players ali had had previous military experience, and were, at the time
o' play, prdfessjonal decisian—md<ers. iw§ could expect, therefore, to
learn more from théir comments than we could from the stﬁdents who had
piayed préviously. As a fesult, we would gain more confidence about the

realism of the military scenarios and of the decision-making environment.

Zxperimental Procedure

Two players were invited each week to Royal Holloway College to
play the Organisafjonal Control Game. One player played Scenario 1 and
the nther Scenario 2. They were briefed aﬁd debriefed tdgether, and

. played as if they were tué separate Nivisional Commanders within the
same army. During.play there was no &ontact between them. In total,
four pla&grs played Scenario 1, and a different four players played
Scenario 2. A research phaserwas run at three stages in each game
(in rounds 1, 3 and 5) in uhich.each player was asked to list the

decision options he saw open to himself and to the enemy.

On no occasion did a player express disbelief about the reports be
received from his Task Force OoMnénders, or suggest'in any way that it
seeméd'automatic and not a response to his suggestion or directiQes.

e were able to conclude, therefore, that the Superior Commander deception
can be made to work not only with students buf also with experienced

professionals.
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A Counter Replacement Test

ror some of the players an additionél experiment was devised.

At the end of rounds °, 4 and 6, four of the playeré (two playing
each scenarin) had the counters representing all the units removed
from the map board and thgy were agked to replace them as accurately
as they could remember. MNotice was given in the brisfing of this
‘subsidiafy experiment though neither the exact timing nor its
Qurpose was specified, The First replacement was designed as a
coﬁfrol, to allow for learning, and the other ¢wo as measures:of
'performance.‘ The purpose was to attempt to measure player'
involvement in the game by investigating{whethér errors in reﬁlacemeﬁf
or the change in error with time varied from one part of the map to
another. In particular, counters that were a more prominent
feature of the Qame might be replacéd more éccurately than others

not so heavily involved.

For each group of counters (;epresentiﬁg a Task Worce or combat
unit of similar size) the aistance in hexes between the true position
and the player's estimate of it waé measured for each counter.
Individual counters within a group were not distinguished; errors were

recorded so as to minimise the error sum of squares in the group.

In Scenarin 2 the two players tésted taken together made a
significant improvement in their overall éccuracy between rounds 2
and 4 and between rounds 2 and 6 (;iéﬁificant at the 5% level,
Wilcoxon Test, in Siegei, 1956). The players replaced the counters
répresenting'one of the friendly uhﬁts significantly less well thén
those of the:other friendly units, ﬁsing the same test and criteria

as above. This unit was moving independently to engage with the enemy
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later, while the others were heavily involved in battle. Similarly,
with the enemy forces, a unit which was moving to a supporting
position was less accurately replaced than enemy units which were

heavily engaged in battle;

No such relétionships céuld be found for Scenario 1, however.
There could be a number of explanations for this, the most plausible
serhaps Eeing that in this case even: the units engaged in battle
move a substantial distance each round. The red units not in contact
are cquite close to those that a;é, which could be confusing to the
‘players. Further, there are no specific named geographical features
associated uﬁth each p;art‘oF the battle. However,‘in Scenario 2, two
units get locked together in battle in the small area of Harris Hill
and a Furjher two fight it out in Olivier. These two features

obviously aid accurate replacement.

The results of this test indicate that specific sceﬁaiio effects
were more importanﬁ than intrinsic player aptitude in the counter
replacement task,‘ana‘the test serves to highlight these scenario
differences. We did not' continue with these tests as they were clearly
very likely to inter?ere Qith thé smooth running of.the game, and our
main aim was to extract data concerning the perception of decision
options; VFurther details of the counter replacement test may be found

in our second progress report (McDowell et al, 1979a).

Perception of Options

Zach player was asked to list the decision optinons he saw open
to himself and to the enemy in'a research phase at the ends of rounds

1, 3 and 5. The number of listed options are shown in Table 7.1 for
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“layer | Scenario ound
!
1 3 5
T |
B | R FoioR B | R
1 1 2 3 4 | 2 3| 2
2 1 2 3 1 2 1 2
3 1 5 4 2 3 3 3
4 1 A 3 1 1 1 1
5 2 2 |1 2 | 2 4 1 3
6 2 6 4 5 2 5 2
7 2 2 3 3|12 6 4
3 3 5 2 4 3

Table 7.1. ©layer's perceptions of number of options open to

Flue (P) and Red (R) forces.
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friendly Blue forces ([3) and enemy Red forces (R). A form was

used uhiéh had ﬁumbered spaces provided and the figures quoted are
the number of separate spaces filled in. 3Some players tended to list
élternatiQes as a singie option and others listed as separate options
what were in fact minor variations of a ;ingle one. ibwever, these
-effects can be'taken into account by the method of analysis described

below, assuming players were consistent throughout a game.

At first it is difficult to see any trend in the reéults at all.
Consider, however, whether a player sees more options open to himself.
than the enemy or vice versa. Taking each‘rouﬁd in turn, the ratio
of Rlue to Red options may be assigned a positivé grade (+, where
E>R), a neutral grade (O? where B = R), and a negative grade
(-, where BCR). These grades afe shovm iﬁ Table 7.?.> Using values
of +1; N, and -1 for the three types of grade, the grades are summed.
Then the players can be ranked from 1 to 8, assigning the value 1
ror the most poéitive set of ratios. In Table 7.7 the ranks for
cach player are shown, mid-rahké being used for equal ;corés. Using
the Wilcoxon Test (Siegel, 195§) the ranks éh&w a significant |
difference betueen the two scenarins at the 54 level,‘indicating that
in Scenarin 1, the Defence, players see’'less options open to ihemselves
compared to the enemy than in Scenafia ?; the Advance-to-Contact. This
confirms what might'be expected: in the 6efen¢e, players would tend to
perceive the enemy as having the initiative, whereas in the Advance-
to-Contact, players would tend to percéive the friendly forces és

having «quite a high degree of initiative.

Considering changes in'perceptiqns of options perbeived during
the game, the ratio of options seen for Blue forces for Period 3/period

1, for Periods‘S/iPeriod 3, and for Period 5/Period 1, were graded
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Player Scenario reriod Rank
1 3 5
1 1 -+ |- 45
2 1 -] = 1= £
3.. 1 - - 0
4 1 - ) 0
5 2 + 0 - 25
6 2 = + + 1
| 7 2 - | 4.5
Ii 8 2 0| + 2.5
i

‘Table 7.2. Ratio of Blue to Red options (+, where B >R; O, where

B * R; -, where B<¢R), and ranks of players by these ratios.
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as above. This was also done for the Red options, and the results
are shown, together with their rankings, in Tables 7.3 and f.4. For
tﬁé frieﬁdly options differences between scenarios would only be
significant by the Wwilcoxon Test if we took 15% as the critérion,
and for the enemy options 77, instead of the usual 5%. 1 do not

feel that this demonstrates any effect conclusively.

This type 6F analysis, based'on the éounting of decision

options, was what we had orginally envisééed as being.the primary
method of analysis of the'gamé output. It.may now bé clear, houever,
that it was not showing itself to be the Fruitfﬁl approach we had
orginally imagined it to be. This practical disappointment‘vdth our
analysis techniques coincided with.some theoietical mjsgivings about
our apéroach “hich~ge developed during the play of this second |
series of games. J shall deséribe these miégivings, and the consequént

reorientation of our approach, shortly.

'Firsthof all, however, it will be of value to compare the general
decision—making behaviour of our emergency planning officers, whom
we ﬁay designéte nexperienced " commanders, with the student_pléyers
in our previous series éf gameg, who are clearly "inexperienced!
Coﬁmanders. Suchkan analyéis is qualitative and subjective, bﬁt
neQertheless important, since it indicates a direction in which such
decision-making research as ours might usefully proceed. Wwe have
already commented on this anéiysis in the O.R. literature .(Cooper

et al, 1980).

xperienced and Tnexperienced Commanders

The difference in the behaviour of the two groups of players can
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Player | Scenario Triendly Options Rank

Round 3 Round 5 " Round 5
Round 1 Round 3 Round 1

1 1 - - + 35

2 1 - (O -

3 1 - -~ -

4 1 - 0 - 7

5 2 ) + +

6 2 - 0 -

7 ‘ 2 - + +

3 2 + - + 3.5

Table 7.3. Ratios of Elue options in different rounds.
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Player Scenario Inemy Options. Rank
Round 3 Round 5 Round 5
Round 1 Round 3 Round 1
1 1 - 0 - 6
2 1 - 0 - 6
3 1 - 0 - 6
4 1 - 0 - 6
5 2 + + + 1
6 C 2 - O - 6
7' 2 - -+ 2
8 2 - - 0 3

Table 7.4. Ratios of Red options in different rounds.
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be grouped into three categories, although these categories are

inter-related and should not be considered in isolation.

1. The oFFicefs who piayed the game used their previoﬁs
experience of command. They considered factors |
which they ﬁed found valuable in practice, even
though these factors were not mentioned explicitiy
in the game rules or briefing. They injected
theif own ideas, aésumptions and preconceptinns
into the game; to an extent they "built their own
.ecena;ios" using the ene we had provided as a basis.
ihe students, on the other hand, tended to accept
the scenario as presented, vrobably due to their
experience with commercial wargames (in which
game rules ere mere rigid and there ie less

Flexibility ).

2. The oFFicefsbhad A more developed knowledge than
- the stﬁdents, performing equally well on both the

‘Defence scenario and the Advenee-to-Cbﬁtact. They
were more conscioue of the lossee that were possible
in each case, and they had a better grasp of the
ﬁrincipies of war (although these were violated
on occasion). The stﬁdents preferred attack to
defence, and shoued little appreciefion of
possible losses. While they managed advance-to-
contact cuite well they héd almost no idea about

the way to conduct a defence.
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3. The experienced players viewed the problems
posed by the scenarios as complex and ill-
defined, with no "best" solution. In reports
to superior and subordinate commanders in the
game thay assessed Situations more fully and
formed better strategic‘views of the scenarios.
In contrast, the students madé rather cursory
éssessments, looking fdr unicque '"best" solutions.
They tended to ses situations in uncomplicated
terms, viewing all data as known With certainty,
with no '"fog of war'". They also tended to
xregard all data as equally important,rwhereas the
. experienced players Qere more selective in their

approach.

Both groups of players exhibited a wide range of playing styles,
and both groups appeared very involved in the game. Asyéommented on
earlier, the deééption inherent in the Superior Cbmmander System, which
was known to nprk for student players, was also achieved with the
experienced players: théy were convinced that the game was intéractive.
As noted.above, the experienced piayers made assumptions which
"expanded' the original. scenario, pérhapé to make it more lifelike;
it 'is suspected that this process, fogether with the preconceptibn that
no attempt would be made to deceive senior managers who were doing the
experimenters a~favour by playing the game, is important to the success

of the deception.

It seems clear that, although student players are very useful
in the initial process of designing the general structure of a game,

planning experiments and testing for gross breaches of validity,
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experienced players must be involved in the final detailed design
(see also related comments by Hartley et al, 1979). After each of
the second series of games a debriefing éession was held, When the
players themselves made valuable contributions aﬁd suggestions for
“improving the realism and level of detail of the scenarios, the
mechanics of representing units and trgnsmittingbinfbrmation, and
methods for éxtracting research data. The conceptual ébilities and'
verbal skills §F the experienced players were decisive in this
process. Thu§ scenario creation shoﬁld be adynamic, interactive
procedure, involviﬁg both the game designers and players with
suitable background and ex@erience, and this procedure should‘bé a
continuous one. £ach series'of games then becomes a learning process
for the gaﬁe'designers, who benefit by having their scenarios probed

each time the game is played (see also Brewer, 1978).

A simpyle but nevertheless important point demonstrated by the

games so far described is that students do not behave in the same

way in a game environment as experienced decision-makers. Therefore, .

it would be unwise to geﬁeralise game results thained with student
players to proFessional decision-makers. Differences in behaviour

are both quantitative and quaiitative. We expected'to_find
quantitative differences in the alternative options consideredband in
the levels of skill displayed. However, we also observed iméortant
qualitative differences. The students approachéd the game differently
from the experiencea players, and exhibited a different range of
decision-makiné styles. The quantitative and qualitativeAaifFerhces
are apparent in all three of the categories identified at the beginning

of this section.

Many behavioural studies in the Operational Research and
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management literature have used student subjects tb derive conclusions
about professional decision-making. It is Cleér that extreme care is
reQuired in méking such derivations. This point had been demonstrated
béfbre, notably in accounting and financial contexts (see Abdel—Khalik,
1974; Alpert, 1967; Copeland et al, 1973; Fleming, 1969). Birnberg
and Nath (1968) identify two ways in which student and professibnai
decision-makers are likely to differ: in '"common skills and experience’
and ”basic personality traits* (p.40). These factors are likely to
result in the quantitative‘and qualitative differences noted above.
Students, having considerably less experience and training in the
deciéion—making environment, display less quantitative skill when
requirad tn work iﬁ that environment. Their different personality
traits, including cognitive styles, values and beliefs are bound

to have a qualitative effect on their decision making.

In general, ualitative differences in decision-making styles
are likely to become apparent in comparisohs between any distinct
groups of indivﬁduals. This is seldom explicitly recognised in
Operationai Résearch, although instances where it is implied can
readily be found. Rowen (1978 ), for example, notes the limitations
of Eaving a.Royal Havy Officer representing an enemy submarine
commander (pe43). Thus, the recognition and study of different decision-

making styles,_is essential to the understanding of decision-making.

7.3 A Re-cxamination of Research Strategy

Oonsideration of our first and second series of games have led
to the explicit realisation that different types of player approach
a decision-making environment in different ways. This may seem to be

a rather self-evident finding. Howevér, the difference between
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different types of player is not the whole point. Rather, as I

tried to emphasise in the last section, different types of

decision-maker appear to difFer from each other in systematic ways

which are related to their backgrounds and skills. The problem is:

how can we describe the differences usefully, and determine measures

of the differences? The comments nf the previous section should be
regarded not so much as results, but as statements of the characteristics
which we should be sfudying and atteﬁpting té quantify, in some sense,

or at least demonstrate. explicitly.

It should be realised, too, that despite our declaration that
aiFFerent types of decision-makers — in this case, experienced and
inéxperienced ~ differ in their behaviour in a decision-making
environment, we are definitely’not trying to say that éll decision-
makers of one type behave in pfecisely the same fashion. TQ state
this Qould be a parody of our resulfs. It is very clear that
decision-makers are individuals,-uho come to their decision-makihg
environments from theierum‘idiosyncratiC' backgrounds and provide
their own skills, peculiar to themselves. Although similarities.
between members of a group of decision-makers of one type may exist,
these should not blind us to the fact that each individual decision-
maker approachesbhis decision-making environment in an entirely unique

way.

Tt seems that any'qseful study of decision—makipg must attempt
to agpfoach the proéess of décision-making iﬁ terms appfopriate to
the individual dééision—maker. Such an individualistic approachbuould
enable us to develop a deeper and more valid understanding of decision-
.making than it would seém that we are likely to achieve by attempting

to fit decision-making processes into a-rigid model that concentrates on

rather arbitrary indicators as a guide to the processes.
188



1t will be recalled from Chapter 1 that our initial research
strategy was to select a decision-making hypothesis, and test it using
the game. This would lead to the formulation of a decision-making
rule, and its péssﬁble subsecuent testing using the game. The
primary measure of the decision-mkaing hypotheées in which we were
interested were fhe players' perceptions of the number of decision-
méking OPtions open to both the players ana the enemy; ‘The.wéyvin
~which the hypotheses were formulated (see Milgurn, 1972) led
naturally to a measure uhﬁch would bevintimately related to enumeration

of options.

However, it now becomes clear that what one player considers
to be describable as a valid and distinct option may be entirely
meaningless'to anothei player. Players may differ in the detail they
feel should be ascribed to a distinct option, the degree 6f forward
planning incorporated in its formulation, -the constraints imposed on
its formulation by the decision-making environment, and the features
which characterise it 'is An iﬁdividual entity to be considered
separately from other courses of action. In short, the processes of
thought by which a set of possible courses of action arée formulated,
and then considered, aré likely to differ between even‘tuﬁ apparently

similar decision-makers.

Differences in this decision-making stylé afellikely to be
relafed to ipersonality characteristics (or, indeed, to define them)"
_as well as criteria such as professional experience.r For example,
Hudson (lQ??)»describes a djmension of personality which ranges from
"convergent' to 'divergent'. Fe explains (p.67): "divergers are more
'0pen fé the irrational elements in their own mental functioning!;

convergers ''construct robust 'ego-boundaries!, and include within
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them only what is rational’, whereas divergers 'form relatively uéék
ego-boundarjes and allow théir own irrational impulses to suffuse
their sérception of who tﬁey are". It seems unlikely that decision-
makers who diFfer in their convergent/divergent profile will approach
a decision problen in the same fashion (indeed, divergers are noted
for their "open-ended! approach to problem solving). There are
numercus aspects of personality which are likely to have a bearing

on decision-making, some well-defined, such as introversion/extraversion

(see, for example, Eysénck, 1973), others less so.

© If, as T have érgued, it:uoﬁid bé difficult to gét two deciéion—
makers to agree over precisely what constitutes an option, it follows
that as researchers we will have problems in using the idea of options
as units of decisioh—makihg. We have a chojcg. We can define the
deqision—making environment in our-oﬁn terms, and measure how
decision-makers behave in our terms. If we do this, u@earerneasuring
in vart the degree to which the decisinn-maker's model of his
envifonment corresponds with our own. This measure. and the measure
o¥f decision—making'perfbrmance we are supposed to be studying will be
inextricably and indefinably intertwined - such a situation is clearly

unsatisfactory ‘or research purposes.

Alternatiyely, we can carry out our research entirely in the terms
of‘the deéision-maker. This wmeans, esseﬁtiaily, relinquishing our
own model of the decision-making environment, and discovering and
édoéting that of the decision-maker himself (a different model for
each.decision-maker, of course). The work so far described in this
thesis has led me to believe that this is the right apbroach. But it
has Fér—reaching cénsequences. As fhings stand, we have no knowledge

of the decision-maker's model of his decision-making environment. We
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cannof defjne,whaf is meant, in the decision-makers terms, by an
option. When, further, we try to describe processes such as
"rigidity of thought', as met in Chapter 1, in the decision—maker';
terms, we aré-in even deeper water. FEefore we can begin to discuss

such ideas, we nead a way of modelling the decisinn-making environment

as the decision-maker sees it.

This means, then, that the research strategy as stated in Chapter
Ly, of hypdthesis selection and tesfiné, is sbmeuhét oremature. Refore
we could éven begin to consider such a programme, we would need a
techniqge or language for describing explicitly thé Subjective
environment of the decision-maker. It'is to this end that our third

series of games was directed, and I can now present our revised research

aim, which is ., -uite simply, to develop a means of describing the

environment o7 the decision-maker in his own terms, in a way that

orovides a model of that subjective environment rich enough to be

discussed and studied.

In the next chapter, 1 describe in detail a technicue, cognitive
mapping, which we adopted to achieve this aim. In the next section of
this chapter T describe our third, ''Major", series of games which

provided the raw material of the cognitive map analysis.

T conclude this section by noting thaf this subjective approach
to decisinon-making appeérs to be gaining popularity in Operational
Research at the moment.: Two rélatively recently developed techniques
of decision analysis, the hypergame technique . (Bennett, 1980) and
‘analysié of‘optionsv(RadFord,v1975) cmphasise the importaﬁce of the
di fferent perceptions of various actors in tﬁe decision situation, and

their value as decision aids stems in large part from the way in which
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a consideration of the perceptions of other actors is demanded by .
the methodologies. The work of iden et al (1979), which wili be
met in fhe next chapter, is very much concerned with making the
perceptions o7 the decision-maker explicit to himself, the ideé
being that the decision-maker is aided by a fuller understanding
of the full ramificatioﬁs of his own formulation and feelings

concerning the decision problem.

Suéh a mood indicates a trend -away from rigoroug problem
definiti&n,.in objective Fashioh,'to idiosyncratic and subject-
dependent definition. JIn these terms a problem can‘only be said
to be resolved when the decision-maker acknowlédges it to be so.

Tt goes without saying that the criteria by Which the solution is
assessed are defined by the decision-maker ﬁimsélf. Decision-making
aids may be seen as'meané whereby a decision—msking environment is
defined as fully and naturally as poésible to allow the decision-
maker's unique capabilities, such as invention and intuition, to be
-utilised. Decision—makiné aids may.bé catalysts to problem
resolutidn, rather than themselves the means of resolutibn; Such
aids may have something in common with the ancient Chinese divination
technique the T Ching',. of uhich'Watts (1957) explains (p.35): “one
doéé'not éonsult tﬁe oracle without prober Preparation, without going
.quietly and me;jcplously thrngh the prescribed rituals in order to
bring the mind into that calm state where the 'intuition' is felt to
act more'eFFectively”. A similar concern with cataiysis of intuition
and invention caﬁ be seen in modern, sometime outrageously Q?F-beat,
decision aids (for example,‘a set of ""oblique strategy’' cards by

no & Schmidt, 1975).
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7.4 Games Played with Army Majors

The third, "iajor" series of games were to bé have been played
under different conditions of stress, generated by noise. In the
event, we were unable to obtain permission to subject army officers
to such stress, although we did get as far as preparing and testing
equipment. Because of thé arguments- outlined in the previous
section, however, this setback did not greatly disturb us; We
believed.that we had identified a more fundamental problem than that
of deciéion—making behaviour under stress - namely, that‘of deQeloging
means of discussing decisiﬂn-ﬁakiné behaviour in a USeful‘way.. The

"Major't series would be played with this end in mind.

We did, however, include two digfefent level-of-data conditions
for communications coming up to the experimental players ffom the
Task Forces. In the "aggfegated” condition players received
Commﬁnications from Task Force Commanders, as in the previous éames.
In the Jdisaggregated” condition, coﬁmﬁhications came from the four
commanders of individual battalions within each Task Force. In both
'céses, however, the information in the reports amounted to fhe same.
In analysis of the games we would be looking for differences in
decision-making behaviour which could bevrelated to these experimental

conditions.

Seven players, iabelled Ay By «eo Gy each played through both
of the two game'scenarios. At the time of play, all players were
serving érmy‘officers holding the rank of majér.‘ Table 7.5 shows the
e&)erimental design (originally weihad hoped for eight players, but

one had to drop out unexpectedly, and could not be replaced).
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jr2ec Scenario 1 Scenarin 7
1 C G -

2 A B

3 E# D

4 - "

5 G* oL

6 F

7 R ' A

3 D* €

# indicatws a disaggregated game; nther games were played in the
aggregate condition.

Players A, C and 3 played Scenario 1 before Scenarin 2.
Players B, D, F and G played Scenarin 2 before Scenario 1.

Player B played twd aggregate condition games.

Players A, C, D and G played aggregate condition beFore
disaggregate condition.

Players E and ¥ played disaggregate condition before
aggr2gate condition.

lach Scznario was played three times in disaggregate condition.

Table 7.5. ixperimental design for the !"Major' series of gamnes.
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1 note immadiately that in the analysis of the-games, no
effect could be detected ue to the aggregation/disaggregation
condition. 1t seems that, ét least at the levels that we used,

"players were casily ablé to assimilate the data into usable form
irrespeCtiVe of the format in uhich it was presented. Further
consideration of this aspect of decision-making is interesting but
beyond the scope of this thesis. It may be of interesf to compare
our results with those of Daniel (1980); we have commented‘briefly
in this vein in our Final Report (McDowell et al, 1979b); The
aggregation/diSaggregation'variable will not be mentioned furthér

in the analysis of the games to be presented here.

Game Communications

The rawmaterial for the analysis of a player's béhavi&ur in the
game was to be his cémmunications in the game. As before, in each of
the six rounds of the game the player, in his role as Divisional.
Commander, issued a directive statement to his subordinate Task Force
Cbmmanderg, and a report statement to his Superior Cbrps Commander.

In addition, during a research phése invthe first, third and fifth
réunds}_the player provided a commgnt#ry on hié recéﬁt decision-making

to .the game directing staff.

All three types of material - directiQes, reports, and decision-
makiﬁg commentariés - were recorded directly onto tape by the piayers.
After the games, the recordings were transcribed (by a skilled
secretary) into written form. These transcriptions are virtually
ubrd;for-uord'rendérings of the playefsf Speéeh - only very rarely
was it necessary to guess at the content-of an inaudible phrase or

remark. A sample transcript, for player C in Round 1 of Scenario 1,
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is shovm in Table 7.6; this communication set is one of the shortest

we encountered,

Transcrintion of verbal communications was an efficient and
eFFective way of recording deéision—making data in the game. Qccasional
ambiguities of meaning did arise in fthe transcripts - these corresponded
to ambiguities in the recordings made by the players. There is no
way of resolyihg these ambiguifies. Had the Organisational Control
Game beén being played "for real", without fhe deception inherent in
thevSuperior Commander System, a superior or subordinate player
might well have queried these ambiguities, had he detected them. Tt
should be,emphasised that ambiguities were found éxtremely rarely.
where they occurred, an arbitary decision was taken as to the
intended meaning. At no time wastﬁereany danger’of this arbitrary -
procedure severely altering the méaning of A substantialvsection of

a transcript.

Initial Imoressions of Communication Transcripts

Some impression of the output of the games was géined by myself
arid the othersiassociated with the project during the preparation of
the transcripfs. When the transcriptsAwere complété, they were reread
as é set, beariﬁg in mind that we were looking for anything tha£ could
be regarded as an indicator or measure of decision-making, aﬁd*that

could be compared from game to game.

It is worth making one point about the movements of reserve
forces in the late stages of the game. Tt becomes immediately clear
on studying these movements that it is impossible to attribute meaning

to them on the basis of the geographical movements alone. In other
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Scenarino 1, Player C, Round 1

Task Force Communication Thase

Orders for 3 Task Force: 9,1D,11 and 1° battalions. 1o change,
hold your positions. :

Orders for 1 Task Force: 1,7,3, 4 battalnons of 1 Task Force.
Mo change, hold your ositionuse. :

Corons Communication Phase

Situation enemy North. Our units in contact are 7,3 and 9 Regiments
o 7Z Division, are in contact and in battle at the monent. Further South
3,1 and ” Regiments of ® Division are moving into contact all in the area
West of Pontet-Canet. In the South in contact with our forward elements
is 57,51 and 33 Radgiments 9F 7 Jivision; Southeilest o Eatailley. Tn the
middle of th2 area we have 1, 3 and 2 Regiments of X Division, whosa
present location is uncertain, but they are North of Croizet-Bag=ss, are
moving iast and uth-iast. 7 Division and 7 Division are the two divisions
in contact at the moment. ' :

istimate of strength, material means, morals and knowledge of our
situation is: no change. ’

r‘onclus:\ons covering courses of action open to the enemy: I estimate
the Z Division will be moving forward uy’ the axis Pontet-Canet to Cantemerle
and continuing to, if possible, onverwhelm our forces in that area. To the
outh-West the 7 Division will be moving up the road Ratailley to Langoa
towards Cantemerle.

Our ‘situation: activities of our own forces. No change from previous
situation report. -Those units in contact are still in contact. Activities
of forces not. attached: no change.

Conclusions covering courses of action open to our own forces: we
are under orders to defend our present locations where in contact at the
moment, and will continue to do so.

Research Phase

My appreciation in the decision-making process here was that in both
the North and South o< my area my directive was to hold my position as long
as I could and T had reports from all the Task Worce Commanders that
although in contact in both of the Task Force areas, they were able to hold
their positions, and they were in a reasonable position in which to defend
the two thrust axes, so I decided at the moment to leave them where they
were, ' .

As far as resupply is concerned, appreciation there was to move up
particularly quickly to the Southern Task Force (number 1) more resupply
units, in order that they can continue fighting that intensive battle to
the South. :

Table 7.6. Transcript of communications for Player C in the first round

of Scenario l.
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words, a particular movement could have been made for a variety of
quite distinct reasons. To identify the feésons, the transcripts

of the games must be consulted. That this is so might have been
predicted frow the arguments already put forward in this chapter.

It is, however, interesting to compare this with a similar observation
recently reported in the O.R. literature (Huxham et al,1981) for

the case t:>'lF simple matrix games, where the unsuépecting experimenter
~mighf (vmongly) have su@posed motivation for particular pléys to be

fairly obvious, and thus deducible from observation of the plays.

The immediate impression gained from the transcripts of the games
was the large Qariety in the way's in which the players described their
infefpretation of aﬁd beﬁaviourvin.their decisinn-making environment.
For a given scenarion, in which ail seven players were led through
exactly the same sequencé of objective situations and events,
individual playérs would describe the game environment éompletely
differently. we were left in no doubt that their perceptions of the
same objective situations differed.widely.l Tﬁis is, of course,
consiétent with our earlier exortation to regard decision-makers as

unigue individuals.

Despite what we have alfeady sfated in this éhapter, in some
respects the>observation was still soﬁewhat sﬁrprising; in other
respects it ﬁdw seemed quite natural., It wés suiprising, because our
players, we know, were of broadly similar backgrounds -~ they were all
. army men, all held the rank of Major, all were articulate and
apparently competent, and all were presumably of similar cultural and
" doctrinal background. Thus, that the most obvious feature of their
perceptipns in'the éame Were the differences was, in one sénse,

unexpected. Yet, taking a less rigid view of the game, remembering
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that the players were not merely subjects with measurable behavioural.
responses, but were, presumably, as cémplex as the experimenters
themselves, we realised that to expect a high degrée of consistency
between players might be a ridiculous idea. After ail, we had partly
choseﬁ the, method of tape-recording of free comnunication in order to
permit players to give free reign to their own views rather.than
constrain them to terse ordérs or reports (as written communication
'tended to produte) or to thinking along linés suggested by the

experimenters (as a‘questidnnaire methodology would tend to do).

Given the written tranécripfs of the players game communcations,
there now remains the problem of translating them -into a format more
amenable to study and comparison. e carried this out using the
technique of cognitive mapping. Since I belieye the coghitive map
analysis of these games to.be the most impértant part of our decision-
making reséarch (as opposed to our work on game design and secondary
tasks), I have chosen to devote the entire ﬁext'chapter to this

analysis.
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CHAPTUER 8

A QOGMITIVI LAY "WNALYSTS OF TH . ORGANI SATIONAL CONTROL GAM3

3.1 Introduction

Tn this chapter T shall describe the analysis 5F our third,
‘Major!, sories of games by tha technique of cognitivae mapping.
This is a technique from psychology which offers an approach to the
analysis nF decision—makingvthat begins to tackle the problems that.
were described in the previdus chapter. Tts us2 can be seen as
part of a recent tréud.in some areas of Operational Research to
explore motﬁnds and technicues which emphasise the individuality of
the decision-maker awd the unicueness OF'his own conception and
understanding »f his rlecision-making environnent. Some of tﬁe
work described in thjsbchagter has been published in the Nperational

Research literature (Xlein & Cooper, 1937).

The aim of Operationaleeéearch‘is to aid decision-makers. Tn
the past, this has been acﬁieved largely by the provision of
techniues, together withAgujdelinés for their applicatinn, directed
towards the resolution of reasonably wéll-defined oroblems. In this

area Operational Research has been uncuestionably successful.

Recently, however, attenfion has been incréasingly directed
towards a diffarent type of problem. 1t has now been widely
rgcognjsed that ﬁany o? the problems faced by decision—maker; exist
within complex, ill-deFined andd 5ntercoﬁnected ”messes"'(Acko?F, 1979),
located in fundamentally turbuient eﬁvironménts (Radford, 1973).
Accordingly, much attention is now directed towards fhe problems of

strategic decision-making in conflict and crisis. Tt is recognised
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that purecly analytical agproaches are inadecuate to deal with such
oroblens, and the noed for the development of a more general “'science”

of decisgion-making has hesn idmtiied (Dando et al, 1277).

An important part of the development of a decision-making
scionce is the provision of more detailed models of the individual
decision-maker than exist at th: monrent. . Psychological rescearch

~

orovidies a wealth o7 informatinn about the behaviour of indiﬁidualé,
whilae ;mlitical scicnce and international relations have long been
concerns! with high-level drciéion—making, but it is only recently
that combined ap.roachoes have hem arbpted.  The juterdisciplinary
stanée of Q.. makes it ideally suited to také an active role in this

more unified approach to the study of decision-making. O.R. can

both contribute to this arca, and learn from it.

The cognitive manéing technicue to b2 described in this chagtet
is a meané.o” examininé the behaviour of individual decision-makers.
A cognitive ﬁap is a representation of the herceptions and beliefs of
an individual about his own subjzctive world, As will be described in
the next section, the technicue has been employ2? in the fields of
internatsonal relations and adﬁinistrative science, and recently there
have been applications in Q.R. Tt éeems certain that cognitive mapping

is a fruitful method o“ analysing decisions in a number of O.R. areas.

Tn the next section oF this chagpter, I ghall briefly describe the
cognitive mapoing technicue, and concisely review the literature
concerning applications in related areaé. This will be followed by an
example of the preparation of a cognitive m39 f;om the output of a

round of the Organisational Control Game. 1 then proceed to present

201



and discuss the cognitive map analysis of the series of gawes. The
results deal mainly with the initial percentions of the players in
the ganes, but include some consideration of dymamic aspects and the
way in which perceptions alter as the game progresses. Rinally, T
draw some conclusions about the usefulness and applicability of

* . -
cognitive mapwing, both for the type of decision-~making experiments

described in this thesis, and also in a wider O.R. context.

3.2 Cpgnitive Mapping

Traditionally, scientists (and thereforg by implication most of
those involved in O.R.) have been concerned with the real, objective
uprld, where phenomena can be observed and measured. Fowever, human
decisiQn processes never take place in this objective world. All that
can be observed there are some of their effects. iuman decision
srocesses always take place within the subjective world of the
individual decision-maker. Cbgnitive mappoing offers a window on this
subjective world. it provides a means of representing the way in which
a decision-maker models his decision—making énvironment, in terms of
thé comcepts h2 hinself uéés. The technique has besn used to exanmine
the2 causal belief systems of 89ci5i0n~makers in a variety of contexts,

incldding Qe

A cognitive map is derived from a text, a record of the verbal

or written statemchts of an.individual. ~rom the text are identified

" the concepts used by the individual,.and the causal relationships
between them. Unly two types of relationship are considered in the
application discussed here: positive and negative. A positive

relationship occurs when a change in a predecessor concept causes a
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similar change in the successor: an increase (decrease) in the first
causes an increase (decrease) in the second. With a negative
relationship, an increase (decrease) in the predecessor causes a

decrease (increase) in the successor,

An example will serve to clarify these definitions. Discussing>
a particular friendly unit, one player stated that " ... morale is
high, as they‘are édvancing with little opposition ...". Two concepts
may be identified in this text: “high morale’, and ‘unnpposed advaﬁée”.v
These concepts are linked Ly a positive relationship, since the player
believes that an ”unopgoéed acvance'! causes or promotes “high morale'.

The twn concepts, and the relationship between them, are shown

()

gréphically in Tigure 3.1.

The coding procedure is generally more complicated.than in this

- example. Relationships between concepts are often obscuré and sometimes
ambiguous, hut with care large cognitive maps containihg-many concepts
and relationshipys may be coded from a text and Hictﬁred graphically.
Co@jﬁg techni?pes are described in detail by irightson (1976). An

example oFf our ann coding procedures is given in the next section.

wWhen a text has been fully coded, what will have been constructed

is-a signed directed grash., G}aphs o this type will of course vary
’in size and complexity. Wwe shall‘see some examples of thoseAConstructed
Jin ouf nuwn work lafer in the chagter.‘ For the time being 1 shall
1llustrate the " Ffinished érticle’ with a purely fictional example,

shown in "igure 3.2, in which the letters fepresenting concepts and
fhe‘reyationships between concepts have been desighated.with no other
purpose’ia‘mind‘than to demonstrate various structural Featﬁres 0¥ a

cognitive map.
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T2 «.o.morale is high, as they are
acdvancing witih littl> oppnsition...
Conceots A: iligh morale,
B: Unopposed advance,
h
Ma)

Figure 3.1. Two concepts linked by a oositive relationship.
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Figure 3.2. A “fictinnal” cognitive map, illustrating: goals (in

circles); actiohs (in rectangles); a negative feedback 1oop (D,E,H,I1,J,N);
a pair of balanced paths (A,C,D,:1) and (A,X,L,E); and a pair of unbalanced

patiis (R,G) and (B,,G).
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To be a valid representation of an individual's cognitive proceéses,
the concepts which appear in the cognitive map must be those which the
individual himself uses, and the relationsips must be ones which he
beiieves exist. To attribute another set of concepts and beliefs to
the individual would defeat the whole object nf the exercise, which is

essentially to construct a model of the belief system of an individual.

The cognitive mapping technique permits complex and subtle
diagrams of individual deciSion—méking to be constructed, and these
diagrams can elucidate aﬁd give fnsight into the processes by which a

" decision-maker organises his thoughts so as to make his decisions. A
first step in looking at’a‘cognitive map inmore detail is to ideﬁtify
certain types o7 concept within its structure. The first of these
types are goals, which can be broadly defined as boncepts uhicﬁ.the
decisioﬁ—mdcer wishes to maximise, at least in part, for their own sake;
and not merely because they facilitate some other concept. In a
military situation, an obvious example of a goal would be to defeat

the eneny. That goal, however, might be regarded as possibly too
long-térm and non-operational, and might not be the concept with which
the decision-maker would naturally work. e might prefer goal concepts

which ar= more immediately realisable, like yrevention of forward

movemant by enemy, or the breaking of enemy supply routes. In a cognitive

may it is probably most useful to regard the goals as those ends towards
which the decisinn-maker is immediately working. In our notation, we
enclose goal concepts in circles in the cognitive map, as shown in

Tigure 8.72.

The other type of concept in a cognitive map which it can be
useful to identify are actions (enclosed in rectangles in our notation,

as in Figure 8.2). These represent real actions that the decision-
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maker, and possibly other actors in the environment, might take. An

instance of such an actinn concept might be to attemdt to outflank the

enemy. The decision-maker can choose tn do this, or not, and the

decisinn will have consequences.

Py this identification of goals and actions, cognitive maps are
given a dynamic aspect. 'We can now trace paths of positive or
. negative relationships leading from acfions to gonals, and we can begin
to see how specific actions affect specific goals in theAdecisionf

making environment.

As we trace paths and examine structures iﬁ a cognitive map,
certain features can be jdeﬁtified. The distance between actions and
“goals is oné such feature - sometimes, it is found that several concepts
intervene between an action and the goal which it affects, leading to
l5ng, linear pathslpf concequences'appeafing in the map. In other cases,
actions may be very closely linkad to goals. Compare the paths

(A,C,D, 5,7, X) and (B,G,Y) in Figure 3.2

There is or course, no reason why feedback loops should ﬁot occur
in thevmaps. A positive feadback loop, vﬁicﬁ must have an cven number
0" negative links in its structura, would suggest that an§ élteration'
in a concept within.a loop “ould tend to simplify that alteration. On
the other hand, a negative feadback loop, with an odd number §f negative
links, would tend to cancel out such alterations. The structure

(Ms 23y T, J,N) in FTigure 8.2 is a negative feadback 1oope.

Other structures that will often appear in maps are multiple paths
between two concepts. 1t seems clear that the situation is relatively

well-defined when all the paths have, in total, the same sign. Tor
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example, if all the paths are positive (suchas (A,C,D,1) and (A,K,L;d)
in Wigure 8.72), then obvinusly an increase in the initial variable
causes an increase in the final variable. PEut what happens if.u@
have, say, one pésitive path, and one negative path (such as (B,G)
and (B,M,G) in Figure 8.2)? The precise relationship between initial
and final variable is no longer clear. In fact, there is nét enough
information in the may to define it. Some measure of path magnitude
would be needed to make the overall relationship precise. It would
be possible to attempt to aésign rough magnitudes to paths to deal with
this type of situation; however, it caﬁ be argued that the ambiguity
in the simple picture may.well reflect quite accurafely the reality
of the aecision-maker's cognitive process, that the ambiguity is
uncomfortable, and that the decision;makér may, in fact, delete
relationships until he is left with a situation which exhibits

path-balance. That is, in some sense he deliberately fails to consider

possibilities which lead to unbalanced path structures, because this
strategy will lead to easier decision-making. This type of decision-

makihg behaviour is hypothesised by Axelrod (1976a).

Cognitive Map Literature

Cognitivg mapping was developed by Robert Axelrod as a means of
analysing decision—makiné in political science. His approach is
déscribéd in detail in the book "Structureof Decision' (Axelrod, 1976a).
As well as a thornugh examination of the principles of the political
sciénce vork of Axelrod and his colleagues, the bookginclﬁdés a
complete practicalguide to their methods of coding texts - fhat is,
how concepts and rélationships are identified in a piece of material

to be coded (Wrightson, 1976). Th= book also contains five case studies.
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The case studies include a comparison of the cognitive maps,
derived from transcripts, of the participants of the "Pritish zastern
Committee of 1913, the purpose of which was to determine Pritish
poliéy in what was then known as Persia (Axelrod, 1976b). The author
Tinds the number of causal assertions made by the participants
surprisingly high, and records his amazement that a decision-maker
could useFuily handle so many assertions. In another of the case
studies, Haft (1976), investigating international cooperation in the
ex>loitation and conservation of ocean resources, presents cognitive
manos of large organisations (rather than individuals) in which the
beliefs maoed were derived with the aid of a panel of judges who were
experts‘onrthe subject. ilart was particularly interested in the

structure of the gnal concepts of the organisations.

flart has also used cognjtjve'mapging to bomgafe the belief
systems o€ three Latin American oolicy makers (Hart, 1977) and also
Athree presidents o7 the United States (llart, 1973). Other applications
of cognitive mapping in the field of political science include an
apglicatibn to Norwegian oil policy (monham et al, 1978), an analysis
of the pcfceptions of mnérican foreign péiicy officials towards the
Arab-Israeli conflict in'the early 1970s (RPonham et at, 1979), and an
analysis of Japan's decision to go to war in 1941 (Levi & Tetlock,
1980). lbore generai discussions o cognitive mapying and allied
technicues in the context of political science include those by Shapiro
and Bonham (1973), Bonham et al (1976), and leradstveit and Narvesen

(1978).

Roos and [lall (1930) provide a recent example of the use of
cognitive mapping in the field of administrative science. sAxplaining

that essentially they are using influence diagrams whose structure
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is determined by the perceptions of the analyst, they use the
diagrams they are able to derive to aid analysis of power within

an orga