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There is wide agreement that the goal of any cognitive theory of lexical processing must be to describe the mental architectures and processing components that enable the transformation and retransformation of information across three broad domains of knowledge: orthography, phonology, and semantics.  There is also a degree of consensus that processing within and between these broad domains of knowledge can be understood in terms of a triangle with connections between each domain1, as indicated in Figure 1.  This triangle framework is a venerable one, dating back at least to Baron (1977; see Coltheart, 2005).
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This diagram does not, of course, present a satisfactory theory of lexical processing, because it makes only the barest of commitments – for example, that both semantic and orthographic knowledge can be accessed directly from phonology.  Rather, the diagram provides a framework from which we can work to formulate more precise characterizations of each transformation.  For example, what exactly are the mental architectures and processing components that enable the transformation of phonology to semantics (i.e., spoken word comprehension), or the transformation of semantics to phonology (i.e., spoken word production)?   It is in formulating these more specific characterizations of lexical processing that theoretical commitments are made and hence theoretical disagreements are generated.  In this chapter, we consider just one of the computational transformations that occurs within the triangle framework – the derivation of phonology from orthography (i.e., reading aloud). 

Two Perspectives on Print-to-Sound Translation

Our discussion begins with an idea originating some 30 years ago (e.g., Baron, 1975; Coltheart, 1978; Forster & Chambers, 1973; Marshall & Newcombe, 1973) – the idea that skilled reading aloud involves two procedures, a lexical dictionary-lookup procedure required for the correct reading aloud of exception words (e.g., pint), and a nonlexical rule-based procedure required for the correct reading aloud of nonwords (e.g., vib).  This dual-route theory was supported by numerous lines of behavioural and neuropsychological evidence, and proved highly influential for much of the 1970s and 1980s.  However, empirical data that seemed difficult to reconcile with early dual-route theories plus a growing dissatisfaction with the lack of specificity in these theories (see Humphreys & Evett, 1985) saw a turn away from them and a turn toward the alternative perspective being offered by Seidenberg and McClelland (1989; hereafter SM89). These authors had developed a computational model of reading aloud based on parallel-distributed-processing (PDP) principles, which differed radically from the dual-route theory that had dominated the past decade: This model was argued to simulate the reading aloud of exception words and nonwords in a single procedure without reference to rules or to a lexicon of known words. Although SM89 was later shown to provide an inadequate account of nonword reading (Besner, Twilley, McCann & Seergobin, 1990) it provided the foundation for a range of PDP models of reading aloud (Plaut et al., 1996; Harm & Seidenberg, 2004) influential in modern theoretical debate.  The years following SM89 also saw the rise of the Dual Route Cascaded (DRC) model, a computational instantiation of the dual-route theory of reading (Coltheart et al., 1993; Coltheart & Rastle, 1994; Coltheart et al., 2001; Rastle & Coltheart, 1999) that has provided a counterpoint to the PDP models on a range of theoretical issues.  The DRC model is represented in Figure 2.  
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Modern theoretical debate in the area of reading aloud has considered two fundamental differences between the DRC model and the PDP models. The first difference has to do with the nature of processing in the orthography-phonology transformation: is it entirely parallel, or are there forms of processing which operate serially? The second theoretical distinction has to do with the nature of representation in the reading aloud system: are representations distributed or local? PDP and DRC modellers not only offer different answers to these questions but also propose fundamentally different methods for reaching these answers. PDP modellers argue that the orthography-phonology transformation is accomplished solely through parallel processing, and that the representations in the reading aloud system are distributed. In contrast, DRC modellers argue that the orthography-phonology transformation is characterised by both parallel and serial processing (while the lexical procedure of the DRC model operates fully in parallel, the nonlexical procedure operates serially, letter-by-letter, from left-to-right across the stimulus), and that the representations in the reading system are local.  Further, while these theoretical commitments were derived by DRC modellers by inference from evidence, they were derived by the PDP modellers through faith, i.e., via a set of a priori “principles” that govern the development of all PDP models of cognition and stipulate that all processing must be parallel and that all representations must be distributed.  In short, PDP modellers make a priori assumptions about the nature of representation and processing in the reading system; DRC modellers infer representational and processing characteristics of the reading system through the analysis of behavioural data. 
In this chapter, we address both of the areas of theoretical debate (i.e., the nature of processing and the nature of representation) outlined above.  With respect to the processing issue, we review a set of phenomena that suggests strongly that the orthography-to-phonology transformation is accomplished in part by a process that operates in a serial, letter-by-letter manner. With regard to the representation issue, we review facts about the lexical decision task that are very difficult to reconcile with the view that all representations within the reading aloud system are distributed, and we also point out ways in which some defects of PDP models have been specifically attributed to a wholesale commitment to distributed representation.  We further demonstrate that the DRC model provides a natural account of all of the phenomena that we discuss – a fact that should come as no surprise given the evidence-based manner in which this model was developed.2   In contrast to the DRC model, we argue that the PDP models offer no coherent account of these phenomena.  Indeed, it seems to us that these phenomena pose serious and possibly even insurmountable challenges to PDP models of reading, as long as these models maintain their a priori commitments to parallel processing and distributed representation. 

Serial Nonlexical Phonological Assembly

Eight well-established phenomena point to the existence of a nonlexical phonological assembly procedure that operates in a serial, left-to-right, manner: the position of irregularity effect (Coltheart & Rastle, 1994; Cortese, 1998; Rastle & Coltheart, 1999; Roberts, Rastle, Coltheart, & Besner, 2003); the position of bivalence effect (Havelka & Rastle, 2005); the position-sensitive Stroop effect (Bibi, Tzelgov, & Henik, 2000; Coltheart, Woollams, Kinoshita, & Perry, 1999); the length by lexicality effect (Weekes, 1997); the length by language effect (Perry & Ziegler, 2002; Ziegler, Perry, Jacobs, & Braun, 2001); the exaggerated length effect in surface dyslexia (Gold et al., 2005); the whammy effect (Joubert & Lecours, 1998; Rastle & Coltheart, 1998); and the onset effect observed in masked form priming (Forster & Davis, 1991; Kinoshita, 2003).  The DRC model, with its left-to-right phonological assembly procedure, provides a clear account of each of these phenomena.  The PDP models, by contrast, offer no account of this body of evidence.  

The Position of Irregularity Effect 

In their early development of the DRC model, Coltheart and Rastle (1994) asked whether nonlexical phonological assembly operates in parallel or serially, from left-to-right across the letter string.  They developed a prediction based on the well-known spelling-sound irregularity disadvantage on reading aloud performance, an effect attributed to competing outputs of lexical and nonlexical procedures (e.g., Forster & Chambers, 1973; Paap & Noel, 1991).  Coltheart and Rastle (1994) reasoned that a dual-route model in which nonlexical phonological assembly operates in parallel predicts no effects of the position in an irregular word at which the irregularity occurs, because all letters are translated to phonemes at the same time.  Conversely, a dual-route model in which nonlexical phonological assembly operates serially predicts that the effect of irregularity should be modulated by the position of the irregularity in the word: Early spelling-sound irregularities (e.g., chef) should be more detrimental to reading aloud performance than late spelling-sound irregularities (e.g., glow). Coltheart and Rastle (1994) found solid evidence for the serial version of nonlexical phonological assembly.  Relative to regular control words, the cost of spelling-sound irregularity decreases monotonically and linearly over the position in the word at which the irregularity occurs. They argued from this evidence that the transformation of orthography to phonology is accomplished, in part, by a serially-operating phonological assembly procedure.  

Coltheart and Rastle’s (1994) position of irregularity effect has now been replicated several times using monosyllabic stimuli controlled on a range of variables (Cortese, 1998; Rastle & Coltheart, 1999; Roberts et al., 2003).  Such replication has been valuable because it has enabled actual simulations of the effect with the available models of reading aloud – all of which are currently restricted to monosyllabic stimuli. These simulations have consistently demonstrated that the DRC model – as a consequence of its serial phonological assembly procedure – provides a clear account of the position of irregularity effect.  In contrast, simulations with the available parallel models have usually revealed a failure to account for the position of irregularity effect (see Coltheart et al., 2001).  Zorzi (2000), however, was able to simulate the position of irregularity effect reported by Rastle and Coltheart (1999) using a fully-parallel model (Zorzi et al., 1998), thus calling to question a serial interpretation of the effect.  Zorzi (2000) was able to simulate this effect because of an inadvertent confound in Rastle and Coltheart’s (1999) materials between grapheme-phoneme consistency and position of irregularity, with words consisting of early irregularities being more inconsistent than words consisting of later irregularities.3  To illustrate, though both CHEF and GLOW are irregular, the CH->/S/ correspondence in CHEF occurs far more infrequently (‘chaise’ being the only other exemplar) than does the OW->/O/ correspondence in GLOW (which also occurs in e.g., ‘blow’, ‘flow’, and ‘slow’).  
The issue of consistency and position of irregularity appears to have been put to rest (at least temporarily) by Roberts et al. (2003), who reported a position of irregularity effect on reading aloud using a set of stimuli tightly controlled on grapheme-phoneme consistency.  Roberts et al. (2003) reported that of the models currently available, only the DRC model could simulate their human data.  Neither the data reported in this final study nor its conclusions – that the translation from orthography to phonology is accomplished, in part, by a serially-operating phonologically assembly system – have been challenged.  Furthermore, Havelka and Rastle (2005) have recently reported a position of bivalence effect on Serbian reading (described below), which is analogous to the position of irregularity effect and which precludes an explanation in terms of consistency.
The Position of Bivalence Effect
The Serbian language is written in two alphabets, Roman and Cyrillic, each of which is perfectly feed-forward (i.e., spelling-to-sound) and feedback (i.e., sound-to-spelling) consistent.  Each alphabet comprises three types of letters: (a) unique letters (N=19) occur in only one alphabet thus providing two graphemic interpretations (one in each alphabet) of a single phoneme; (b) common letters (N=7) are shared by each alphabet and map onto the same phoneme in both alphabets; and (c) ambiguous letters (N=4) are shared by each alphabet but map onto different phonemes in each alphabet.  These letter types are used in the formation of two types of words: (a) unique words comprising common and unique letters, which can be read only in one alphabet; and (b) bivalent words comprising common and ambiguous letters, which have two possible pronunciations depending on the alphabet in which the letter string is interpreted.  Bivalent words are typically meaningful only in one alphabet, and are pronounceable nonwords (with a different pronunciation of the ambiguous letters) in the other alphabet.  These bivalent words are read aloud more slowly and less accurately than matched unique words (Lukatela, Lukatela, Carello, & Turvey, 1999). This result is analogous to the regularity effect on reading aloud: It arises on a dual-route theory because the nonlexical route yields two pronunciations for bivalent words, one of which competes with the correct lexical pronunciation. 

Havelka and Rastle (2005) reasoned that a Serbian dual-route model in which nonlexical phonological assembly operates in parallel predicts no effects of the position in a bivalent word at which the ambiguous letter occurs – for the reason that all letters are translated to phonemes at the same time.  Conversely, a Serbian dual-route model in which nonlexical phonological assembly operates serially predicts that the effect of bivalence should be modulated by the position of the ambiguous letter in the word: Words with early ambiguities should be read aloud more slowly and less accurately relative to matched unique controls than words with late ambiguities.  Havelka and Rastle (2005) observed exactly this result when they compared bivalent words with initial and final or penultimate ambiguities to matched unique controls.  The cost of initial ambiguity was 117 ms while the cost of final/penultimate ambiguity was 37 ms. 

This manipulation directly addresses the concerns regarding consistency that have arisen with regard to the position of irregularity effect. Serbian bivalent words are inconsistent because they map to more than one pronunciation.  However, the four ambiguous letters that create these words are equally inconsistent, since each of them has only a single pronunciation in Roman and a single pronunciation in Cyrillic.  Furthermore, analysis of the Frequency Dictionary of Serbian Language (Kostic, 1999) reveals that there is no difference in the frequency with which ambiguous letters occur in initial and final/penultimate positions of Serbian words (Jelena Havelka, personal communication, 2004). Thus there is no sense in which words with initial ambiguities could be more inconsistent than words with final or penultimate ambiguities.  Havelka and Rastle (2005) asserted that these data constitute strong evidence for a serially-operating phonological assembly procedure in reading aloud.  While the DRC model offers a natural explanation for this phenomenon, the set of models that operate solely in parallel offer no account of this phenomenon.

The Whammy Effect
A dual-route model in which nonlexical phonological assembly operates in a serial, left-to-right manner makes an interesting prediction with regard to the reading aloud of nonwords with multiletter graphemes such as the graphemes oo and ph in the nonword fooph (Rastle & Coltheart, 1998). If letters are converted to phonemes one at a time in the nonlexical route, then nonwords with multiletter graphemes (e.g., fooph) should be read aloud more slowly than nonwords in which every grapheme is a single letter (e.g., frelp).  This prediction is easily understood by considering the manner in which a serially-operating nonlexical route generates a pronunciation for the stimulus fooph.  After translation of the letter F to /f/, the nonlexical route translates the letter O to /O/, yielding /fO/.  While activation for this second phoneme is rising, the nonlexical route gets to the next letter O and discovers that it is actually part of the multiletter grapheme OO.  The nonlexical route revises the second phoneme of the stimulus to /u/, yielding /fu/.  However, by this time, activation for the incorrect /O/ phoneme has been allowed to rise, and therefore competes with the activation of the correct /u/ phoneme. The same problem occurs as the nonlexical route translates the letters PH.  Rastle and Coltheart (1998) used the word “whammy” to describe the competition resulting from the letter-by-letter translation of a complex grapheme.   Rastle and Coltheart (1998) observed that human reading aloud latencies were longer for nonwords that contained multiletter graphemes (e.g., fooph) than for nonwords that did not (e.g., frelp) – an effect that was mirrored perfectly by the DRC model with its serially-operating phonological assembly procedure.  This effect has also been observed in French readers (Joubert & Lecours, 1998).  

In contrast, none of the available parallel models produces a convincing simulation of the whammy effect (Coltheart et al., 2001).  The nature of this effect – whether it genuinely implicates serial phonological assembly – has been called into question on two fronts, however.  First, the attractor network of Plaut et al. (1996) yielded a near-successful simulation of the whammy effect (p=.058).  If the PDP model does in fact yield a whammy effect, once again differences in consistency between the two sets of nonwords provide a potential explanation for this marginal success. While complex graphemes can map reliably onto particular phonemes (e.g., PH->/f/), their individual constituents map onto different phonemes when presented out of context (e.g., P->/p/, H->/h/).  Further analysis of this network is needed to determine definitively whether it can simulate the whammy effect, and if it can what is it abut the model that is responsible for the effect.  Second, a disadvantage in recognizing words and nonwords with complex graphemes is also revealed in tasks that do not require phonological assembly – namely, perceptual identification using the luminance increasing procedure (Rey & Schiller, 2005; Rey, Ziegler, & Jacobs, 2000).  Although this demonstration does not rule out the possibility that the source of the whammy effect is serial phonological assembly (or indeed that these are two separate effects), further research is needed to demonstrate that the DRC model produces the whammy effect in reading aloud for the same reason that it is revealed in human readers. 
The Length by Lexicality Effect

A dual-route model in which nonlexical phonological assembly operates in a serial, letter-by-letter manner makes a clear prediction: There should be an effect of length (i.e., number of letters) on reading aloud that is particularly apparent for nonwords (Weekes, 1997).  Weekes (1997) examined this prediction using a multiple-regression approach, which afforded a means to control the natural confound that exists between length and neighbourhood size.  He found an interaction between length and lexicality: Reading aloud latency increased as the number of letters in the stimulus increased, but this was only the case for nonwords.  Weekes (1997) interpreted these findings as strong evidence for a dual-route model in which nonlexical phonological assembly operates in a serial, left-to-right manner.  Simulations have revealed that the DRC model provides a sufficient account of the length by lexicality effect.  Further, the model explains a massive 40% of the variance in Weekes’ (1997) nonword reading aloud latencies.  

In contrast, none of the available parallel models produces a convincing simulation of Weekes’ (1997) length by lexicality interaction (Coltheart et al., 2001).  Some authors (Zorzi, 2000; see also Perry & Ziegler, 2002) have, however, argued that the length by lexicality effect may actually constitute a form of the consistency by frequency interaction – and therefore may not reflect serial phonological assembly at all.  This argument is based on two premises: (a) longer letter strings are typically more inconsistent than shorter letter strings (because they contain e.g., multi-letter vowels like ‘ough’); and (b) inconsistencies in low-frequency words (of which nonwords are an extreme case) are particularly detrimental to performance.  In general, then, longer stimuli should be more difficult to read aloud than shorter stimuli, particularly when they do not correspond to well-known words.  While we cannot refute this possibility, we would wonder why a network such as that developed by Plaut et al. (1996) is able to produce the consistency by frequency interaction but cannot produce the length by lexicality interaction (see Coltheart et al., 2001).  Fortunately, a more direct refutation of this possibility is now available in research on the length by language effect (Perry & Ziegler, 2002; Ziegler et al., 2001) described below. 

The Length by Language Effect

Ziegler et al. (2001; see also Perry & Ziegler, 2002) conducted an experiment that compared the size of the length effect across English and German.  Stimulus materials comprised words and nonwords that were cognates in the two languages (e.g., English: tea, loud, storm; German: tee, laut, sturm).  One nice thing about using cognates is that they preclude an interpretation of a length by language interaction in terms of early visual processing or articulatory processing – arguments that PDP modellers have often pursued with regard to serial effects (e.g., Kawamoto, Kello, Jones, & Bame, 1998; Plaut, 1999; see Havelka & Rastle, 2005 for a discussion). Ziegler et al. (2001) reasoned that if the length effect arises because of increasing inconsistency with greater length, then German should show a smaller length effect than English because German is more spelling-sound consistent than English.  This prediction was verified by Perry and Ziegler (2002), who implemented English and German parallel models of reading aloud based on the connectionist dual-process model of Zorzi et al. (1998).  Simulations revealed, as expected, that the German model showed a smaller length effect (across words and nonwords combined) than the English model.  The human data revealed the opposite effect, however, with the size of the German length effect greater than the size of the English length effect.  These data would appear to refute an explanation of the length effect in terms of increasing inconsistency with increasing length. 

Perry and Ziegler (2002) also tested English and German DRC models on their stimuli, and found somewhat surprisingly that (as in the human data) the German model showed a larger length effect than the English model.  Why are the DRC models able to simulate the larger length effect for German than English?  Perry and Ziegler (2002) traced this effect to an interaction between DRC’s serial phonological assembly procedure and its application of German context sensitive rules called “super rules”, which account for a great deal of German spelling-sound regularity.  Consider the English and German nonword GACK.  The English DRC phonological assembly procedure translates this stimulus to phonology letter by letter and encounters no whammies. The German DRC phonological assembly procedure also translates this stimulus letter by letter, but encounters an extensive whammy because of a context-sensitive rule that states “vowels are long unless followed by two or more consonants.”  Thus, an incorrect vowel sound is allowed to rise in the German translation of GACK until the entire stimulus has been translated – a powerful whammy indeed.  The effect of this whammy increases with increasing length (e.g., with three letter words it occurs only in VCC stimuli; with four letter words it occurs in CVCC and VCCC stimuli; Perry & Ziegler, 2002), and that is why the DRC model produces a greater length effect for German than for English.  We have no guarantee, of course, that the DRC model produces the length by language effect for the same reason that human readers show this effect.  However, we can guarantee that the parallel models provide no account of this effect since these models make exactly the wrong prediction about its direction. 

The Exaggerated Length Effect in Surface Dyslexia

 Surface dyslexia is an acquired disorder of reading characterized by relatively intact regular word and nonword reading in the face of extremely poor exception word reading.  The dual-route account of surface dyslexia involves a lesion to the lexical route (e.g., a lesion that reduces the accessibility of orthographic lexical entries; see Coltheart et al., 2001), so that processing along the nonlexical route dominates the reading aloud computation.  Such a lesion results in regularisation errors for irregular words (e.g., pronouncing ‘pint’ as if it rhymed with ‘mint).  If the nonlexical procedure operates in a serial manner, such a lesion should also result in an exaggerated length effect on reading aloud latencies that extends to regular words.  PDP models of reading do not make this prediction, since the computation of orthography to phonology in those models occurs solely in parallel.
Gold et al. (2005) investigated this issue by studying length effects in healthy controls, patients with dementia of the Alzheimer's type (who were not semantically impaired), and patients with semantic dementia and surface dyslexia (who were semantically impaired). All performed at ceiling on regular word reading accuracy. The mean differences between short-word and long-word RTs for regular words were 8.5 ms for the healthy controls, 8.5 ms for the Alzheimer's patients, and 73 ms for the patients with semantic dementia and surface dyslexia. This result provides good evidence for the dual-route account of reading in surface dyslexia, as well as further strong evidence for the presence of a serial processing component within the human reading system: "the group by length interaction is more easily accommodated within dual route than connectionist models . . ..Connectionist models have a more difficult time accounting for the increased length effect observed in SD latencies because they do not contain a serial processing component. Rather, orthographic, phonological and semantic components of words are processed in parallel" (Gold et al. 2005, pp 842-843). 

The Position-Sensitive Stroop Effect

Coltheart et al. (1999) conducted an experiment to examine evidence for serial phonological assembly, capitalising on the phonological Stroop effect in order to avoid the types of issues faced in related studies.  Subjects were presented with coloured words, to which they were instructed to name the colour.  Target words shared either their initial or final phonemes with the colour name (e.g., RAT or BAD printed in red), and responses to these words were compared with responses to control words that shared no phonemes with the colours in which they were printed.  Coltheart et al. (1999) reasoned that a serially-operating phonological assembly system would predict a benefit of phonemic overlap on colour naming that is larger when the phonemic overlap is early than when it is late.  Conversely, a phonological assembly system that operates solely in parallel predicts a main effect of phonemic overlap but no effect of the position of phonemic overlap.  Coltheart et al. (1999) reported clear evidence in favour of serial phonological assembly, and demonstrated that the DRC model with a rudimentary semantic system could produce a close simulation of the effect.  One particularly desirable aspect of this experiment is that it comprises a within-target comparison (e.g., the participant says “red” in both initial and final conditions).  Therefore, it is difficult to see how an argument from a consistency standpoint could be lodged, as has been lodged with regard to related effects such as the position of irregularity effect.

Bibi et al. (2000) conducted a similar investigation in Hebrew, in which words are read from right to left.  They presented stimuli in three conditions for colour naming: (a) a neutral condition in which the stimulus was a row of identical letters in a particular colour; (b) a congruent condition in which the stimulus was either a printed colour name printed in that particular colour, or a word that differed by one letter from the printed colour name; and (c) an incongruent condition in which the stimulus was a printed colour name printed in a different colour, or a word that differed by one letter from this printed colour name.  Results showed a significant congruency effect (neutral – congruent) when the printed stimulus was a complete colour name.  However, when the stimulus differed by one letter from the congruent colour name, the size of the congruency effect depended on the position of the mismatching letter in the printed stimulus: The congruency effect increased in size as the mismatching letter moved further to the left in the right-to-left sequence.  Results also showed a significant incongruity effect (neutral – incongruent) when the printed stimulus was a complete colour name.  However, when the stimulus differed by one letter from the incongruent colour name, the size of the incongruity effect depended on the position of the mismatching letter in the printed stimulus: The incongruity effect increased in size as the mismatching letter moved further to the left in the right-to-left sequence.  These data parallel the English findings of Coltheart et al. (1999) nicely, and provide very good evidence for right-to-left serial processing of Hebrew.  

Masked Onset Priming

Forster and Davis (1991) reported that when a briefly-presented (50-60 ms) masked prime and a subsequently-presented target shared their initial letter, target naming was faster than when target and prime shared no letters: this is the masked onset priming effect. This priming effect occurs irrespective of the lexicality of the prime and target (Kinoshita, 2000); it is based not on shared initial letters across prime and target but on shared initial phonemes (Kinoshita, 2003); and crucially, it arises only if prime and target share the initial phoneme.  Sharing all phonemes bar the first produces no priming (Kinoshita, 2000). 

The DRC model offers a natural account of this masked onset priming effect (see Coltheart et al., 2001). Early on in the processing of a letter string by the DRC model, activation of the phoneme level is produced only via the nonlexical route. Since that route operates from left-to-right, the first phoneme of the prime will be activated just by the nonlexical route. Suppose that the prime duration is such that before the nonlexical procedure can move on to the second letter of the prime, the prime is terminated and replaced by the target. This means that when target processing begins there is already some activation at the phoneme level – activation of the first phoneme of the prime. If so, there will be facilitation of target phoneme activation if target and prime share the same initial phoneme and inhibition (via competition based on lateral inhibition) if they do not: thus a masked onset priming effect will occur.

If the prime were being processed in parallel rather than from left-to-right (as PDP models would have it) then these masked onset priming results would seem inexplicable. In particular, consider the prime-target pairs mof SIB (0 phoneme overlap), suf SIB (1 phoneme overlap) and sif SIB (2 phoneme overlap).  PDP accounts can explain the basic finding of faster response latencies for suf SIB than for mof SIB, since the former pair is more similar than the latter pair.  However, these accounts also predict more priming when there are two phonemes in common between prime and target (sif SIB) than when there are one (suf SIB); but these conditions do not differ.  Now compare mof SIB (0 phoneme overlap) and mib SIB (2 phoneme overlap): a PDP account predicts priming here but none is observed. Finally, compare suf SIB (1 phoneme overlap) with mib SIB (2 phoneme overlap). Priming occurs with the 1-letter-in common condition, yet there is no priming with the two-letters-in-common condition. All of these results were reported by Kinoshita (2000).  Clearly all that matters here is just the identity of the initial phoneme of the prime; a parallel processing model has no explanation for this set of results.

Local and Distributed Representations

It is quite possible that in some cognitive domains humans use distributed representations to do cognitive processing in that domain, whereas in other domains humans rely exclusively on local representations. So we will not seek here to say anything at all general about the issue of distributed versus local representation. Instead, we will focus on just one cognitive domain – reading – and will address the following issue: does the human reading system use local representations, or are all its representations distributed? And we will narrow our scope even further: we will consider only computational models of reading. This is worth doing because any computational model of reading, since it has to be expressed explicitly, must make an explicit commitment to a particular degree of distributed representation; and in fact computational models of reading vary enormously in the degree to which they employ distributed representation, from not at all, through partly (representations at some levels are distributed but those at other levels are local) to fully (there are no local representations in the model).

The first PDP model of reading (Seidenberg and McClelland, 1989) was completely committed to distributed representation: neither letters nor graphemes nor phonemes nor words were represented locally. One deficiency of this model was that it “was much worse than skilled readers at pronouncing orthographically legal nonwords (Besner, Twilley, McCann & Seergobin, 1990)” (Plaut, 1997, p. 769).  Plaut, (1997) blamed this deficiency on the SM89 model’s wholesale commitment to distributed representation: “Plaut et al. (1996) demonstrated that network implementations of the phonological pathway can learn to pronounce regular and exception words, and yet also pronounce nonwords as well as skilled readers, if they use more appropriately structured orthographic and phonological representations (based on graphemes and phonemes)…” (Plaut, 1997, p. 769).  All subsequent PDP models of reading have had local representations at the input and output levels, so none of them are fully distributed models. 

However, although all of the post-SM89 PDP models have local representations of letters or graphemes and of phonemes or phonetic features, none has gone so far as to have local representations of words.  The consistent use of distributed word representations in these models has made the lexical decision task of critical importance, as argued by Plaut (1997):
The distinction between words and nonwords is of fundamental importance to the lexical system, and many researchers incorporate this distinction into their models by representing words as explicit structural entities such as logogens or localist word units. Such units provide a natural account of how skilled readers can accurately distinguish written words from nonwords in lexical decision (LD) tasks. Given that the current distributed approach to lexical processing does not contain word-specific representations, it becomes important to establish that distributed models can, in fact, perform lexical decision accurately and that, in doing so, they are influenced by properties of the words and nonwords in the same way as human readers  (Plaut, 1997, p 785).

Thus, we next consider how well models of reading in which words are represented in distributed fashion can explain how human readers perform the visual lexical decision task.

Distributed representations and lexical decision

The first of the PDP models of reading, the SM89 model, was applied to the task of lexical decision, but its treatment of lexical decision was not very successful.  As noted by Plaut (1997, p.787), SM89 yielded a rate of false positives to nonwords far higher than that seen with human subjects, and the orthographic error scores for words and nonwords generated by the model and used for its lexical decisions did not bear any relationship to human lexical decision accuracy and latency for these items. Hence Plaut (1997, p.787) concluded that "These negative findings concerning Seidenberg and McClelland's implemented model call into question the more general claim that words can be distinguished from nonwords by a distributed system lacking word-specific representations."  The next three PDP models of reading, those described in Plaut, McClelland, Seidenberg and McClelland (1996), were not applied to the lexical decision task.  However, Plaut (1997) did describe a model based on PDP principles that was applied to the lexical decision task.   

Plaut’s (1997) model consisted of units in three bodies of knowledge: 200 semantic units, 108 grapheme units, and 61 phoneme units.  Units in these three bodies of knowledge were connected to each other via three sets of hidden units: 1000 hidden units connected grapheme units to semantic units; 1000 hidden units connected semantic units to phoneme units; and 100 hidden units connected grapheme units to phoneme units. When a word or nonword is presented to this trained network, a measure called stress can be computed for each semantic unit.  The value of stress is a measure of the absolute distance that the input drives the semantic unit away from its resting level of 0.5 (up towards 1.0 or down towards 0.0). The value of stress is zero when a unit’s activation is 0.5 and approaches 1.0 as the unit’s activation approaches 1.0 or 0.0. The average stress value of the semantic units tends to be lower for a nonword than for a word.  Thus, a criterion applied to stress values might allow the trained model to discriminate between words and nonwords.

We consider two issues here. The first is whether this method of performing the lexical decision task via consultation of the semantic level of PDP models can in fact result in accurate lexical decision performance. The second is whether this approach to lexical decision offers a reasonable account of how human readers perform the visual lexical decision task.

The obvious way to evaluate the first issue is to present the trained network with all of the words in its training set plus an equal number of orthographically-comparable nonwords, compute semantic stress for all of these items, and determine percent correct performance of the model when an optimal criterion for distinguishing the words from the nonwords is applied to the stress values. Plaut (1997) did just this. The words presented to the trained network for lexical decision were 1800 words extracted from the 2998 words of the network’s training set. The nonwords were 591 pronounceable monosyllabic nonwords with orthographic bodies drawn from real words. The decision rule “Respond YES if average stress is greater than 0.955” produced correct responses to 1773/1800 words and 582/591 nonwords (i.e. an overall error rate of 1.5%). This result demonstrates that systems which do not have local representations can nevertheless perform the lexical decision task accurately.

The second issue is whether this PDP approach offers a plausible account of how human readers perform the lexical decision task. We know a great deal about the factors that affect YES and NO latencies when human readers perform this task, so one could evaluate the PDP approach by studying whether the RTs of a PDP model performing the lexical decision task are affected by the same factors in the same manner. However, neither the modelling work of Plaut (1997) nor that of Harm and Seidenberg (2004), which also investigated the use of semantic stress modelling lexical decision, simulated lexical decision times.  Rather, these modellers simulated asymptotic lexical decision accuracy.  Thus, we do not know whether the PDP approach to lexical decision is capable of simulating RT data from the literature on human lexical decision.

However, we can approach this issue in a more general way.  In these PDP approaches to lexical decision, and also that of Plaut and Booth (2000), lexical decision depends entirely upon consulting the semantic system. Is that how human readers perform the task?  We do not think so, because neuropsychological evidence indicates that human readers can perform the lexical decision task with high accuracy even when they cannot be relying on the semantic system to do this task.

If visual lexical decision requires consultation of the semantic system to be performed accurately, then all patients with impaired semantic systems might be expected to be impaired at visual lexical decision. But, as discussed by Coltheart (2004), some are not. Patient JO (Lambon Ralph, Ellis and Sage, 1998; Lambon Ralph, Sage and Ellis, 1996) was poor at a variety of semantic tasks but 100% correct at visual lexical decision.  Patient DC (Lambon Ralph, Ellis and Franklin, 1995), also semantically impaired, was well within the normal accuracy range on visual lexical decision (117/120 correct). Patient SA (Ward, Stott and Parkin, 2000) also semantically impaired, nevertheless scored 113/120 on visual lexical decision. Patient EM (Blazely, Coltheart and Casey, in press) showed exactly the same pattern – poor at any task requiring semantics but excellent at visual lexical decision (103/106 correct.

Now, it might be argued that visual lexical decision requires less accurate access to semantics than do the tasks typically used to assess semantics, such as picture-word matching. So perhaps these four patients had a degree of semantic impairment that was sufficient to compromise tests of semantics but not severe enough to compromise visual lexical decision. However, this move does not seem a viable one. Blazely et al. (in press) reported results from two patients with semantic dementia, EM (mentioned above) and PC. On various tests of semantic processing EM consistently performed less accurately than PC, indicating that EM was at least as semantically impaired as PC and probably more so. Yet EM was very accurate at visual lexical decision (103/106) whereas PC was impaired (80/106; significantly worse than EM).  These results indicate that if the semantic system is required for accurate visual lexical decision, then PC’s semantic system was sufficiently impaired to compromise visual lexical decision.  However, EM was at least as semantically impaired as PC and thus should not have been normal at visual lexical decision.  But she was.4
Thus, we contend that human readers can perform the visual lexical decision task perfectly without needing to consult semantics. That does not mean that intact readers’ lexical decision performance is not influenced by semantics: semantic priming of lexical decision and effects on lexical decision of various semantic properties of words such as imageability or semantic ambiguity show that there is semantic influence on lexical decision.  However, the task can be performed perfectly even when this semantic influence is not available.

Plaut (1997) emphasized that he was not claiming that consultation of semantics was the only method human readers used to perform the lexical decision task. If nonwords and words are sufficiently orthographically or phonologically distinct, then consultation of orthography or phonology might suffice.  But that does not eliminate the problem, because it predicts that when words and nonwords are closely matched on such properties, the reader will have to use semantics; and that does not seem to be so. For example, in the materials given to the semantically impaired patients JO, DC, SA and EM described above, words and nonwords did not differ in bigram or trigram frequency (Coltheart, 2004), so these orthographic properties could not be used to perform the visual lexical decision task accurately; nor could semantics; yet all four patients performed the task with normal accuracy.  Thus, even if it is the case that PDP models can perform visual lexical decision accurately when they can consult a simulated semantic system, the models are not offering an adequate account of how human readers perform this task, because human readers can do so without needing to consult their semantic systems. 

The most recent PDP work on visual lexical decision, described in Harm and Seidenberg (2004), briefly explores the possibility of using a measure of orthographic stress rather than semantic stress as a basis for lexical decision by PDP models, and also explores the use of a measure of orthographic distance. However, they do not report the accuracy of lexical decision performance that can be achieved by the use of either of these two measures. Furthermore, what is simulated in this work is asymptotic performance of the model, not lexical decision latency. But most important is the fact that these two orthographic measures are computed from an orthographic representation of the stimulus that is regenerated from its semantic representation. As such, this way of doing lexical decision still relies on the semantic system and so would by impaired if the semantic system were impaired.  Hence, to offer this as an account of how human readers perform the lexical decision task is open to the objection discussed above: that semantically impaired patients can perform the visual lexical decision task with normal accuracy.

A Few More Words on “Principles”

In this introduction to this chapter, we explained that one main difference between the approach taken in developing the DRC model of reading and the approach taken in developing the PDP models of reading has to do with “principles”.  DRC modellers take an evidence-based approach to theoretical development, relying on behavioural and neuropsychological results to guide the construction of their models; PDP modellers take a faith-based approach to theoretical development, relying on certain a priori principles to guide the construction of their models.  This distinction was also considered by Seidenberg and Plaut (this volume), who cast it in terms of “data-driven” versus “theory-driven” modelling.  Models that are “theory-driven”, on the view of these authors, are those that are grounded in a set of a priori principles.  Further, and perhaps not surprisingly, these authors argue that the extent to which a model holds fast to such principles provides a primary criterion for judging its adequacy.  They write, 
…a model needs to explain phenomena in a principled way. That is, the explanation for the phenomena should derive from biological, computational, or behavioural principles that have some independent justification” (Seidenberg and Plaut, ibid., p. xxx). 
Seidenberg and Plaut (ibid., p. xxx) go on to assert that one problem for the DRC approach is that the model “can fit specific data patterns without capturing the principles that govern the phenomena at a biological, computational, or behavioral level”.  In contrast, they (ibid., p. xxx) argue that PDP models are able to avoid certain problems faced by the DRC model “…by being grounded in a set of more completely specified and constrained computational principles.”  Two major principles of the PDP approach are specified by the first and second letters in the acronym PDP: regardless of what domain of cognition is being modelled, the first principle is that models should use Parallel processing and the second principle is that models should use Distributed representations. That is why we focussed in this chapter on (a) whether all of the processing that goes on in the human reading system is parallel and (b) whether all the representations present in the human reading system are distributed. 
In our view, the many lines of evidence we have cited in this chapter concerning serial processing in reading demonstrate beyond doubt that the human reading system violates the principle of parallel processing.  Further, as for the principle of distributed representation, even the PDP models themselves violate this principle. Only in the first PDP model of reading (Seidenberg and McClelland, 1989) were all of the representations distributed.  Indeed, Seidenberg and Plaut (this volume, p. xxx) write, “SM89 was interesting but ultimately limited by its phonological representation: PMSP96 largely fixed the phonological problem”. But this fix was accomplished by abandoning the view that phonological representations in the reading system are distributed: each unit in the phonological system of the PMSP96 model represents a single phoneme, and each phoneme of the language is represented by just one unit. That is a system of local representations.  What is more, the principle of distributed representation was abandoned elsewhere in the model. In SM89 orthographic representations were distributed, but in PMSP96 they too are local: each unit in the orthographic system represents a grapheme, and each of the graphemes of the language is represented by just one unit.  Every subsequent version of the triangle model (Harm & Seidenberg, 1999, 2001, 2004) uses local representations of orthography and of phonology.  So what has happened to the principle of distributed representation? All that remains of it in these models is that whole words don’t have local representations; and we argue in this chapter that this makes it very difficult for these models to explain how unimpaired readers perform the visual lexical decision task (and even more difficult to explain how it can be that performance on this task can sometimes be intact in people with severe impairments of the semantic system).

It seems very clear to us that in the case of reading there is a conflict between what the principles say the reading system must be like and what the data say the reading system is like. So much for the principles, is our view. But the view of PDP modellers seems to be different: “Models are judged not only with respect to their ability to account for robust findings in a particular domain but also with respect to considerations that extend well beyond any single domain. These include the extent to which the same underlying computational principles apply across domains . . .”; and “The primary goal is not to implement the model that fits the most possible data” (Seidenberg and Plaut, this volume, pp XXX and XXX). The implication is that it doesn’t matter, for example, how strong the evidence is that there is serial processing in the human reading system; a model of reading in which all of the processing occurs in parallel may nevertheless be preferred because it conforms to the principles. 

Some may wonder, at this point, where these principles about the nature of cognitive processing come from in the first place.  A major source seems to be considerations about the brain: 
The PDP approach starts from a very different assumption – namely, that the nature of cognitive processing is shaped and constrained in fundamental ways by properties of the underlying neural substrate . . . hypotheses are supported by computational demonstrations that models embodying the supposed principles are, in fact, consistent with the relevant behavioural (and neuroscientific) data. (Seidenberg and Plaut, this volume, pp XXX). 
But surely this confuses software with hardware? One can implement a parallel algorithm on a serial computer, and one can implement a serial algorithm on a parallel computer: the hardware does not constrain the software.  From slogans such as “the brain is massively parallel” one cannot infer that the mind never does serial processing.  If there are facts about the brain which indicate that the DRC approach to reading is misguided and the PDP approach to reading is correct, what are some of these facts?

Conclusions

Our chapter has considered the PDP approach to modelling reading, focusing on both the P and the D in PDP. We described eight different phenomena observed in studies of reading aloud by human readers that provide strong evidence for the view that the human reading system includes a processing component which operates serially; we believe this evidence rules out the view that processing in the human reading system occurs entirely in parallel. With respect to the view that representation in the human reading system is entirely distributed, we noted that no PDP model of reading after the SM89 model has used entirely distributed representation: all of these models have local representations at input and local representations at output.  The representations of words in these models, though, are distributed, and we argued that this feature of the models make it very difficult for them to offer an account of how the visual lexical decision task is done, especially by neuropsychological patients with severe semantic impairments. 

In contrast to PDP models, models that use local representations and that include a serially-operating mechanism that converts orthography to phonology (e.g., the DRC model; Coltheart et al., 2001) are compatible with the evidence we cite concerning serial effects in human reading, and also offer a tenable approach to explaining how human readers, neuropsychologically intact or neuropsychologically impaired, perform the visual lexical decision task.
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Footnotes

1.  We say a ‘degree’ of consensus, because not all investigators believe that every connection exists.  For example, a strong-phonological theorist of written word comprehension would deny that there is a direct connection between orthography and semantics.

2.  It should be noted that neither serial processing nor local representations are required by dual-route theories in general.  For example, the model of Seidenberg and McClelland (1989) has neither serial processing nor local representations and yet those authors correctly observed that “Ours is a dual route model” (Seidenberg & McClelland, 1989, p. 559).  The DRC model has these properties not because the properties are required by the general dual-route approach but because they appear to be required by the evidence (the point of our chapter is to document this evidence). In other words, the claim that the reading system involves serial processing and local representations is not an article of faith or an a priori assumption, but an inference from behavioural data.  

3.  It may be useful at this stage to remind readers of the distinction between regularity and consistency.  Regularity is always a categorical variable: a word is regular if its pronunciation is generated correctly by a set of rules that relates spelling to sound.  These rules typically relate graphemes to phonemes (e.g., Coltheart et al., 2001; Rastle & Coltheart, 1999), but could in principle apply to other grain sizes (e.g., relating bodies to rimes).  The spelling-sound consistency of a word is defined by its relationship not to a set of rules but to other words in the language.  Though consistency was initially defined as a categorical variable relating to a single grain size (a letter string is inconsistent if its body has at least two pronunciations in the set of words possessing that body; Glushko, 1979), more recent research (e.g., Plaut et al., 1996; Jared, 1997; Rastle & Coltheart, 1999; Zorzi, 2000) has defined it as a continuous variable that can operate at multiple grain sizes (e.g., the body, the antibody, the grapheme).  For example, one could compute the body consistency of a particular stimulus by relating the number of words that have the same pronunciation of the orthographic body of the stimulus to the total number of words that possess that orthographic body.

4.  This pattern of preserved lexical decision with impaired semantics has even been reported in some Chinese patients, leading Law, Wong and Chiu (2005, p. 174) to conclude that “observations of [patients] YKM, LJG and CML seem to lend support to localist models, which assume the existence of word form representations in the mental lexicon”.
Figure Captions

1.  The ‘triangle framework’ of lexical processing.

2.  The DRC model of visual word recognition and reading aloud (Coltheart et al., 2001).  Note: Dashed lines indicate components of the model that have not yet been implemented.
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