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## GHAPSEP I

## 1. Introduction.

This aissertation is a general survey of topics in ceometric measure theory and diophantine approxination.

The present cinapter contains general definitions and notation used tinroughout and an introduction to the theory of Hausdorff measures. Froperties of the Cantor Ternary Set are also derived here, which will be needed for the discussion in Chapter II.

Chapter II is devoted to the study of a problem whose origins are outlined as follows :

Let $U$ be a unitary operator on a Hilbert space $\mathcal{1 2}$,

$$
\begin{gathered}
U: \mathcal{l} \rightarrow \mathcal{H}, \quad U^{*} U=U U^{*}=I, \\
U=\int_{0}^{2 \pi} e^{l \theta} \partial F_{\theta},
\end{gathered}
$$

where

$$
F_{0}=0 \leqslant F_{\theta} \leqslant \ldots \leqslant I=F_{2 \pi} .
$$

U corresponds to a measure $\mu$ or $[0,2 \pi$ ). (Consult [9], for example).

For any operator $T: \mathcal{L} \rightarrow \mathcal{L}$, a subspace $\mathbb{M} \subset \mathcal{H}$ is invariant if. $\mathrm{I} M \subset \mathbb{M}$.

Mas reducing if

$$
\left.\begin{array}{l}
\pi \cdots \not m^{\perp} \subset m^{\perp}
\end{array}\right\}
$$

$T$ is singular if every invariant subspace reduces.
Now the measure $\mu$ is the direct sum of two
measures

$$
\mu=\mu_{\mathrm{a}} \oplus \mu_{\mathrm{s}},
$$

where $\mu_{\mathrm{a}}$ is absolutely continuous and $\mu_{\mathrm{s}}$ is singular. $\mu_{s}$ may also be decomposed thus

$$
\mu_{\mathrm{s}}=\mu_{\mathrm{as}} \oplus \mu_{\mathrm{cs}}
$$

where $\mu_{c s}$ is continuous singular.
Similarly,

$$
\begin{aligned}
& \mathrm{U}=\mathrm{U}_{\mathrm{a}} \oplus \mathrm{U}_{\mathrm{s}}, \\
& \mathrm{U}_{\mathrm{s}}=\mathrm{U}_{\mathrm{as}} \oplus \mathrm{U}_{\mathrm{cs}} .
\end{aligned}
$$

A bilateral shift $B$ is such that for $\left\{\epsilon_{i}\right\}$ convergent in $\mathcal{H}, B \epsilon_{i}=\epsilon_{i-1}$. How $U_{a}$ is fart of a bilateral shift,

$$
\left\|B^{n} \xi-\xi\right\| \rightarrow N 2\|\xi\|, \quad \xi \in \mathcal{H}
$$

The following problem arises:

Problem.
For each $\xi \in \mathcal{H}$, does there exist a sequence
$\left\{\nu_{n}(\xi)\right\}_{n=1}^{\infty}$ of positive integers such that

$$
\mathrm{U}_{\mathrm{S}}^{V_{n} \mathrm{~F}} \rightarrow \xi
$$

It is exsily veriried that the answer is affirmative for $U_{a s}$. The question of whether the seme is true of $U_{c s}$ Eives rise to the problem considered in Chapter II; ie. does there exist a sequence $\left\{\nu_{n}\right\}_{n=1}^{\infty} \subset N$ such that

$$
\mathrm{e}^{1 \nu_{\mathrm{n}} \theta} \xi(\theta) \rightarrow \xi(\theta)
$$

ie. $\quad \int_{0}^{2 \pi} x_{c s}\left|e^{i \nu_{n} \theta}-1\right|^{2}|\xi|^{2} d \mu_{c s} \quad \rightarrow \quad 0 \quad$ ?
Or, writing $|\xi|_{\infty}=1$, does there exist a sequence of positive integers $\left\{v_{n}\right\}_{n=1}$ such that

$$
\mu_{c s}\left\{\theta: v_{n} \theta \rightarrow 0, \text { modulo } 1\right\}=1 ?
$$

It is proved that the answer to the froblem posed is neqative, in that it is impossible to find such a sequence $\left\{v_{n}\right\}_{n=1}^{\infty}$ of positive inteqers for certain tyfes or 'regular' set with the given proferties.

The first part of the chapter is a ceneral discussion of results related to the problem and conteins an account of the properties $O=$ the sequence $\left\{n_{k} x\right\}_{k=1}^{\infty}$. modulo 1 , where $x \in \mathbb{R}$ and $\left\{n_{k}\right\}: 1$ is any increasing sequence of positive integers.

A problem in geometric measure theory is now considered in Chapter III. An account is given of the origins of the problem, its relationship to other aspects of convexity, of partial solutions, and finally the corplete solution.

Chapter IV is a survey of topics in unirorm distribution modulo 1 of sequences and related tocics. The main interest is in the uniform distribution roculo 1 of sequences of the form $\left\{n_{k} x\right\}_{k=1}^{\infty}$ where $x \in R$ and $\left\{n_{i k}\right\}_{k=1}^{\alpha}$ is any increcsing seouence of positive inteeers, and the properties of sets of points $x$ ior which $\left\{n_{k} x\right\}_{k=1}^{\infty}$ is uniformly distributed modulo 1. The uniform distribution oi the integral parts of such seguences is also disoussed. Connections between results here with results in Charter II are pointed out.

We begin with the basic definitions and notation which will be used freely throughout. Otrer derinitions required for specific results will be given as they arise.

## 2. Notation and General Definitions.

For any real number $x$ :
[x] denotes the greatest integer not exceeding $x$; that is, $[x]$ is the unique integer satisfying

$$
[x] \leqslant x<[x]+1 ;
$$

$((x))$ derotes the fractional part of $x$, namely

$$
((x)) \cdot=x-[x] .
$$

The symbol iv is used to denote the set of all positive inteqers.

$$
K_{0} \text { denotes the cardind of IN and } c=2^{K_{0}} \text { the }
$$ cardinal of the continum.

The definition of a Eascorfí measure applies to any metric space, but problems will only be consiaered in Euclidean n-space.

A measure function is defined to be a real-velued function $h(t)$ defined for $t>0$, suen that
(i) $h(t)$ is continucus and monotone increasing,
(ii) $\lim _{t \rightarrow 0_{+}} h(t)=0$, and $h(t)>0$ for $t>0$.

Suppose $E$ is a set in a metric space $X$. For $\varepsilon$ ny $\delta>0$, put

$$
h-m_{o}(E)=\sum_{\substack{U C_{i} \\ d\left(C_{i}\right) \leqslant \delta}}^{i_{i=1}^{f}} \sum_{i=1}^{\infty} h\left[a\left(C_{i}\right)\right]
$$

where $d\left(C_{i}\right)$ cenotes the diameter of $C$, and the infimum is taken over all coverings of $Z$ by secuences $\left\{C_{i}\right\}$ of setis with aicmeter not greater than $\delta$.

Now define

$$
\begin{equation*}
h-m^{*}(E)=\sup _{\delta>0} h-m_{\delta}(E) \tag{1}
\end{equation*}
$$

As the effect of reducing $\delta$ is to reduce the class of covers over which the infjmum is taken, $h-m_{\delta}(E)$ does not decrease as $\delta$ decreases, and it is the small values of $\delta$ that,are relevant in taking the supremum. Thus the formula (1) above could be replaced by

$$
h-m^{*}(E)=\lim _{\delta \rightarrow 0_{+}} h-m_{\delta}(E)
$$

ie. it is the 'fine' covers - those by sets of small ciameter -
that determine $h-m^{*}\left(E_{1}\right)$.
Now the set function $h-m^{*}(E)$ is a Caratheodory outer measure in $X$ : it therefore defines a class of h-measurable subsets of $X$ which includes all Borel sets (see, for example, [19]). Then $E$ is measurable with respect to h write

$$
h-m(E)=h-m^{*}(E),
$$

and call $h-m(E)$ the $h$-measure of $E$. Ail the sets we consider will be obviously measurable.

For the analysis of suosets of $E^{n}$ of zero Lebeseque measure it is usual to assume that the function $\frac{h(t)}{t^{n}} \rightarrow \infty$ as $t \rightarrow 0+$. ( $h$ is called a measure function of class $n$ ).

In the special case $h(t)=t^{\alpha}, \alpha>0$, we reflace $h-m_{\delta}(E), h-m^{*}(E)$ and $h-m(E)$ by the set functions $\Lambda_{\delta}^{\alpha}(E), \Lambda_{\psi}^{\alpha}(E)$ and $\Lambda^{\alpha}(E)$ respectively, and the measure so obtained is called the $\alpha$-dimensional measure of E. For a given $E$ and $\alpha>0, \Lambda^{\alpha}(E)$ may be zero, finite and positive, or infinite. $E$ is called an $\alpha$-set if $\Lambda^{\alpha}(E)$ is finite and positive.

For example, the classical Cantor Ternary Set C (see section 3) constructea on the real line satisfics

$$
\Lambda^{\alpha}(c)=\left\{\begin{aligned}
0, & \alpha>\delta \\
1, & \alpha=\delta \\
+\infty, & \alpha<\delta
\end{aligned}\right.
$$

if $\operatorname{ir}(t)=t^{a}$, where $\delta=\log 2 / . \log 3$.

All subsets $E$ of $\mathrm{R}^{\mathrm{n}}$ have c numerical dinension, which is a real number $\gamma \leqslant n$, ena aenoted by dim $\mathcal{E}$, Eiven by

$$
\operatorname{dim} E=y=\inf ^{f}\left\{\alpha>0: \Lambda^{\alpha}(E)=0\right\}
$$

If $\Lambda^{\alpha}(\Xi)=0$ for all $\alpha$ then we wite dim $I=0$. If $\operatorname{dim} \Omega=\gamma$, it is possible for $\Lambda^{y}(E)$ to be zero, finite and positive, or infinite, but

$$
\begin{aligned}
\alpha>\gamma & \Rightarrow \Lambda^{\alpha}(\mathbb{F})=0,(0 \leqslant y<\infty) \\
0 \leqslant \alpha<\gamma & \Rightarrow \Lambda^{\alpha}(E) \text { is non } \sigma-f \text { inite. }
\end{aligned}
$$

If E is a set in Juclidean n-space, |s| will aenote the Lejescue measure of 3 . In that case it can be shown that

$$
|E|=c_{n} \Lambda^{n}(S), n \in \mathbb{N},
$$

$\left(A^{n}(3)\right.$ is callea the ( $n$ )-measure of $E$ ), where

$$
c_{n}=\frac{\pi^{\frac{1}{2} n}}{2^{n-1} n I^{\prime}\left(\frac{1}{2} n\right)}
$$

is the volume of a sphere of unit diameter in n-space. (See, for example, [19] p. 54).

Thus, wile Lebesgue measure assiens unit measure to the cube of unit size, $\Lambda^{n}$ assigns unit measure to the syivere of unit diameter.
3. Cantor Ternary Set and Ternary Funetion.

$$
\text { Denote the open interval }\left(\frac{(32-2)}{3^{n}}, \frac{(3 r-1)}{3^{n}}\right)
$$

by $E_{n, r}$ and put

$$
G_{n 1}=\bigcup_{r=1}^{u^{n-1}} \mathbb{F}_{n, r}, \quad G=\bigcup_{n=1}^{\infty} G_{n} ;
$$

then it is clear that $G$ is an open subset of $[0,1]$ and its complement

$$
c=[0,1] \backslash G
$$

is called the Cantor Ternary Set. $C$ is obviously closed. For $x \in[0,1]$, write $x=\sum_{i=1}^{\infty} \frac{b_{i}}{2^{i}},\left(b_{i}=0\right.$ or 1$)$,

Where the sequence $\left\{b_{i}\right\}$ of 0 's and $1^{\prime}$ s does not satisfy $b_{i}=1$ for $i \geqslant N$.

Define

$$
g(x)=\sum_{i=1}^{\infty} \frac{a_{i}}{3^{i}}, \text { were } a_{i}=\left\{\begin{array}{l}
0, \text { if } b_{i}=0 \\
2, \text { if } b_{i}=1
\end{array}\right.
$$

Then $\&:[0,1] \rightarrow C$ is (1-1) and maps $[0,1]$ on to a proper subset or $C$.
Since $C \subset[0,1]$, $C$ has cardinal $c$.
It is clear that

$$
x_{1}<x_{2} \quad \Rightarrow \quad g\left(x_{1}\right)<g\left(x_{2}\right),
$$

so that for each $y \in[0,1]$,

$$
\begin{equation*}
\mathrm{g}^{-1}[0, y]=[0, z] \text { for some } z \tag{2}
\end{equation*}
$$

If $z$ is defined by (2), then we say that

$$
\mathbf{z}=f(v) .
$$

This defines $i^{\prime \prime}:[0,1] \rightarrow[0,1]$ as a monotone function witch
is clearly constant on each of the intervals $E_{n, r}$, for

$$
\frac{3 r-2}{3^{n}} \leqslant y \leqslant \frac{3 r-1}{3^{n}} \quad \Rightarrow \quad r(y)=\frac{2 r-1}{2^{n}}
$$

The function $f$ is continuous and monotone increasing since $0 . \leqslant y_{1}-y_{2} \leqslant 3^{-n-1} \Rightarrow 0 \leqslant f\left(y_{1}\right)-f^{2}\left(y_{2}\right)<2^{-n}$.

The Iunction $f$ (the Cantor Ternary Function) is
differentiable with zero derivative at each point of $G$ since $f$ is constint in each of the intervals $\mathbb{E}_{\mathrm{n}, \mathrm{r}}$. $f$ increases at each roint of $C$ and

$$
\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h}=+\infty, x \in C .
$$

Let $v$ be the Lebesgue-Stieltjes measure associated
with I,
ie. $v(a, b]=f(b)-f(a)=v[a, b]$
since $f$ is continuous. Then $v[0,1]=1, v\left(E_{n, r}\right)=0$, $\nu\left(G_{n}\right)=0, \nu(G)=0$, and $\nu(C)=1$.
Also, if $\alpha=\frac{\log 2}{\log 3}$, then $\Lambda^{\alpha}(c)=1$. An easy proor of this
fact is provided by lemma 4 of [20]. The lema states:
Lemma 1.1
Suppose that $F$ is a completely aditive f.easure deined on the real Borel sets and that $E$ is a Borel set such that for each $x \in \Phi$,

$$
\lim _{h \rightarrow 0} \frac{F[x, x+h]}{\phi(h)} \leqslant k<\infty,
$$

where $\phi$ is a Fausdorff measure function. Then

$$
k\{\phi-m(\mathbb{Z})\} \geqslant F(\mathbb{Z})
$$

Now the set $C$ is covered by $2^{N}$ intervals, each of length $3^{-N}$, for $N=1,2, \ldots$, and so

$$
\begin{equation*}
\Lambda^{\alpha}(c) \leqslant 2^{\mathbb{N}}\left\{\frac{1}{3^{\mathbb{N}}}\right\}^{\alpha}=1 \tag{3}
\end{equation*}
$$

If $x \in C$ and is of the form

$$
x=\frac{3 r-2}{3^{N}} \text { for some } r, N
$$

then $v[x, x+h]=0$ for $0 \leqslant h<3^{-N}$.
Suppose $\mathrm{x} \in \mathbb{C}$ and is of the form

$$
x=\frac{3 r-1}{3^{I N}} \text { for some } r \text {, IN, }
$$

and consider the relationship between $\nu[x, x+h]$ and $h^{\alpha}$ for $0<h<3^{-n}$ for some $n \geqslant N$.

Fig. (i)


$x \in C$

$3^{-n} \quad \geqslant h$

Nov
$3^{-(n+1)} \leqslant h<2 \cdot 3^{-(n+1)} \Rightarrow f^{(x+h)}-f(x) \leqslant 2^{-(n+1)}$ $=\left\{3^{-(n+1)}\right\}^{\alpha}$ $\leqslant h^{\alpha}$,
and

$$
\begin{aligned}
& 2 \cdot 3^{-(n+1)} \leqslant h<3 \cdot 3^{-(n+1)}=3^{-n} \\
& \quad \Rightarrow I(x+h)-f^{(x)} \leqslant\left\{n-2.3^{-(n+1)}\right\}^{\alpha}+2^{-(n+1)} .
\end{aligned}
$$

The argument extends to general points of $C$ by approximation, and so $f(x+h) \cdots f(x) \leqslant h^{\alpha}$ for sufficiently small h for all $x \in C$.

So

$$
\lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h^{\alpha}} \leqslant i \quad \text { for all } x \in C
$$

Applying the lemming with $E=C, \vec{F}=\nu, \varphi(h)=h^{\alpha}, \phi-n_{i}=\Lambda^{\alpha}$, we have $k=1$, and

$$
\begin{equation*}
\Lambda^{\alpha}(0) \geqslant \nu(c)=1 \tag{is}
\end{equation*}
$$

Combining (3) with (4),

$$
\Lambda^{\alpha}(c)=1
$$

It follows that dim $C=\alpha=\frac{\log 2}{\log 3}$, for

$$
\Lambda^{\beta}(c)=0, \beta>\alpha
$$

and $\Lambda^{\beta}(C)$ is non $\sigma-f$ indite for $\beta<\alpha$.

## CHAPTER II

This chapter is concerned with the following problem:
$F$ is a measure on $[0,1]$ concentrated on the subset $E_{0},\left(F\left(E_{0}\right)=1\right)$, with $F([0,1])=1$, and $\left|E_{0}\right|=0$. Does there exist a sequence of integers $\left\{n_{k}\right\}_{k=1}^{\infty}$, increasing to infinity, such that

$$
\left(\left(n_{k} x\right)\right) \rightarrow 0 \text { for almost all } x \in \mathbb{E}_{0} \text {, as } k \rightarrow \infty \text {, }
$$ or, more precisely,

$$
F\left\{x \in[0,1]:\left(\left(n_{k} x\right)\right) \rightarrow 0, k \rightarrow \infty\right\}=1 ?
$$

1. The general behaviour of the fractional part of $n_{k} \theta$.

If $\theta$ is an irrational number and $\alpha$ is any
number such that $0 \leqslant \alpha<1$, then it has been known for some time thet it is possible to find a sequence of positive integers $n_{1}, n_{2}, n_{3}, \ldots$ such that

$$
\left(\left(n_{k} \theta\right)\right) \rightarrow \alpha, \quad \text { as } k \rightarrow \infty
$$

Note : The result, when $\alpha>0$, asserts that, Eiven any positive number $\epsilon$, there exists an integer ko such that

$$
-\epsilon<\left(\left(n_{k} \theta\right)\right)-\alpha<\epsilon, k \geqslant k_{0} .
$$

The points $\left(\left(n_{k} \theta\right)\right), k=1,2, \ldots$, may lie on either side of $\alpha$. But, since $\left(\left(n_{k} \theta\right)\right)$ is never neative, the formula has a special meaning in the particular case in which $\alpha=0:$

$$
\text { ie. } \quad 0 \leqslant\left(\left(n_{k} \theta\right)\right)<\epsilon, k \geqslant k_{0} \text {. }
$$

Any inconvenience arising as a result of this distinction between the value $\alpha=0$ and other values of $\alpha$ may be avoided by agreeing that, when $\alpha=0$, the formula $\left(\left(n_{k} \theta\right)\right) \rightarrow \alpha$ is to be interpreted as meaning 'the set of points ((nke)), $k=1,2$, ..., has, as its sole limiting point or points, one or both of the points 1 and 0 ', ie. for any $k \geqslant k o$, one or other of the inequalities

$$
0 \leqslant\left(\left(n_{k} \theta\right)\right)<\epsilon, 1-\epsilon<\left(\left(n_{k} \theta\right)\right)<1
$$

is satisfied.
This distinction, however, happens to be of no importance in the particular cases considered here.

The following generalisation of this result was first proved by Kronecker (1884) [14], and a comparatively simpler proof is given by Hardy and Littlewood in $[10]:$

## Theorer: 2.1

If $\theta_{1}, \theta_{2}, \ldots, \theta_{m}$ are linearly incencnaent
irrationcls (ie. if no relation of the type

$$
\begin{gathered}
-14- \\
a_{1} \theta_{1}+a_{2} \theta_{2}+\ldots+a_{m} \theta_{m}+a_{m+1}=0,
\end{gathered}
$$

where $a_{1}, a_{2}, \ldots, a_{m+1}$ are integers, not all zero, holds between $\left.\hat{\theta}_{1}, \theta_{2}, \ldots, \theta_{m}\right)$, and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$ are numbers suci that $0 \leqslant \alpha_{p}<1$, then a sequence $\left\{n_{k}\right\}$ can ide found such that

$$
\left(\left(n_{k} \theta_{1}\right)\right) \rightarrow \alpha_{1},\left(\left(n_{k} \hat{\theta}_{2}\right)\right) \rightarrow \alpha_{2}, \ldots,\left(\left(n_{k} \hat{\theta}_{m}\right\rangle\right) \rightarrow \alpha_{m},
$$

as $k \rightarrow \infty$.
Further, in the special case when all the $\alpha$ 's are zero, it is unnecessary to make any restrictive hypothesis concerning the $\theta^{\prime} s$, or even to suppose them irrational.

The special case when all the a's are zero was known before by Dirichlet - his proof is straightiorward and there is virtually no difference between the cases of one and of several variables, [10].

Theorem 2.1 may also be generalised eno is proved by induction on $k$ :

## Theorem 2.2 [10]

If $\theta_{1}, \hat{\theta}_{2}, \ldots, \theta_{n}$ are linearly incefenaent irrationals, and the $\alpha$ 's are any numbers such that $\mathcal{C} \leqslant \alpha<1$, then a seouence $\left\{n_{k}\right\}$ can be iound such that

$$
\left(\left(n_{k}^{i} \theta_{j}\right)\right) \rightarrow \alpha_{i j}, \quad\left\{\begin{array}{l}
i=1, \ldots, p, \\
j=1, \ldots, m
\end{array}\right.
$$

Further, if the ci's are all zero, it is unnecessary to suppose the $\theta$ 's restricted in any way.

For a strictly increasine eequence of fozitive interers \{rk\}, and an irrational number $\theta$, the set of points $\left(\left(n_{k} \theta\right)\right), k=1,2, \ldots$, can exibibit many different kinas of behaviour. The following facts are well-known :
(i) Tincre is no number $\theta, 0<\theta<1$, such that ( $(\mathrm{k} \theta)$ ) tends to a limit. (See [18]. If $\theta$ is irrational, the points $((k \theta))$, $\mathrm{k}=1,2, \ldots$, are dense in the unit interval , ie. given any real numbers $\lambda_{1}, \lambda_{2}$ satisfying $0 \leqslant \lambda_{1}<\lambda_{2} \leqslant I$, there is a positive inteser k' such that $\left.\lambda_{1}<\left(\left(k^{\prime} \theta\right)\right)<\lambda_{2}\right)$.
(ii) Given any arbitrary strictly increasing sequence of integers $\left\{n_{k}\right\}$, the set of real numbers $\theta$ for winch $0<\theta<1$ and $\left(\left(n_{k} \theta\right)\right)$ tenês to a limit as $k$ tencis to infinity has zero linear Lebesgue measure. (Fardy and Littlewood prove in [10], p.181, that the set of values of $\theta$ for winich the set of points $\left(\left(n_{k} \theta\right)\right)$ is not everywhere dense in the interval $(0,1)$ is of measure zero).

It is interestin: to cxamine how the set of $\theta$
for which $\left(\left(n_{k} \theta\right)\right)$ tends to $\alpha$ is aficeted when we consider different sequences of intefers $\left\{n_{k}\right\}$. The preceding monlts show that this set of 0 may be empty, and is always of zero
linear measure even when it is non-empty.
The following two theorems are due to
Egglestion [7] and deal with this problem for two of the commonest types or sequences of integers : when $r_{k+1}$ is bounded, and when $\frac{n_{k+1}}{n_{k}} \rightarrow \infty$.

## Theorem 2.3

If a strictly increasing sequence of rositive intéers $\left\{n_{k}\right\}$ is such that $\frac{n_{k+1}}{n_{k}}<K$ where $0<K<\infty$, for all $k, k=1,2, \ldots$, then for any $\alpha, 0 \leqslant a<1$, there are at most an enumerable set of real numbers $\theta, 0 \leqslant \theta<1$, for which $\left(\left(n_{k} \theta\right)\right) \rightarrow \alpha$ as $: \rightarrow \infty$.

There is an n-dimensional analogue or this result.

## Theorem_2.4

If a strictly increasing sequence of positive integers $\left\{n_{k}\right\}$ is such that $\frac{n_{k+1}}{n_{k}} \rightarrow \infty$ as $k$ tencs to infinity, then the set of $\theta$ for which $\left(\left(n_{k} \theta\right)\right) \rightarrow \alpha, 0 \leqslant \theta<1$, as $k$ tends to infinity, has dimension 1 , for any eiven $\alpha, 0 \leqslant \alpha<1$. There is a corresponding result in n-aimensional space.

A subset of the set concerned in Theorem 2.4 is constructed and an application of another important theorem Wue to recleston [7] shows that this subset has fositive
$s_{1}$-measure where $0<s:<1$, thus giving the recuired result. The theorem, which will be required later in the chapter, is a useful ievice for obtaining a lower bound for the dimension of certain types of set :

## Theorem 2.5

Suppose $I_{k} i s$ a linear set consisting of $N_{k}$ closed intervals each of length $\hat{o}_{k}$. Let each interval of $I_{k}$ contain $n_{K+1}$ closed intervals of $I_{K+1}, n_{K+1} \geqslant 2$, each of diameter $\delta_{k+1}$, and so distributed that their minimum distance apart is $\rho_{\mathrm{K}+1}, \rho_{\mathrm{K}+1}>\delta_{\mathrm{K}+1}$.

Let .

$$
P=\bigcap_{k=1}^{\infty} I_{k}
$$

Then, if

$$
\lim _{k \rightarrow \infty} h\left(\delta_{k}\right) N_{k+1} \rho_{k+1} \delta_{k}^{-1} \geqslant \delta>0,
$$

the set $P$ has positive $h$-measure.
(Note that if the inequality $\rho_{\mathrm{K}+1}>\delta_{\mathrm{K}+\mathrm{i}}$ is not true but $\rho_{j+1}<\delta_{j}$ for infinitely many $j$ and $\delta_{j}, \rho_{j}$ both tend to zero, then the result of the theorem still holds).

The most important case of the theorem is when $h(x)=x^{s}$ so that

$$
\lim _{k \rightarrow \infty} \inf _{k+1} \rho_{k+1} 0_{k}^{s-1}>0 \Rightarrow \Lambda^{s}(P)>0
$$

Erdos and Taylor [0] have obtained a muter of results concerning the properties of the set of points $x$ for
which the sequence $\left\{\left(\left(n_{k} x\right)\right)\right\}$ behaves in certain ways in order to investigate the convergence of the lacunary trizonometric series

$$
\begin{equation*}
\sum_{k=1}^{\infty} \sin \left(n_{k} x-\mu_{k}\right) \tag{5}
\end{equation*}
$$

where $\left\{\mu_{k}\right\}(k=1,2 ; \ldots)$ is a sequence of constants satisfyine $C \leqslant \mu_{k} \leqslant 2 \pi$ and $\left\{n_{k}\right\}(k=1,2, \ldots)$ is an increasing sequence of integers satisfying

$$
\begin{equation*}
t_{k}=\frac{n_{k+1}}{n_{k}} \geqslant \rho>1 \tag{6}
\end{equation*}
$$

The classical theory of trigonometric series shows that the series (5) may only converge for values of $x$ in a set of zero Lebesgue measure.

The convergence, or absolute convercence, of the series (5) is closely related to that of the series

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left\{\left(\left(n_{k} x\right)\right)-\alpha_{k}\right\} \tag{7}
\end{equation*}
$$

where $\left\{x_{k}\right\}(k=1,2, \ldots)$ is a sequence of real nurbers satisfying $C \leqslant \alpha_{k} \leqslant 1$, and $\left\{n_{k}\right\}$ satisfies ( 6 ). The comection is Eiven oy

## Lemma 2.1

$$
\text { If the series } \sum\left|\left(\left(n_{k} \frac{x}{2 \pi}\right)\right)-\frac{\mu_{k}}{2 \pi}\right| \text { converces, }
$$

then the series $\sum \sin \left(n_{k} x-\mu_{k}\right)$ converces absointely.

For

$$
\begin{aligned}
\left|\sin \left(n_{k} x-\mu_{k}\right)\right| & =\left|\sin \left(2 \pi\left\{\left(\left(n_{k} \frac{x}{2 \pi}\right)\right)-\frac{\mu_{k}}{2 \pi}\right\}\right)\right| \\
& \leqslant 2 \pi\left|\left(\left(n_{k} \frac{x}{2 \pi}\right)\right)-\frac{\mu_{k}}{2 \pi}\right| .
\end{aligned}
$$

(The converse is not true but the infinite carainal or dimension of the sets of absolute convergence of the series (5) and (7) turn out to be the same).

A discussion of the conver eence of series (7) leads naturally to the problem of equidistrioution of the sequence $\left\{\left(\left(n_{k} x\right)\right)\right\},(k=1,2, \ldots)$, and this is considered in Chapter IV.

The 'size' of the set of absolute convergence will depend on the rate at which $t_{k}$ increases.

If $t_{k}$ is bounded, Theorem 2.3 jmplies there cannot be more then a countable set of $x$ for wish $\left(\left(n_{k} x\right)\right) \rightarrow y,(0 \leqslant y \leqslant 1)$, as $k \rightarrow \infty$, and so there is at most a countable set of values of $x$ such that

$$
\sum_{k=1}^{\infty}\left(\left(n_{k} x\right)\right)<\infty
$$

In the case of a sequence $\left\{n_{k}\right\}$ such that
$t_{k} \rightarrow \infty$ we have

Theorem 2.6 [8]
If $\left\{n_{k}\right\}$ is such that $t_{k}$ is an intecer for large values of $k$, and $t_{k} \rightarrow \infty$ as $k \rightarrow \infty$, then the set of values of $x$ such that $\sum\left(\left(n_{k} x\right)\right)$ converges (absoluteiy)
has power continuum.
If $t_{k}$ increases rapidly enough to maize
$\sum \frac{1}{t_{k}}$ convergent, we also have

## Theorem 2.7 [8]

Suppose $\left\{n_{k}\right\}$ is such that $\sum \frac{1}{t_{k}}$ converges.
Then for any $\left\{\alpha_{k}\right\}$ the series $\sum\left\{\left(\left(n_{k} x\right)\right)-\alpha_{k}\right\}$ converges absolutely for values of $x$ in a set of power continua.

The dimension in the sense of Besicovitch of the set of $x$ for which $\left(\left(n_{k} x\right)\right)$ convenes is of interest only in the case where the set has power continuum since enumerable sets necessarily have dimension 0 . The dimension depends on the rate at which $t_{k} \rightarrow \infty$ and among the existing results are :

Theorem 2.8 (Eggleston, [7])
If $\rho>q>1$ and the sequence of positive increasing integers $\left\{n_{k}\right\}$ satisfies

$$
\kappa_{1} n_{k}^{\rho} \leqslant n_{k+1} \leqslant \kappa_{2} n_{k}^{\rho}, \quad k=1,2, \ldots,
$$

$\kappa_{1}, \kappa_{2}$ finite positive constants, then the set of real numbers $x$ for which

$$
\left|\left(\left(n_{k} x\right)\right)-\alpha\right| \leqslant n_{k}^{1-q}
$$

for all sufficiently large $k$ and a fixed $\alpha, 0 \leqslant \alpha<1$,
has dimension $\frac{(\rho-q)}{q(\rho-1)}$;
and
Theorem 2.9 (Eros and Taylor, [8])
Suppose $\lambda>0, \mu>0, \rho>0$ are constants, and $\left\{n_{k}\right\}$ is an increasing sequence of integers such that

$$
\lambda k^{\rho} \leqslant t_{k} \leqslant \mu k^{\rho}
$$

for each integer $k$, and $\left\{\alpha_{k}\right\}$ is any sequence of constants with $0 \leqslant \alpha_{k} \leqslant 1$. Then
(i) if $0<\rho \leqslant 1$, the dimension of the set of $x$ for which $\sum\left\{\left(\left(n_{k} x\right)\right)-\alpha_{k}\right\}$ converges absolutely is zero ;
(ii) if $\rho>1$, the dimension of the set of $x$ for which $\sum\left\{\left(\left(n_{k} x\right)\right)-\alpha_{k}\right\}$ converges absolutely is $\left(1-\frac{1}{\rho}\right)$.

Theorem 2.9 is another application of Theorem
2.5. With $\varepsilon$, s satisfying

$$
0<\epsilon<\rho-1,0<s<1-\frac{1+\epsilon}{\rho}
$$

a subset $P$ of the set of $x$ such that

$$
\left|\left(\left(n_{k} x\right)\right)-\alpha_{k}\right| \leqslant k^{-1-\epsilon}
$$

for sufficiently large $k$ is constructed with $\Lambda^{s}(?)>0$.

This implies that the set of $x$ for which (7) converges absolutely has positive $\Lambda^{s}$-measure and so has dimension at least $\left(1-\frac{1}{p}\right)$.

More difficult methods show that the set where (5) converges absolutely has dimension at most $\left(1-\frac{1}{\rho}\right)$ and this proves the theorem.

Similar methods will also yield :

Theorem 2.10
If $\left\{\alpha_{k}\right\}$ is any sequence of constants, $0 \leqslant \alpha_{k} \leqslant 1$, and $h(z)$ is any measure function of class 1 , there is an increasing seguence $\left\{n_{k}\right\}$ of integers such that the set of values of $x$ for which $\sum\left\{\left(\left(n_{k} x\right)\right\rangle-\alpha_{k}\right\}$ converges absolutely has infinite measure with respect to $h(z)$. Also, if $t_{k} \rightarrow \infty$, however slowly, and $0<\delta \leqslant \alpha_{k} \leqslant 1-\delta,(k=1,2, \ldots)$, then (7) converges for $x$ in a set of dimension 1. Note that this result cannot be true for $\alpha_{k} \equiv 0$ since the series (7) converges only if it converees absolutely.

## 2. The solution of the problem.

In section 1 various properties of the set of values of $x$ for which. $\left(\left(n_{k} x\right)\right) \rightarrow 0$ as $k \rightarrow \infty$ for particular sequences $\left\{n_{k}\right\}$ were stated, and in particular that this set always has Lebesgue measure zero if $\left\{n_{k}\right\}$ increases to infinity.

In this section we will show that it is not possible to: Find a sequence $\left\{n_{k}\right\}$ to satisfy properties stated in the problem for 'regular' Cantor-like sets. This idea will be made precise later.

We begin by taking $E_{o}$ to be the Cantor Ternary
Set $C$ constructed in the unit interval as defined in Chapter $I$, section 3 .

## Lemma 2.2

There exists a subset $C^{\prime} \subset C$ and an increasing sequence of positive integers $\left\{n_{k}\right\}$ tending to infinity such that the cardinal. of $C^{\prime}$ is $c$ and

$$
\sum_{k=1}^{\infty}\left(\left(n_{k} x\right)\right)<\infty, \forall x \in C^{\prime}
$$

Proof :
We have

$$
c=\left\{x \in[0,1]: x=\sum_{i=1}^{\infty} \frac{\eta_{i}}{3^{i}}, \quad \eta_{i} \in\{0,2\}\right.
$$

with cardinal $(C)=c,|C|=0$, aim $C=\frac{\log 2}{\log 3}$, (see
Chapter 1, section 3).
Let $n_{k}=3^{\frac{1}{2} k(k+1)},(k=1,2, \ldots)$
Then $t_{k}=\frac{n_{k+1}}{n_{k}}=3^{k+1},(k=1,2, \ldots)$
Define

$$
C^{\prime}=\left\{x \in[0,1]: x=\sum_{i=1}^{\infty} \frac{\eta_{i}}{n_{i}}, \quad \eta_{i} \in\{0,2\}\right\} \ldots
$$

Clearly $C^{\prime} \subset C$, and cardinal $\left(C^{\prime}\right)=c,\left|C^{\prime}\right|=0$.
Suppose $x \in C^{\prime}$.
Then

$$
\dot{n}_{k} x=\sum_{i=1}^{\infty} \frac{\eta_{i}}{n_{i}} \cdot n_{k}
$$

and so

$$
\left(\left(n_{k^{\Sigma}}\right)\right)=\sum_{i>k}^{1} \frac{\eta_{i}}{n_{i}} \cdot n_{k}, \quad(k=1,2, \ldots)
$$

Hence

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left(\left(n_{k} x\right)\right) & =\sum_{k=1}^{\infty}\left\{\sum_{i>k} \frac{\eta_{i}}{n_{i}} \cdot n_{k}\right\} \\
& =\sum_{i=2}^{\infty}\left\{\sum_{k=i}^{i-1} \frac{\eta_{i}}{n_{i}} \cdot n_{k}\right\}
\end{aligned}
$$

Now when $k=i-1, \frac{n_{k}}{n_{i}}=3^{-i}$, and for $k \geqslant 1$,

$$
\frac{n_{k-1}}{n_{k}} \leqslant \frac{1}{3}
$$

Hence

$$
\begin{aligned}
\sum_{k=1}^{i-1} \frac{\eta_{i}}{n_{i}} \cdot n_{k} & \leqslant \frac{2}{3^{i}}\left\{1+\frac{1}{3}+\cdots\right\} \\
& =\frac{1}{3^{i-1}},
\end{aligned}
$$

and so

$$
\sum_{k=1}^{\infty}\left(\left(n_{k} x\right)\right) \leqslant \sum_{i=2}^{\infty} \frac{1}{3^{i-1}}=\frac{1}{2}
$$

Thus for all $x \in C^{\prime}$, the series $\sum_{k=1}^{\infty}\left(\left(n_{k} x\right)\right)$, converges.

Thus $\left(\left(n_{k} x\right)\right) \rightarrow 0$ as $k \rightarrow \infty$ for every $x \in C^{\prime}$.
Suppose $v$ is the Lebesgue-stieltjes measure.
associated with the Cantor Ternary Function $f$ constructed in Chapter I, section 3 :

$$
\nu(B)=\Lambda^{\alpha}(E \cap C), \quad \alpha=\frac{\log 2}{10 G 3}, E \subset[C, 1]
$$

From the definition of $\mathrm{C}^{\prime}$,

$$
C^{\prime}=\bigcap_{N=1}^{\infty} D_{N}, \quad \text { where } \quad D_{1} \supset D_{2} \supset D_{3} \supset \ldots
$$

and $D_{N}$ consists of $2^{k}$ disjoint intervals in $[0,1]$ each of length $3^{-N}$, and $v$-measure $2^{-N}$, where

$$
\frac{1}{2} k(k+1) \leqslant N \leqslant \frac{1}{2}(k+1)(k+2)
$$

So $\nu\left(D_{N}\right)=2^{k-N} \rightarrow 0$ as $\mathbb{N} \rightarrow \infty$, and

$$
v\left(C^{\prime}\right)=0 .
$$

Also, since $C^{\prime}$ is covered by $2^{k}$ intervals each of length $3^{-N}$ and iv $\sim \frac{1}{2} k^{2}$, for any $\alpha>0$,

$$
\begin{aligned}
2^{k}\left[\frac{1}{3^{N}}\right]^{\alpha} & \sim 2^{k}\left[\frac{1}{3^{\frac{1}{2} k^{2}}}\right]^{\alpha} \\
& =\left[\frac{2}{3^{\frac{1}{2} k \alpha}}\right]^{k} \\
& \rightarrow 0 \quad \sin k \rightarrow \infty
\end{aligned}
$$

and so

$$
\operatorname{dim} C^{\prime}=0 .
$$

Note that since $t_{k} \uparrow \infty$ as $k \uparrow \infty$, it Follows in view of Theorem 2.4 that the set of values of $x$ in $[0,1]$
for which $\left(\left(n_{k} x\right)\right) \rightarrow 0$ as $k \rightarrow \infty$ has dimension 1.
Lema 2.2 may be improved in the sense that it is possible to make $\sum_{k}\left(\left(n_{k} x\right)\right)$ converge on a larger subset of C .

## Lemma 2.3

There exists a sunset $D \subset C$ and an increasine sequence of fositive integers $\left\{n_{k}\right\}$ tenaing to infinity such that
and $\operatorname{aim} D=\operatorname{dim} C=\frac{\log 2}{\log 3}$.

## Proof :

For the sequence $n_{k}=3^{\frac{1}{2} k(k+1)},(k=1,2, \ldots)$, defined for lemma 2.2, the gaps between the successive terms increase and contain $3^{k}$ integers. To define the subset $D$ of $C$, we make the gaps smaller so that they still increase but now contain only $j[\log \mathrm{k}]$ integers, ie. write

$$
D=\left\{x \in C: x=\sum_{i, k} \frac{\eta_{k_{i}}}{\bar{m}_{k_{i}}}\right\}
$$

for all sequences $\left\{\eta_{k_{i}}\right\}$ where $\eta_{k_{i}}=0$ or $\mathcal{Z}$ and

$$
m_{k i}=3^{i_{n-1}},(k=1,2, \ldots), \quad 0 \leqslant i \leqslant k-[\log k]
$$

Then $D$ is the intersection of a descending sequence of intervals $E_{1} \supset E_{2} \supset E_{3} \supset \ldots$ where each $E_{N}$ consists of $2^{J}$
intervals each of length $3^{-N}$ and.

$$
\begin{aligned}
j & =\sum_{r=1}^{k-1}\{r+1-[\log r]\}, \\
\frac{1}{2} k(k+1) & \leqslant N^{\prime}<\frac{1}{2}(k+1)(k+2)-[10<k] .
\end{aligned}
$$

As before, $\quad \nu\left(E_{N}\right)=2^{-g(N)}$ where $\mathbb{Z}(\mathbb{N}) \uparrow_{\infty}$ as $N \rightarrow \infty$ so that

$$
\nu(D)=0 .
$$

The same methods as in lemma 2.2 give

$$
\begin{aligned}
\sum_{k=1}^{\infty}\left(\left(n_{k} x\right)\right) & \leqslant \sum_{i=2}^{\infty}\left\{2 \cdot 3^{-i[\log i]+1\}}\left(1+\frac{1}{3}+\ldots\right)\right\} \\
& =\sum_{i=2}^{\infty} 3^{-[\log i]} \quad, x \in D \quad
\end{aligned}
$$

Now $3^{[\log i]}>i^{\lambda}$ if $\lambda<\frac{[\log i]}{\log i} \log 3$.
Since $\frac{[10 \mathrm{E} i]}{\text { lo gi }}<1$ and tenäs to 1 as $i \rightarrow \infty$, choose $\lambda_{0}$ so that $1<\lambda_{0}<\frac{1+\log 3}{2}$.
Then $3^{[l o g i]}>i^{\lambda_{0}}$ for $i \geqslant I$, I a positive integer, and so $\sum_{i=2}^{\infty} 3^{-[\log i]}$ is convergent.
Thus $\sum_{h=1}^{\infty}\left(\left(n_{k} x\right)\right)<\infty$ for ali $x \in D$ and so $\left(\left(n_{k} x\right)\right) \rightarrow C$. $\forall x \in D$.

Now fixswith $0<s<\frac{\log 2}{\log 3}$.

We apply Theorem 2.5 with

$$
\begin{aligned}
& N_{k}=2^{j} \text { where } j=\sum_{r=1}^{k-1}(r+1-[\log r]) \\
& \delta_{k}=\rho_{k+1}=3^{-N}, N \sim \frac{1}{2} k^{2} .
\end{aligned}
$$

Now $\sum_{r=1}^{k}\{r+1-[\log r]\}=\frac{1}{2} k(k+1)+k-\sum_{r=1}^{k}[\log r]$

$$
>\quad \frac{1}{2} \mathrm{k}(\mathrm{k}+3)-\mathrm{ck}^{1+\epsilon}
$$

for some positive constants $c, \varepsilon$.
So

$$
\begin{aligned}
N_{k+1} \rho_{k+1} \delta_{k}^{s-1} & \sim 2^{k}\{r+1-[\log r]\} \cdot 3^{-\frac{1}{2} k^{2}} \cdot 3^{-\frac{1}{2} k^{2}(s-1)} \\
& >2^{\frac{1}{2} k(k+3)-c k^{1+\epsilon}} \cdot 3^{-\frac{1}{2} k^{2} s} \\
& \sim\left\{\frac{2}{3^{s}}\right\}^{\frac{1}{2} k^{2}} \\
& \rightarrow \infty, k \rightarrow \infty
\end{aligned}
$$

Thus $D$ has positive $\Lambda^{s}$-measure for each $s<\frac{\log 2}{\log 3}$. This implies $D$ has Hausdorff dimension $\frac{\log 2}{\log 3}$.

Corollary.
There is an increasing sequence of positive integers $\left\{\lambda_{k}\right\}_{k=1}^{\infty} \uparrow \infty$ such that

$$
\Lambda^{s}\left\{x \in C:\left(\left(\lambda_{k} x\right)\right) \rightarrow 0, k \rightarrow \infty\right\}=+\infty
$$

for all $s<\alpha=\frac{\log 2}{\log 3}$.
The methods of lemma 2.3 will also give :

## Lemma 2.4

$$
\text { If } h(x)=x^{\alpha} \phi(x) \text { where } \phi(x) \text { is monotone }
$$

increasing to infinity as $x \downarrow 0, \exists\left\{\lambda_{k}\right\}_{k=i}^{\infty} \uparrow \infty$ such that

$$
h-m\left\{x \in C:\left(\left(\lambda_{k} x\right)\right) \rightarrow 0, k \rightarrow \infty\right\}=+\infty
$$

The sets $C^{\prime}$, D constructed in lemmas 2.2. 2.3 each have $\nu$-measure equal to zero. This suggests that the same will be true of any subset P of $C$ with the property that $\left(\left(n_{k} x\right)\right) \rightarrow 0$ for all $x \in E$.

## Theorem 2.11

$$
\text { Let }\left\{k_{p}\right\}_{p=1}^{\infty} \text { be any increasing sequence of }
$$ integers tending to infinity ty. If the set EC C , the Cantor Ternary set, is such that

$$
\left(\left(k_{p} x\right)\right) \rightarrow 0 \text { as } p \rightarrow \infty \text { for all } x \in E,
$$

then

$$
\Lambda^{\alpha}(E)=0, \quad \alpha=\frac{\log 2}{\log 3}
$$

Proof :

$$
\begin{aligned}
& \text { For } n=1,2, \ldots, r=1,2, \ldots, \text { define } \\
& E_{n, r}=\left\{x \in C:\left(\left(k_{p} x\right)\right)<\frac{1}{3^{r}}, p \geqslant n\right\} .
\end{aligned}
$$

Then

$$
\begin{aligned}
& E_{1}, r \subset E_{2, r} \subset E_{3}, r \subset \ldots, \quad(r=1,2, \ldots), \\
& E_{n, 1} \supset E_{n, 2} \supset E_{n, 3} \supset \ldots, \quad(n=1,2, \ldots) .
\end{aligned}
$$

Let

$$
\mathrm{Fr}_{r}=\bigcup_{n=1}^{\infty} \mathrm{E}_{\mathrm{n}, \mathrm{r}}=\lim _{n \rightarrow \infty} E_{n, r},\left(n_{n}=1,2, \ldots\right) .
$$

Then $F=\bigcap_{r=1}^{\infty} \mathrm{Fr}_{r}$ is the set of points X in $C$ for which $\left(\left(k_{p} x\right)\right) \rightarrow 0$ as $p \rightarrow \infty$.

We require to show that $\nu(F)=0$.
It is sufficient to show that for $\epsilon>0$,

$$
\nu\left(\mathrm{F}_{\mathrm{r}}\right)<\epsilon \text { for sufficiently large } \mathrm{r},
$$

ie. $\nu\left(E_{r}, r\right)<\epsilon$ for $r \geqslant r(\epsilon), n \geqslant K$.
Define

$$
Q_{p, r}=\left\{x \in[0,1]:\left(\left(k_{p} x\right)\right)<\frac{1}{3^{r}}\right\},
$$

( $p=1,2, \ldots, r=1,2, \ldots$ ).
Then Qp, $r$ consists of $k_{p}$ equally-spaced intervals, each of length $\frac{1}{3^{r} k_{p}}$, and $C$ is the intersection $\bigcap_{N=:}^{\infty} C_{N}$ of a descending sequence $\left\{C_{N}\right\}_{N=1}^{\infty}$, where each $C_{N}$ consists of $2^{N}$ intervals, each of length $3^{-N}$.


Choose $n_{p}$ such that

$$
\frac{1}{3^{n_{p}+1}}<\frac{1}{3^{r} k_{p}} \leqslant \frac{1}{3^{n_{p}}} .
$$

How ( $2^{s}-1$ ) intervals of $C_{n_{p}}$ do not intersect $Q_{p}$, for every one that does, where

$$
\begin{aligned}
& \frac{1}{3^{r+s}}<\frac{1}{k_{p} 3^{r}} \\
& \text { ie. } \quad 3^{s}>k_{p}
\end{aligned}
$$

So the maximum number of intervals of $C_{n_{p}}$ intersecting $Q_{p}, r$. is $2^{n_{p}-s}$ end so

$$
\begin{aligned}
\nu\left(Q_{p}, r \cap C_{n_{p}}\right) \leqslant & 2^{-s} \\
< & \epsilon \text { for sufficiently large } s \\
& \text { ie. for sufficiently large } k_{p}
\end{aligned}
$$

Since

$$
E_{n, r}=\cap_{p \geqslant n}\left\{Q_{p}, r \cap C_{n_{p}}\right\},
$$

it follows that $v\left(E_{n, r}\right)<\epsilon$ for all sufficiently laree $n$.

It follows from this that there is no increasine sequence of integers $\left\{n_{k}\right\}_{k=1}^{\infty}$. such that $\left(\left(n_{k} x\right)\right) \rightarrow 0$ as $k \rightarrow \infty$ almost everywhere in $C$ with respect to the measure $v$.

Definitions.
The upper and Lower symmetric densities of an
s-set $\mathcal{Z}$ at x are given by

and

$$
\lim _{h \downarrow 0} \inf ^{\mathrm{e}} \frac{\Lambda^{s}\left\{\sum \cap(x-h, x+h)\right\}}{h^{s}}
$$

If these densities are equal to each other, their common value is called the circular density. The following lemmas are known [17] :

## Lemma 2.5

The upper circular density of any suet is less than or equal to $2^{s}$ at almost all (with respect to $s$-measure) its points.

Lemma 2.6
The upper circular density of any s-set is greater than or equal to 1 at almost all its points.

## Lemma 2. 7

At almost all points outside any s-set, the
circular density is equal to zero.

## Lemma 2.8

If $0<s<1$, the circular density fails to exist at almost every point of any s-set.

Now the Cantor Ternary Set C is an $\alpha$-set where $0<\alpha=\frac{\log 2}{\log 3}<1$ and so the circular density fails to exist at almost every point of $C$ and

$$
2^{\alpha} \geqslant \quad \lim _{h \downarrow 0} \frac{\Lambda^{\alpha}\{C \cap(x-h, x+h)\}}{h^{\alpha}}
$$

$$
\begin{aligned}
& \geqslant \quad \lim _{n \rightarrow \infty} \frac{2^{-n}}{3^{-a_{n}}} \\
& =\lim _{n \rightarrow \infty}\left\{\frac{3^{a}}{2}\right\}^{n_{1}} \\
& =1, \forall x \in C .
\end{aligned}
$$

Also, an argument similar to that of Chapter I shows that for $x \in C$,

$$
v[x-h, x+h]=f(x+h)-f(x-h) \geqslant \frac{h^{\alpha}}{2}
$$

for sufficiently small positive $h$ and so

$$
\lim _{h \downarrow 0} \inf _{0} \frac{\Lambda^{\alpha}\{C \cap(x-h, x+h)\}}{h^{\alpha}} \geqslant \frac{1}{2}>0
$$

for each $x \in C$.
This suggests the following generalisation of Theorem 2.11 :

## Theorem 2.12

Let $\left\{k_{n}\right\}_{n=1}^{\infty}$ be any increasing sequence of integers tending to infinity.

If $E$ is an beset with $0<\Lambda^{s}(E)<1$,
where $0<s<1$, and $\exists \delta>0$ such that

$$
\lim _{h \downarrow 0} \frac{\Lambda^{s}\{E \cap(x-h, x+h)\}}{h^{\alpha}} \geqslant \delta>0,
$$

for each $x \in E$, then

$$
\Lambda^{s}\left\{x \in E:\left(\left(k_{n} x\right)\right) \rightarrow 0\right\}=0
$$

Proof:
We may write, where $\eta \rightarrow 0$,

$$
\mathrm{E}=\underset{\eta}{\cup} \underset{\Xi}{\cup} \mathrm{E}_{\eta}
$$

where $s$ is a countable set and $E \eta \subset E$ is such that

$$
\begin{aligned}
0<h<\eta \Rightarrow \frac{\Lambda^{s}\left\{E_{\eta} \cap(x-h, x+h)\right\}}{(2 h)^{s}} \geqslant \frac{1}{2} \delta, \\
\forall x \in E \eta
\end{aligned}
$$

Then it suffices to show that

$$
\Lambda^{\mathrm{s}}\left\{x \in \mathbb{E}_{\eta}:\left(\left(k_{\mathrm{p}} \mathrm{x}\right)\right) \rightarrow 0\right\}=0, \eta \in \Xi
$$

Let $\eta \in$ 。
We now use methods similar to those of Theorem 2.11 :
For $n=1,2, \ldots, r=1,2, \ldots, d e r i n e$
$E_{n, r}=\left\{X \in E_{\eta}:\left(\left(k_{p x}\right)\right)<\frac{1}{r}, p \geqslant n\right\}$.
The sequence $\left\{\left\{E_{n, r}\right\}_{n=1}^{\infty}\right\}_{r=1}^{\infty}$ is increasing in $n$ and decreasing in $r$.

Let

$$
F_{r}=\bigcup_{n=1}^{\infty} E_{n, r}, \quad(r=1,2, \ldots) .
$$

Then $F=\bigcap_{r=1}^{\infty} F_{r}$ is the set of $x \in E_{\eta}$ for which $\left(\left(k_{p} x\right)\right) \rightarrow 0$. As before, we require to show

$$
\Lambda^{s}\left(E_{n, r}\right)<\epsilon \text { for } r \geqslant r(\epsilon), n \geqslant N .
$$

Define

$$
Q_{p, r}=\left\{x \in[0,1]:\left(\left(k_{p} x\right)\right)<\frac{1}{\sum}\right\} .
$$

Choose

$$
\frac{1}{x_{p} r}<2 \eta
$$



We now argue that if an interval of $2 p, r$ has a point of $E_{\eta}$ in it, it cannot have 'a lot' of $E_{\eta}$ in $i t$, whereas (as) does have a reasonable amount of $E_{\eta}$ in it because the lower density at points of $E_{\eta}$ is $\geqslant \frac{1}{2}\{>0$. The number of smaller intervals mich contain points of $\mathrm{E} \eta$ is therefore large and each contains at least

$$
\Lambda^{s}\left\{E_{\eta} \cap\left(x-\frac{1}{k_{p} r}, x+\frac{1}{k_{p} r}\right\}\right\} \geqslant \frac{1}{2} \delta\left\{\frac{2}{k_{p} r}\right\}^{s}
$$

Thus

$$
\begin{aligned}
\Lambda^{s}\left\{Q_{p}, r \cap E_{\eta}\right\} & \leqslant \frac{2^{1-s} \Lambda^{s}\left(E_{\eta}\right)}{\delta}\left(k_{p} r\right)^{s} \\
& <\epsilon, r \geqslant R, p \geqslant P .
\end{aligned}
$$

Since

$$
E_{n, r}=\cap_{p \geqslant n}\left\{E_{p}, r \cap E_{\eta}\right\},
$$

the result follows.

Thus, it is impossible for

$$
\int_{0}^{1}\left(\left(k_{n} x\right)\right) d \mu(x) \rightarrow 0
$$

for some sequence $\left\{k_{n}\right\}_{n=1}^{\infty}$ for the Cantor Ternary Set, because otherwise for a further subsequence, we would have

$$
\left(\left(k_{n} x\right)\right) \rightarrow 0 \quad \operatorname{pp} \cdot(\mu),
$$

and an application of Theorem 2.12 shows that it is also impossible, in general, for any measure $\mu$ which is fairly smooth in the sense of Theorem 2.12 (positive lower density with respect to some Hausdorff measure function).

## CHAPIER III

In this chapter, we will study a problem concerned with sets known as endsets.

## Definition.

For any collection $S$ of line segments in Euclidean $n$-space $E^{n}$, let $P(s)$ denote the set of all erdpoints of the members of $S$. Any set of two or more points has the form $F(S)$ for some $S$, but a subset $M$ of $E^{n}$ is here called an endset if and only if $M=P(S)$ for some collection $S$ of pairwise disjoint closed line serments.

## 1. Statement and origin of the problem.

It is obvious that in the real line $\mathrm{N}^{1}$ any endset is countable and so has measure zero.

We are thus led to ask :
Must the $n$-dimensional Lebesgue measure of any conpact endset in $E^{n}$ be zero?

This problem originated in a stuay of the facial siructure of convex bodies [13]. For any convex set $C$ in $\mathbb{s}^{n}$, denote the interior of $C$ relative to the smallest flat containing $C$ by $I(C)$. Now suprose that $B$ is a convex body in $Z^{n}$, $X$ is the boundary of 3 , and $X_{u}$ is the union of the sets $I(C)$ as $C$ ranges over all maximal convex subsets
of $X$. So, if $B$ is a polytope, $X_{u}$ consists of the entire boundary exceft for points on ( $n-2$ )-dimensional faces of $B$. Klee and kartin [12] conjecture that, as happens when $B$ is a polytofe, $X_{u}$ is elmost all of $X$ in the sense that the ( $n-1$ )-dimensional measure of the set $X \backslash X_{u}$ is equal to zero,
ie. that the union of the relative interiors of faces of a convex body in $\Xi^{n}$ covers almost all of the boundary in the sense of ( $n-1$ )-measure.

For $n \leqslant 3$, Klee and Martin proved this [13, 3.4 ] by using the fact that in $E^{1}$ and $E^{2}$, compact endsets have measure zero $[12,13]$. They noted that the conjecture could be proved by their methods for general n if the answer to the problem stated at the beginning of this section were affirmative.

Bruckner and Ceder [3], however, produced a counterexample for $n=4$ (and so for $n>4$ ) by using the Axiom of Choice and Nikodym's construction of a Cantor Set X. of positive measure in $E^{2}$ such that for each point $X$ of $X$, there is a line in $E^{2}$ intersecting $X$ only at $X$.
(The conjecture has, incidentally, since been established for all in by Larman [16] ).

## 2. Solution of the problem.

There is an endset $H_{f}$ in $E^{n}$ associated in a natural way with any real-valued function $f: E^{n-1} \rightarrow E^{1}$.

If the domain of $f$ is a subset $D_{f}$ of $E^{n-1}$, the endset is the union of the graph of $I$ and the graph of the function $1+1$ :
ie. $M_{i}=\left\{(x, \dot{f}(x)): x \in D_{f}\right\} \cup\left\{(x, f(x)+1): x \in D_{f}\right\}$
$C \quad E^{n-1} \times E^{1}$
$=E^{n}$.

As the various sets $M_{f+\tau}$, for $0<\tau<1$, are pairwise disjoint and all translation equivalent to $K_{f}$, it follows that either $M_{f}$ is non-measurable, or the n-dimensi onal Lebesgue measure of $M_{f}$ is zero.

A similar areument shows that the measure of $M=P(S)$ is zero whenever $M$ is measurable and $S$ is a collection of pairwise disjoint parallel segments. As the next paragraph explains, the problem amounts to asking whether almost parallel is as good as parallel in this context.

For each real number $\eta \in\left(0, \frac{1}{3}\right)$, define a ( $n, \eta$ )-endset as a compact set of the form $P(S)$, where $S$ is a collection of pairwise disjoint segments having one end-point within $\eta$ of the origin ( $0, \ldots, 0,0$ ) in $E^{n}$ and the otiner endpoint within $\dot{\eta}$ of the point (1, $0, \ldots, 0$ ). The secments in such a collection need not be parallel, but are very nearly so, especially when $\eta$ is small (see Fig. (iv)).

Then, if there exists $\eta_{n}>0$ such that any ( $n, \eta_{n}$ )-endset is of measure zero, it may be derived from

this, using standard and elementary techniques of measure theory, that any measurable endset in $E^{n}$ is of measure zero. For $n=2$, the existence of such a set can be derived from the fact that if $F(S)$ is a (2, $\eta$ )-endset for small enough $\eta$, and $x, y$ are the left end-points of two members of $S$, then

$$
\begin{equation*}
\left\|x_{\epsilon}-y_{\epsilon}\right\| \geqslant \frac{\|x-y\|}{2} \tag{8}
\end{equation*}
$$

for all $\epsilon \in(0, \eta)$, where $x_{\epsilon}, y_{\epsilon}$ are obtained from $x, y$ by moving these points a distance $\epsilon$ towards the corresponding right end-points. It follows that the measure of the set of all Ieft end-points is not much reduced by the $\varepsilon$-motion, and a similar argument to that above involving an uncountable collection of pairwise disjojnt sets shows that $P(S)$ has measure zero.

For, suppose $C$ is a collection of disjoint line secments in $\mathbb{E}^{2}$ with endset $N=F(C)$, and choose $\eta$ swall and positive, say $0<\eta<\frac{1}{100}$. For cach pair p , c of
distinct points of $\mathrm{E}^{2}$ whose coordinates are all rational, let $C(p, q)$ denote the collection of all members of $C$ that have one enä-point within $\eta\|p-q\|$ or $p$ and the other within $\eta\|p-q\|$ of $q$. Denote the set of former end-points by $W(p, q)$.


Fig. (v)

Then

$$
C=\underset{p, q}{U} C(p, q) \quad \text { and } W=\underset{p, q}{U} W(p, q)
$$

We need only to show that $\Lambda^{2} W(p, q)=0$.

$$
\text { For each point } x \in W(p, q) \text {, and each } \epsilon \text { with }
$$

$0<\epsilon<\eta$, let $S(x)$ be the member of $C(p, q)$ that has $x$ as one of its endpoints and let $x_{\epsilon}$ be the point of $S(x)$ whose distance from X is $\epsilon$. Let

$$
W_{\epsilon}(p, q)=\left\{x_{\epsilon}: x \in W(p, q)\right\}
$$

Then, assuming $W_{\epsilon}(p, q)$ to be $\Lambda^{2}$-measurable and that $\left\|\mathrm{x}_{\epsilon}-\mathrm{y} \epsilon\right\| \geqslant \frac{\|\mathrm{x}-\mathrm{y}\|}{2}($ see $[13])$ for all $\mathrm{x}, \mathrm{y} \in \mathbb{W}(\mathrm{p}, \mathrm{q})$
and $0<\epsilon<\eta$, it follows that

$$
\Lambda^{2} W_{\epsilon}(p, q) \geqslant \frac{\Lambda^{2} W(p, q)}{4}
$$

and, as the various sets $W_{\epsilon}(p, q)$ are pairwise disjoint, a contradiction would ensue if $\Lambda^{2} W(p, q)>0$.

The problem is more difficult when $n=3$. In this case, there is no relation of the form (8), for the two segments may nearly cross and $\left\|x_{\epsilon}-y_{\epsilon}\right\|$ may be smaller than $\|x-y\|$, so that the above methods are inapplicable (see Fig. (vi)) .


There does exist, however, a compact endset of positive Lebesgue outer measure in $\mathrm{E}^{3}$, and there exists a compact set of positive Lebesgue measure in $\mathrm{E}^{3}$ which is comprised of the end-points of a family of pairwise disjoint arcs.

For the former example, if $f$ is a function from $\exists^{2}$ into $E^{1}$ whose eraph has fositive outer Leoesgue measure, then the graph of $f$ union the graph of the function $\mathbf{f}+1$ yielas the desired endset.

For the latter example, suppose $C$ is a nowhere dense perfect subset of $E^{1}$ having positive measure. Then there exists a simple closed curve $J$ which contains $C \times C$. So $J$ has positive measure in $\Xi^{2}$. There exists a homeo-
morpinsm of the plane which carries $J$ on to the unit circle. Since the unit circle is the set of ends of a family of disjoint arcs, the same is true of $J$. Extending this example in the obvious way to obtain a homeomorphism of $\mathbb{Z}^{3}$ into $E^{3}$ such that the image of the unit sphere contains $\mathrm{C} \times \mathrm{C} \times \mathrm{C}$ whicin has positive measure in $\mathrm{E}^{3}$, the result follows as before. (This example is due to Klee and Martin).

Also, the method used by Bruckner and Ceder [3] to construct a compact endset of positive measure in $\mathrm{E}^{n}$. for $n \geqslant 4$ will work for $n=3$ by using the set constructed by R. O. Devies [5, corollary to Theorem 7] in place of Nikodym's set.

The answer to the problem is thus affirmative when $n \leqslant 2$ and negative when $n \geqslant 3$.

It is not clear from the construction of Bruckner and Ceder, relying as it does on the Axion of Choice to extract the line segments, that the set $I$ of line segments can be made Lebesgue measurable. Larman, however, in [15], considers compact sets $L$ of disjoint line semments. Here, a compact set of disjoint, closed, non-degenerate line segments is consitructed in $E^{3}$ whose endset has positive 3-measure but whose set of 'non-end' points has zero 3-measure. This set has subsequently become known as the 'impossible set' and provides a constructive solution to the problem in 3 and higher dimensions.

## 3. Impossible Sets.

If $L$ is a set of disjoint closed Ine segments, let $\mathcal{L}$ denote the point set union of memoers of $L$, and $\epsilon(L)$ the point set union of the end-points of $L$. Theorem 3.1 (Larman, [15])

If $n \geqslant 3$ there exists a disjoint set I. of closed line segments in $E^{3}$ such that $\Lambda^{n}\{\epsilon(L)\}>0$ and $\Lambda^{n}\{\mathcal{L} \backslash(I)\}=0$, where $\mathcal{L}$ (and $\in(I)$ ) is compact.

Note that it is enough to prove the theorem for $E^{3}$ since an example can be obtained in $\mathbb{E}^{n}$ by taking the cartesian product of the 3-dimensional example with a compact nowhere dense set in $E^{n-3}$ of positive ( $n-3$ )measure.

The starting point for the construction is a lemma about plane sets, due to R. O. Davies, which is itself based on a construction of A. S. Besicovitich in connection with the Kakeya Problem. The problem posed by Kakeya (1917) was to find a set of minimum area in wich a segment of length 1 could be continuously turned round so es to return to its original position with its ends reversed. The ans:der was believed to be the deltoid (three-cusped hypocycloid) with area $\pi / 8$, ie. hilf the area of a circle of diameter 1 . Besicovitch, however, constructed (1920) a set with arbitrarily small area which contains secments of length 1 in all directions and roalized in [2] that this set
could be used to yield the solution of Kakeya's Problem that there are sets (called Kakeya Sets) of arbitrarily small area in which a segment of length 1 can be turned through $360^{\circ}$ by a continuous movement.
(Such examples of Kakeya Sets of small area are highly multiply connected and have large diameters. Further results concerning Kakeya Sets which are simply connected and which eliminate the unboundedness or the Besicovitch examples may be found in [5]).

The construction or Besicovitch forms the basis of a lemma in a paper [6] concerning linear accessibility (a member of a set of points in the plane is linearly accessable if through it there exists a straight line, infinite in both directions, containing no other point of the set).

## Lemme 3.1. (Davies, [6])

Let $R$ be a parallelogram $A B B^{\prime} A$ and $K$ any closed set contained in $R$. Then; given a positive number $\epsilon>0$, we can construct a finite set of parallelograms $P_{i},(i=1,2, \ldots, n)$, contained in $R$ and with two sicies in $A B$ and $A^{\prime} B^{\prime}$ such that
(i) $K \subset \bigcup_{i=1}^{n} P_{i}$,
(ii) $\Lambda^{2}\left\{\bigcup_{i=1}^{n} P_{i} \backslash K\right\}<\epsilon$.

Then, by considering the 2-dimensional projections of circular cylinders, w id using Lemma 3.1 and
standard covering theorems, Layman [15] proves the following lemma which is the main result needed for the construction of the 'impossible set'.

Lemma 3.2 (Iarman, [15])
Let $C$ be the right circular cylinder

$$
c=\left\{(x, y, z): x^{2}+y^{2} \leqslant a^{2}, c \leqslant z \leqslant d\right\}
$$

and suppose $c \leqslant e<f \leqslant d$. Write

$$
c(e, f)=\{(x, y, z) \in C: \quad e \leqslant z \leqslant f\}
$$

Let $C_{1}, \ldots, C_{k}$ be right circular cylinders contained in the cylinder $C$, whose axes have non-persilel directions $\underline{u}_{1}, \ldots, \underline{u}_{k}$ respectively, and each having one end in $C(c, e)$. Let

$$
\left\{\left\{S_{i j}\right\}_{j=1}^{t(i)_{j}}{ }_{i=1}^{k}\right.
$$

be disjoint closed convex bodies such that

$$
\bigcup_{j=1}^{t(i)} S_{i j} \quad c \quad C_{i} \backslash_{\ell<i}^{U} C_{l}, \quad i=1, \ldots, k .
$$

Then, given $\epsilon>0$, there exists a finite collection of right circular cylinders

$$
\left\{\left\{\left\{c_{i j l}\right\}_{\ell=1}^{p(i, j)}\right\}_{j=1}^{t(i)}\right\}_{i=1}^{k}
$$

with $C_{i j l} c C_{i},(i=1, \ldots, k)$, such that
(i) $C_{i, j k} \cap C_{i^{\prime} j^{\prime} k^{\prime}}=\phi, 1 \neq i^{\prime}$;
(ii) one end of $C_{i j \ell}$ is contained in $C(c, e)$ and the other end is contained in the interior of $S_{i j} ;$
(iii) $\Lambda^{3}\left\{\bigcup_{i=1}^{k} \bigcup_{j=1}^{t(i)} S_{i j} \backslash \bigcup_{i=1}^{k} \underset{j=1}{t(i)} \underset{\substack{0}}{\substack{(i, j)}} C_{i j l}\right\}<\epsilon ;$
(iv) $\Lambda^{3}\left\{\underset{i=1}{K} \underset{j=1}{t(i)} \underset{\ell=1}{\cup(i, j)} C_{i j \ell} \backslash_{i=1}^{K} \underset{j=1}{t(i)} S_{i j}\right\}<\epsilon$.

Each convex set $S_{i j}$ is thus associated with $p(i, j)$ riçht circular cylinders $C_{i j}$,

each with one end in the interior of $S_{i j}$, and tile other end in $C(c, e)$, so arranged that inequalities of tire form (iii) and (iv) above hold,
ie. $\quad(j i j), \Lambda^{3}\left\{S_{i j} \backslash \bigcup_{\ell=1}^{\rho(i, j)} C_{i j \ell}\right\}<\epsilon^{\prime}$;

$$
\text { (iv) } \quad \Lambda^{3}\left\{\sum_{\ell=1}^{p(i, j)} \ell_{i j \ell} \backslash s_{i j}\right\}<\epsilon^{\prime} \text {. }
$$

and so that the cylinders $C_{i j l}$ 'pass between' the cylinders $C_{i \prime j \ell}, \quad i \neq i^{\prime}$.

We begin the construction with the cylinder

$$
C=\left\{(x, y, z): x^{2}+y^{2} \leqslant 1,-2 \leqslant z \leqslant 2\right\}
$$

which we split into three parts :

$$
\begin{aligned}
& D=\{(x, y, z) \in C: 1 \leqslant z \leqslant 2\}, \\
& D_{0}=\{(x, y, z) \in C:-1 \leqslant z \leqslant 1\}, \\
& D_{-1}=\{(x, y, z) \in C:-2 \leqslant z<-1\},
\end{aligned}
$$

Define $\left\{\theta_{i}\right\}_{i=1}^{\infty}$ to be a strictly increasing sequence of positive numbers with $\lim \theta_{i}=\frac{1}{2} \Lambda^{3}(D)$.

Into $D$ pack disjoint upright (ie. with axes parallel to the z-axis) circular cylinders $D(1), \ldots, D\left(n_{1}\right)$, each with diameter less than 1 , such that

$$
\Lambda^{3}\left\{D \backslash \bigcup_{i_{1}=1}^{n_{1}} D\left(i_{1}\right)\right\}<\theta_{1}
$$

Into each $\bar{D}\left(i_{1}\right)$ pack disjoint upright circular cylinders $D\left(i_{1}, 1\right), \ldots, D\left(i_{1}, n\left(i_{1}\right)\right)$, each with diameter less than $\frac{1}{2}$, such that

$$
\Lambda^{3}\left\{D \backslash \bigcup_{i_{1}=1}^{n_{1}} \bigcup_{i_{2}=1}^{n\left(i_{1}\right)} D\left(i_{1}, i_{2}\right)\right\}<\theta_{2} .
$$

In general, suppose that sets $D\left(i_{1}, \ldots, i_{k}\right)$ have been defined inductively to satisfy

$$
\begin{gathered}
\text { (i) } D\left(i_{1}, \ldots, i_{k}\right) \subset D\left(i_{1}, \ldots, i_{k-1}\right), \\
i_{k}=1, \ldots, n\left(i_{1}, \ldots, i_{k-1}\right) ; \\
\text { (ii) } \operatorname{diam} D\left(i_{1}, \ldots, i_{k}\right)<\frac{1}{k} ; \\
\text { (iii) } \Lambda^{3}\left\{D\left(\bigcup_{i_{1}=1}^{n_{1}} \ldots \sum_{i_{k}=1}^{n\left(i_{1}, \ldots i_{k-1}\right)}\left(i_{1}, \ldots, i_{k}\right)\right\}<\theta_{k} ;\right.
\end{gathered}
$$

$$
\text { for } k=1,2, \ldots
$$

Then, if

$$
E_{k}=\bigcup_{i_{1}=1}^{n} \ldots \bigcup_{i_{k=1}}^{n\left(i_{1}, \ldots U_{k-1}\right)} D\left(i_{1}, \ldots, i_{k}\right),
$$

$\left\{E_{k}\right\}_{k=1}^{\infty}$ is a rested sequence of compact sets, and from (iii) above,

$$
\Lambda^{3}\left\{D \backslash \bigcup_{k=1}^{\infty} E_{k}\right\} \leqslant \lim _{k \rightarrow \infty} \theta_{k}=\frac{1}{2} \Lambda^{3}(D) .
$$

Consequently

$$
\begin{equation*}
\Lambda^{3}\left\{\bigcup_{K=1}^{\infty} E_{k}\right\} \geqslant \frac{1}{2} \Lambda^{3}(D)>0 \tag{9}
\end{equation*}
$$

Now let $\left\{\epsilon_{n}\right\}_{n=0}^{\infty}$ be a decreasing sequence of positive numbers such tinct

$$
\begin{equation*}
\sum_{n=0}^{\infty} \epsilon_{n}<\frac{1}{4} \Lambda^{3}(D) \tag{10}
\end{equation*}
$$

Applying Lemma 3.2 with $C_{i}=C, S_{i j}=D, C(c, e)=D_{-1}$, we construct a finite sequence of right circular cylinders $\left\{C\left(j_{1}\right)\right\}_{j_{1}=1}^{m}$ such that
(i) $O\left(j_{1}\right)$ has one end in the interior of $D$ and the other end is in $D_{-1}, j_{1}=1, \ldots, m$;

$$
\begin{aligned}
& \text { (ii) } \Lambda^{3}\left\{D \cap \bigcup_{j_{1}=1}^{m} C\left(j_{1}\right)\right\}>\Lambda^{3}(D)-\epsilon_{0} ; \\
& \text { (iii) } \Lambda^{3}\left\{\left(C(D) \cap \bigcup_{j_{1}=1}^{m} C\left(j_{1}\right)\right\}<\varepsilon_{0}\right. \text {. }
\end{aligned}
$$



Suppose the axis of $C\left(j_{1}\right)$ has direction $\underline{u}\left(j_{1}\right)$ for $j_{1}=1, \ldots, m$, where, by displacing each cylinder if necessary, we may suppose that the directions $\left\{\underline{u}\left(i_{1}\right)\right\}_{j_{i}=1}^{\pi}$ are all different.

Define

$$
G\left(j_{1}\right)=D \cap\left\{C\left(j_{1}\right) \_{R_{1}<j_{1}} C\left(l_{1}\right)\right\}
$$

For some positive integer $k_{1}>1$, let

$$
\left\{D\left(i_{1}, \ldots, i_{k_{1}}\right),\left(i_{1}, \ldots, i_{k_{1}}\right) \in \Omega_{1}\right\}
$$

be the cullection of ali the sets $D\left(i_{1}, \ldots, i_{k_{1}}\right)$ and let

$$
\left\{D\left(i_{1}, \ldots, i_{k_{1}}\right),\left(i_{1}, \ldots, i_{k_{1}}\right) \in \Omega\left(i_{1}\right), j_{1}=1, \ldots, m\right\}
$$

be the subcollection such that ( $i_{1}, \ldots, i_{k_{1}}$ ) $\in \Omega\left(j_{1}\right)$ if $D\left(i_{1}, \ldots, i_{k}\right)$ is in $G\left(j_{1}\right)$. Suppose that $k_{1}$ is sufficiently large as to ensure

$$
\Lambda^{3}\left\{\underset{\Omega_{1}}{\cup} D\left(i_{1}, \ldots, i_{k_{1}}\right) \backslash \bigcup_{j_{1}=1}^{m} \bigcup_{\Omega\left(j_{1}\right)}^{U} D\left(i_{1}, \ldots, i_{k_{1}}\right)\right\}<\epsilon_{0}+\epsilon_{1} .
$$

Applying Lemma 3.2 again, we define a finite collection of right circular cylinders $\left\{C\left(j_{1}, j_{2}\right)\right\}_{j_{2}=1}^{r(j)}$ such that
(i) $C\left(j_{1}, j_{2}\right) \subset C\left(j_{1}\right)$;
(ii) $C\left(j_{1}, j_{2}\right) \cap C\left(j_{1}, j_{2}^{\prime}\right)=\phi, j_{1} \neq j_{1}^{\prime}$;
(iii) the directions $\underline{u}\left(j_{1}, j_{2}\right)$ of the axes of the cylinders $C\left(j_{1}, j_{2}\right)$ are all different ;
(iv) $C\left(j_{1}, j_{2}\right)$ has one end in $D_{-1}$ and the otier end is in the interior of some $D\left(i_{1}, \ldots, i_{k_{1}}\right)$ with $\left(i_{1}, \ldots, i_{k_{1}}\right) \in \Omega\left(j_{1}\right) ;$
(v) $\quad \Lambda^{3}\left\{\bigcup_{j_{1}=1}^{m} U_{\Omega\left(j_{1}\right)} D\left(i_{1}, \ldots, i_{k_{1}}\right) \backslash \bigcup_{j_{1}=1}^{m} \bigcup_{j_{2}=1}^{m\left(j_{1}\right)} C\left(j_{1}, j_{2}\right)\right\}<\epsilon_{2} ;$ (vi) $\Lambda^{3}\left\{\bigcup_{j_{1}=1}^{m} \bigcup_{j_{2}=1}^{m\left(j_{1}\right)} C\left(j_{1}, j_{2}\right) \backslash \bigcup_{j_{1}=1}^{m} \bigcup \bigcup\left(j_{1}\right) D\left(i_{1}, \ldots, i_{k_{1}}\right)\right\}<\epsilon_{2}$.

Proceeding inductively, we obtain for $n$ a positive integer, right circular cylinders

$$
\left\{\ldots\left\{c\left(j_{1}, \ldots, j_{n}\right)\right\}_{j_{n}=1}^{n\left(j_{1}, \ldots, j_{n-1}\right)} \ldots\right\}
$$

and sets

$$
D\left(i_{1}, \ldots, i_{k_{n-1}}\right),\left(i_{1}, \ldots, i_{k_{n-1}}\right) \in \Omega\left(j_{1}, \ldots, j_{x-1}\right)
$$

such that, if

$$
D\left(i_{1}, \ldots, i_{k_{n-1}}\right),\left(i_{1}, \ldots, i_{k_{n-1}}\right) \in \Omega_{n-1}
$$

is the totality of the sets $D\left(i_{1}, \ldots, i_{k_{n-1}}\right)$,

$$
\begin{array}{r}
\Lambda^{3}\left\{\Omega_{n-1}^{U} D\left(i_{1}, \ldots, i_{k_{n-1}}\right) \prod_{j_{1}, \ldots, j_{n-1}, \Omega\left(j_{1}, \ldots, j_{n-1}\right)}^{U} D\left(i_{1}, \ldots, i_{k_{n-1}}^{U}\right)\right\} \\
<\sum_{i=0}^{n=1} \epsilon_{i} \tag{11}
\end{array}
$$

and
(i) $C\left(j_{1}, \ldots, j_{n}\right) \subset C\left(j_{1}, \ldots, j_{n-1}\right)$,

$$
\underset{\Omega\left(j_{1}, \ldots, j_{n-1}\right)}{u} D\left(i_{1}, \ldots, i_{k_{n-1}}\right) \subset \underset{\Omega\left(j_{1}, \ldots, j_{n-2}\right)}{u} D\left(i_{1}, \ldots, i_{k_{n-2}}\right) ;
$$

(ii) $C\left(j_{1}, \ldots, j_{n-1}, j_{n}\right) \cap C\left(j_{1}^{\prime}, \ldots, j_{n-1}^{\prime}, j_{n}^{\prime}\right)=\phi$ if $\left(j_{1}, \ldots, j_{n-1}\right) \neq\left(j_{1}^{\prime}, \ldots, j_{n-1}^{\prime}\right)$;
(iii) the directions $\underline{u}\left(j_{1}, \ldots, j_{n}\right)$ of the axes of the $C\left(j_{1}, \ldots, j_{n}\right)$ are ail different ;
(iv) $C\left(j_{1}, \ldots, j_{n}\right)$ has one end in $D_{-1}$ and the other
end is in the interior of some $D\left(i_{1}, \ldots, i_{k_{n-1}}\right)$, with $\left(i_{1}, \ldots, i_{k_{n-1}}\right) \in \Omega\left(j_{1}, \ldots, j_{n-1}\right)$;
(v) $\quad \Lambda^{3}\left\{_{\left(j_{1}, \ldots, j_{n-1}\right) \Omega\left(j_{1}, \ldots, j_{n-1}\right)}^{U} D\left(i_{1}, \ldots, i_{k_{n-1}}\right) \\right.$

$$
\cup_{\left(j_{1}, \ldots, j_{n}\right)}^{\left.C\left(j_{1}, \ldots, j_{n}\right)\right\}<\epsilon_{n} ;}
$$

(vi) $\left.\quad \Lambda^{3}\right\}$

$$
\left.\begin{array}{rl}
\left\{_{\left(j_{1}, \ldots, j_{n}\right)}^{U} C\left(j_{1}, \ldots, j_{n}\right) \backslash\right. & U \\
\left(j_{1}, \ldots, j_{n-1}\right) \Omega\left(j_{1}, \ldots, j_{n-1}\right)
\end{array}\right]
$$

We now define the set of lines I.
For each sequence ( $j_{4}, j_{2}, \ldots$ ) of positive integers define

$$
I\left(j_{i}, j_{2}, \ldots\right)=\left\{\begin{array}{cc}
n_{n=1}^{\infty} c\left(j_{1}, \ldots, j_{n}\right) \text { if } c\left(j_{1}, \ldots, j_{n}\right) \\
\phi \quad & \text { is defined for } n=1,2, \ldots
\end{array}\right.
$$

Then each nonempty [by (i)] set $I\left(j_{1}, j_{2}, \ldots\right)$ is a closed line segment, of length at least 2 , which joins $D$ to the closure of $\mathrm{D}_{-1}$ •
Also, if $\left(j_{1}, j_{2}, \ldots\right) \neq\left(j_{1}^{\prime}, j_{2}^{\prime}, \ldots\right), \exists n$ such that $j_{i}=j l, j<n-1$, and $j_{n-1} \neq j_{n-1}^{j}$.
From (ii) above,

$$
\begin{aligned}
& I\left(j_{1}, j_{2}, \ldots\right) \cap I\left(j_{1}, j_{2}, \ldots\right) \\
& \\
& \subset C\left(j_{1}, \ldots, j_{n}\right) \cap C\left(j_{1}^{\prime}, \ldots, j \dot{n}\right) \\
& \\
& =\phi \ldots
\end{aligned}
$$

So $L=\left\{I\left(j_{1}, j_{2}, \ldots\right), j_{i} \in N, i=1,2, \ldots\right\}$ is a collection of disjoint closed non-degenerate line segments.

Also, by (ii), we have

$$
\mathcal{L}=\bigcup_{\left(j_{1}, j_{2}, \ldots, n=1\right.}^{U} C\left(j_{1}, \ldots, j_{n}\right)=\bigcap_{n=1}^{\infty} \underset{\left(j_{1}, \ldots, j_{n}\right)}{U}\left(j_{1}, \ldots, j_{n}\right)
$$

and so is a closed set.

$$
\text { If } \epsilon^{+}(I)=\epsilon(L) \cap D \text {, then } \epsilon^{+}(I) \text { contains }
$$

the sec

$$
\begin{array}{r}
\bigcap_{n=1}^{\infty}\left\{\underset{\left(j, \ldots, j_{n-1}\right) \Omega\left(j_{1}, \ldots, j_{n-1}\right)}{U} D\left(i_{1}, \ldots, i_{k_{n-1}}\right) \cap \cap_{\left(j_{1}, \ldots, j_{n}\right)}^{\left.\cup C\left(j_{1}, \ldots, j_{n}\right)\right\}}\right. \\
=\bigcap_{n=1}^{\infty} F_{n}, \text { say. }
\end{array}
$$

Thus

$$
\begin{aligned}
& \Lambda^{3}\left(F_{n}\right)>\Lambda^{3}\left\{\underset{\left(j_{1}, \ldots, j_{n}\right) \Omega\left(j_{1}, \ldots, j_{n-1}\right)}{U} \underset{\left.\left(i_{1}, \ldots, i_{k_{n}}\right)\right\}-\epsilon_{n},}{ },\right. \\
& \text { by (v) : } \\
& >\Lambda^{3}\left\{\bigcup_{\Omega_{n-1}} D\left(i_{1}, \ldots, i_{k_{n-1}}\right)\right\}-\sum_{i=0}^{n} \epsilon_{i} \quad \text {, } \\
& \text { by (11) , } \\
& >\frac{1}{2} \Lambda^{3}(D)-\frac{1}{4} \Lambda^{3}(D), \quad b y(9),(10), \\
& =\frac{1}{4} \Lambda^{3}(D) \\
& >0 \text {. }
\end{aligned}
$$

Since $\left\{F_{n}\right\}_{n=1}^{\infty}$ is a decreasing sequence of sets,

$$
\begin{equation*}
\Lambda^{3}\left\{\epsilon^{+}(L)\right\} \geqslant \Lambda^{3}\left\{\bigcap_{n=1}^{\infty} F_{n}\right\} \geqslant \frac{1}{4} \Lambda^{3}(D)>0 . \tag{12}
\end{equation*}
$$

For the set of 'non-end' points $\mathcal{L} \backslash(I)$ of I , let $V_{p}$ be the set of points of $\mathcal{L}$ which are at least a
distance $\frac{1}{p}$ from either end $O I$ the closed line segment on which they lie, so that

$$
\mathcal{L} \in\left(I_{1}\right)=\bigcup_{D=1}^{\infty} V_{D}
$$

Then, since $k_{n} \geqslant n$ and diam. $\left\{D\left(i_{1}, \ldots, i_{n}\right)\right\}<\frac{1}{n}$, it follows that
$\left.V_{p} \subset \underset{\left(j_{1}, \ldots, j_{n+1}\right)}{U} C\left(j_{1}, \ldots, j_{n+1}\right) \quad \underset{\left(j_{1}, \ldots, j_{n}\right) \Omega\left(j_{1}, \cdots j_{n}\right)}{U} \underset{\left(i_{1}, \ldots,\right.}{U}, i_{k_{n}}\right)$
for $n=p+1, p+2, \ldots$ So, by (vi),

$$
\Lambda^{3}\left(V_{p}\right) \leqslant \varepsilon_{n}, \quad n \geqslant p+i,
$$

and thus $\Lambda^{3}\left(V_{p}\right)=0$ and

$$
\begin{equation*}
\Lambda^{3}\{L \backslash \in(L)\}=0 \tag{14}
\end{equation*}
$$

Since $\mathcal{L}$ is compact, (12) and (14) complete the construction of tile 'impossible set' .

> A slight modification of the above argument will show that $\Lambda^{3}\left\{\epsilon^{-}(L)\right\}=0$ where

$$
\epsilon^{-}(L)=\epsilon(L) \cap D_{-1}=\epsilon\left(I_{1}\right) \backslash \epsilon^{+}(L) .
$$

For , by defining $W_{p}$ to be the set of points of $\mathcal{L}$ winch are at least a distance $\frac{1}{p}$ from the end which is contained in $D$ of the closed line segment on which they lie, we have

$$
\epsilon^{-}(I) \quad c<\backslash \epsilon^{+}(L)=\bigcup_{p=1}^{\infty} W_{p} \text {, }
$$

and the inclusion (13) still holds with $V_{p}$ replaced by $W_{p}$, so that $\Lambda^{3}\left(W_{p}\right)=0, p=1,2, \ldots$

In connection with the problem of section 1 however, it is not clear from the above construction that $\epsilon(I)$ is compact, $\epsilon(I)$ is only a $G_{\delta}$ set in general, rather then compact. The sets $\mathrm{Fn}_{\mathrm{n}}$ above are closea so that. $\epsilon^{+}\left(I_{1}\right)$ is a compact set. But there is no information about the distribution of the points of $\epsilon^{-}(工)$ - we only know that each line $l\left(j_{1}, j_{2}, \ldots\right)$ of $L$ has one end in $D_{-1}$. The problem is easily resolved, however, by cutting off the lower ends of the lines of $L$ by the plane $z=-1$, for example. Let $\mathrm{L}^{\prime}$ be the resulting set of lines above the plane $z=-1$. Then, again each line $I^{\prime}$ in I' has length at least 2. Since $\mathcal{L}$ is compact, the plane $z=-1$ intersects $\mathcal{L}$ in a compact set $Z$, of measure zero, and this set together with $\epsilon^{+}(L)$ forms the required compact endset of positive $\Lambda^{3}$-measure of the uncountsble and disjoint set of lines $L^{\prime}$ above the plane $z=-1$.

The impossible set in $E^{2}$.
There is an analogue of lemma 3.2 in 2 dimensions frovided the disjointness condition (i) is relaxed. Rectengles $R_{i j l}$ corresponaing to the cylinaers $C_{i j l}$ bay be constructed with analocous properties, but disjointress beine a 'stronger' concition in the plane, it
will not in ceneral be possible to construct the $\mathrm{R}_{\mathrm{i}} \mathrm{il}$, $1=1,2, \ldots, p(i, j)$, without some of the described overlapping occurring.

If $R$ is the rectancle

$$
\{(x, y):-1 \leqslant x \leqslant 1,-2 \leqslant y \leqslant 2\}
$$

and we define

$$
\begin{aligned}
& S=\{(x, y) \in R: 1 \leqslant y \leqslant 2\}, \\
& S_{0}=\{(x, y) \in R:-1 \leqslant y \leqslant 1\}, \\
& S_{-1}=\{(x, y) \in R:-2 \leqslant y<-1\},
\end{aligned}
$$

the construction leads to a system $S\left(i_{1}, \ldots, i_{k}\right)$, $k=1,2, \ldots$, of rectangles with sides parallel to the sides of $R$, packed into $S$ with the properties of $D\left(i_{1}, \ldots, i_{k}\right), k=1,2, \ldots$, and a system $R\left(j_{1}, \ldots, j_{n}\right)$, $n=1,2, \ldots$, of rectangles defined for sequences $j_{1}, j_{2}, \ldots$, of positive inuegers, each having one end in $S-1$ and the other end in the interior of some $S\left(i_{1}, \ldots, i_{k}\right)$, and having all the properties of the $C\left(j_{1}, \ldots, j_{n}\right)$ described above with the exception of the disjointness condition (ii).

Then, as before, if for each sequence
( $j_{1}, j_{2}, \ldots$ ) of positive inte $\bar{G} \mathrm{ers}$ we define

$$
I\left(j_{1}, j_{2}, \ldots\right)=\left\{\begin{array}{l}
n_{n=1}^{\infty} R\left(j_{1}, \ldots, j_{n}\right) \text { if } R\left(j_{1}, \ldots, j_{n}\right) \\
\text { is defined for } n=1,2, \ldots \\
\phi, \text { otherwise, }
\end{array}\right.
$$

$$
L=\left\{I\left(j_{1}, j_{2}, \ldots\right), \quad j_{i} \in \mathbb{N}, i=1,2, \ldots\right\}
$$

is a collection of closed non-degererate line segments, each of length at least 2 and joining $s$ to the closure of $S_{-1}$.
Also, $\Lambda^{2}\{\epsilon(L)\}>0, \Lambda^{2}\{\mathcal{Z} \backslash \epsilon(L)\}=0$, and $\epsilon^{+}(L)$ is compact. Since the rectengles $R\left(j_{1}, \ldots, j_{n}\right)$ are not in general disjoint, it is not clear whether $\mathcal{L}$ is ompact.

It is interesting to ask how much symmetry can be achieved in constructing an impossible set. For example, for the set constructed in $\mathbb{E}^{3}$, by cutting off the bottom ends of the lines $l\left(j_{1}, j_{2}, \ldots\right)$ so that

$$
|1 \cap D|=\left|1 \cap D_{0}\right| \text {, }
$$

a set of pairwise disjoint lines $I_{1}^{\prime}$ symmetrical in the plane $z=1$ is obtained with $\Lambda^{3}\left\{\epsilon^{+}\left(I^{\prime}\right)\right\}>0$, $\Lambda^{3}\left\{\mathcal{K}^{\prime} \backslash \in\left(I^{\prime}\right)\right\}=0$, but $\Lambda^{3}\left\{\epsilon^{-}\left(L^{\prime}\right)\right\}=0$.

Also, if $\sigma$ denotes the operation of reflecting in the plane $z=0$, the set $\epsilon[L \cup \sigma(\Sigma)]$ is symmetrical in the plane $z=0$ with

$$
\begin{aligned}
& \Lambda^{3}\left\{\epsilon^{+}[I \cup \sigma(L)]\right\}=\Lambda^{3}\left\{\epsilon^{-}[I \cup \sigma(I)]\right\}>0, \\
& \Lambda^{3}\{L \cup \sigma(L) \backslash \in[I \cup \sigma(L)]\}=0,
\end{aligned}
$$

but since the lines $L U \sigma(L)$ are not pairwise disjoint, the set $\in[I \cup \sigma(L)]$ is not strictly an enaset.

Probably the main interest in more symmetric endsets is in showing that they cannct exist.

The set constructed above provides an exarple of sets $A, B$ and a collection $L$ of line segments with the properties that :


Since $0<|A \cup B|<+\infty, A \cup B$ has Hausdorff dimension 3. It seems highly likely that it is inpassible to construct such a set for which

$$
\operatorname{dim}\{L \backslash(A \cup B)\}<\operatorname{dim}\{A \cup B\}
$$

However, this has not been investigated fully and so we conclude by stating it as a conjecture :

Conjecture.
If $\epsilon(L)$ is the endset corresponding to a disjoint set $L$ of line segments in $\mathrm{E}^{3}$ with the Eroperty
that $|E(L)|>0$, then the lower bound for the Hausdorff dimension achievable by the union $L \backslash \epsilon(I)$ of the interiors of these line segments is 3 .

## CHAPTER IV

## Uniform Distribution

1. 

In Chapter II the convergence of the series

$$
\sum_{k=1}^{\infty}\left\{\left(\left(n_{k} x\right)\right)-\alpha_{k}\right\}
$$

where $\left\{\alpha_{k}\right\},(k=1,2, \ldots)$, is a sequence of real numbers satisfying $0 \leqslant \alpha_{k} \leqslant 1$, and $\left\{n_{k}\right\}$ satisfies

$$
\frac{n_{K+1}}{n_{k}} \geqslant \rho \geqslant 1
$$

was considered. This leads to a further uiscussion on the equidistribution of the sequence $\left\{\left(\left(n_{k} x\right)\right)\right\},(k=1,2, \ldots)$.

## Definition.

The sequence $\beta_{1}, \beta_{2}, \ldots, \beta_{r}, \ldots$ in $(0,1)$ is equidistributed in ( 0,1 ) [uniformly distributed in ( 0,1 ), or uniformly distributed modulo 1] if, for every $1, m$ satisfying $0 \leqslant l<m \leqslant 1$, the density of integers $r$ for which $1 \leqslant \beta_{r} \leqslant m$ is exactly (m-I); that is, in

$$
\epsilon_{r}=\left\{\begin{array}{l}
1, \text { when } I \leqslant \beta_{r} \leqslant m \\
0, \text { otherwise }
\end{array}\right.
$$

and $N(\Delta, k)$ is the number of nembers of the finite sequence $\beta_{1}, \beta_{2}, \ldots, \beta_{k}$ in the interval $\Delta=(1, m)$, then

$$
\lim _{k \rightarrow \infty} \frac{\mathbb{K}(\Delta, k)}{k}=\lim _{k \rightarrow \infty}\left\{\frac{1}{k} \sum_{r=1}^{k} \epsilon_{r}\right\}=|\Delta|
$$

with a corresponding definition for a sequence of $n$-dimensional vectors $\beta^{(r)}(\mathrm{r}=1,2, \ldots)$ in $R^{n}, n>1$. In general, any sequence $\beta_{1}, \beta_{2}, \ldots, \beta_{r}, \ldots$ of real numbers is said to be unitormly distributed roculo 1 if the sequence of Iractional parts $\left(\left(\beta_{1}\right)\right),\left(\left(\beta_{2}\right)\right), \ldots,\left(\left(\beta_{r}\right)\right), \ldots$ (in $[0,1)$ ) is equidistributed in ( 0,1 ).

## Theorem 4.1

Let $\beta^{(r)},(r=1,2, \ldots)$ be any sequence of n-dimensional vectors, not necessarily resinicted to lie in the unit cube. The necessary and safficient condition that it be uniformly distributed modulo 1 is that

$$
\lim _{k \rightarrow \infty}\left\{\frac{1}{k} \sum_{r \leqslant k} e\left(\underset{\sim}{m}{\underset{\sim}{\beta}}^{(r)}\right)\right\}=0
$$

for all integral vectors $\underset{\sim}{m} \neq \underset{\sim}{Q}$, where

$$
e(x)=\exp (2 \pi i x), \quad i^{2}=-i
$$

Note : Since the statements of the theorem are not affected by reulacing the vectors ${\underset{\sim}{c}}^{(r)}$ by congruent vectors mocuio 1 , we may suppose, if we wish, that they all lie in the unit cube $0 \leqslant \beta_{j} \leqslant 1,(1 \leqslant j \leqslant n)$, in winich case uniform distribution modulo 1 is simply uniform distribution.

Thus, in the 1 -dimensional case, we have the sequence of real numbers $\beta_{1}, \beta_{2}, \ldots, \beta_{r}, \ldots$ is equi-
distributed in $(0,1)$ if and only if

$$
\operatorname{iim}_{k \rightarrow \infty}\left\{\frac{1}{k} \sum_{r=1}^{k} \exp (\operatorname{mor} 2 \pi i)\right]=0
$$

for every positive integer m.

This result is due to Weyl (1916) [22],
Theorem 1 , p. 315 .
An application of this theorem yields the following well-known result : (see [4] or [22], for example)

Theorem 4.2
Let $\xi$ be an irrational number. Then the sequence of multiples of $\vec{s}$,

$$
\xi, 2 \xi, 3 \xi, \ldots
$$

is uniformly distributed modulo 1 , ie. the sequence of fractional parts of the multiples of an irrational number $\xi$, $((\xi)),((2 \xi)),((3 \xi)), \ldots$
is uniformly distributed in the unit interval.

Proof:
Let $m$ be a positive integer and let $m \xi=\eta$.
Then the result follows if

$$
\sum_{r=1}^{k_{1}} e(m((r \xi)))=o(k)
$$

Now

$$
\begin{aligned}
\left|\sum_{r=1}^{k} \epsilon(m((r \xi)))\right| & =\left|\sum_{r=1}^{k} e(r \eta-m[r \xi])\right| \\
& =\left|\sum_{r=1}^{k} e(r \eta)\right| \\
& =\left|\frac{e((k+1) \eta)-e(\eta)}{e(\eta)-1}\right| \\
& \leqslant \frac{2}{|e(\eta)-1|} \\
& =\frac{1}{|\sin \pi \eta|}
\end{aligned}
$$

Since $\eta$ is not an integer, the result follows.

For a proof of this result direct from the definition of uniform distribution modulo 1 , see [18], p. 24 . In 2-dimensions, if

$$
{\underset{R}{ }}_{(r)}=(((r x)),((r y))), \quad x, y \in R^{1},
$$

$(\underline{r}=1,2, \ldots)$, and $\underset{\sim}{m}$ is a non-zero integer, then

$$
\left|\sum_{r \leqslant k} e(\underset{\sim}{\mathbb{m}} \underset{\sim}{\beta}(r))\right|=\left|\sum_{r \leqslant k} e(r \underset{\sim}{m} \underset{\sim}{\theta})\right|
$$

$$
\text { where } \underset{\sim}{\theta}=(x, y)
$$

$$
=\left|\frac{\mathrm{e}((k+1) \underset{\sim}{\underset{\sim}{\underset{\sim}{\theta}} \underset{\sim}{\theta}})-\mathrm{e}(\underset{\sim}{\underset{\sim}{\underset{\sim}{~}} \underset{\sim}{\theta})}}{\mathrm{e})}\right|
$$

and so $\left\{{\underset{\sim}{\sim}}_{(r)}^{\}_{r=1}^{\infty}} \underset{r}{\infty}\right.$ is equidistributed in the unit square $(0,1) \times(0,1)$ provided there is no relation $\mathbb{O} \underset{\sim}{\theta}=$ integer
with interral $\underset{\sim}{m} \neq \underset{\sim}{0}$.
ie. $\Longleftrightarrow x, y, 1$ are linearly independent over the field of rational numbers,
$\Rightarrow x, y$ are botin irrational.

In general, in $R^{n}$, if $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ are n real numbers, and there is no relation of the form

$$
m_{1} \xi_{1}+m_{2} \xi_{2}+\ldots+m_{n} \xi_{n}=m_{n+1},
$$

where $m_{1}, m_{2}, \ldots, m_{n+1}$ are rational numbers (or, equivalently, integers), then the sequence of points

$$
\left\{\left(r \xi_{1}, r \xi_{2}, \ldots, r \xi_{n}\right)\right\},(r=1,2, \ldots),
$$

is uniformly distributed modulo 1 ,
ie. the sequence of points

$$
\left\{\left(\left(\left(r \xi_{1}\right)\right),\left(\left(r_{\xi}\right)\right), \ldots,\left(\left(r_{n}\right)\right)\right)\right\},(r=1,2, \ldots)
$$

is uniformly aistributed (and dense, in the sense of (i), Chapter II, f .15 ) in the n -dimensional cube.

A companion result in case $1, \xi_{1}, \ldots, \xi_{n}$ are linearly dependent is the following :

Theorem 4.3 [18]
Let $\xi_{1}, \ldots, \xi_{n}$ be irrational but. such
that 1, $:, \ldots, \xi_{n}$ are linearly dependent over the field of rational numbers , say

$$
m_{1} \xi_{1}+m_{2} \xi_{2}+\ldots+m_{n \xi n}=m_{n+1}
$$

Then the points

$$
\left(\left(\left(k_{1} \xi_{1}\right)\right),\left(\left(k_{2}\right)\right), \ldots,\left(\left(k \xi_{n}\right)\right)\right),(k=1,2, \ldots),
$$

whose coordinates are the fractional parts of the multifles of $\xi_{1}, \ldots, \xi_{n}$ Iie on and only on, those portions of the lines

$$
m_{1} x_{1}+m_{2} x_{2}+\ldots+m_{n} x_{n}=t,
$$

where $t$ is any integer, lying within the unit cube.
Furthermore, the points are dense on these segments.

Thus far we have only considered the sequence $n_{k}=k,(k=1,2, \ldots)$.

Suppose $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ is in increasing seguence of integers, or real numbers, tending to infinity.

In 1912 Hardy and Iittlewood posed the following probiems :

Question 1.
For wich sequences $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ is it true that $\left\{\lambda_{k} x\right\}_{k=1}^{\infty}$ is dense modulo 1 for every irrational $x$ ?
(Note : $\left\{y_{k}\right\}$ is dense modulo 1 if $\left\{\left(\left(y_{k}\right)\right)\right\}$
is dense in $[0,1]$ ).

Question 2.
For which sequonces $\left\{\lambda_{k}\right\}_{k=i}^{\infty}$ is it true that
$\left\{\left(\left(\lambda_{k} x\right)\right)\right\}_{k=1}^{\infty}$ is uniformiy distributeà modulo 1 for almost all x ?

Theorem 4. 4. (Hardy and Littlewood (1914), [10])
Let $\left\{\lambda_{k}\right\}_{k=1}^{\infty}$ be any increasing sequence of real numbers tending to infinityr.

Then $\left\{\lambda_{k} x\right\}$ is dense modulo 1 for almost all
x .
Now suppose the increasing sequence $\left\{n_{k}\right\}_{k=1}^{\infty}$. of integers is such that

the first $h_{1}$ terms are equal, then the next $h_{2}$ terms are equal, ... and the last $h_{q}$ terms up to $n_{k}$ are equal, so that in $\left\{n_{1}, n_{2}, \ldots, n_{k}\right\}$ there are $q$ aistinct temon. Phen, if there exist constants $c, \epsilon$ such that

$$
\max _{1 \leqslant i \leqslant q} h_{i} \leqslant \frac{c k}{(10 \varepsilon k)^{1+\epsilon}}
$$

$\left\{\left(\left(n_{k} x\right)\right)\right\}$ is uniformly distributed in $[0,1]$ for almost all $x$ (\#eyl [22] , §7).

To answer guestion 2 we need a measure for the repetitions in the sequence $\left\{n_{k}\right\}$ :

Notation : Let $\left\{n_{k}\right\}$ be any sequence of inte gers. Suppose that in $\left\{n_{1}, \ldots, n_{k}\right\}$ there are $q$ distinct eiements
occurrinc with frequencies $h_{1}, h_{2}, \ldots, h_{q}$,
$h_{1}+h_{2}+\ldots+h_{q}=k$.
Put

$$
\rho_{k}=\frac{h_{1}^{2}+h_{2}^{2}+\cdots+h_{q}^{2}}{k^{2}} .
$$

Definition.
A sequence $\left\{x_{k}\right\}$ of non-negative numbers is called asymptotically small if there exists a divergent series $\sum \alpha_{k}$ of positive terms such that

(Note that this definition is equivalent to
$\left.\lim _{k \rightarrow \infty} x_{k}=0\right)$.

Theorem 4.5 (M. Mendi)
Iet $\left\{n_{k}\right\}_{k=1}^{\infty}$ be sny secuence of integers.
Then $\left\{\left(\left(n_{k} x\right)\right)\right\}_{k=1}^{\infty}$ is uniformly distributed
modulo 1 for almost all $x$ if and only if $\left\{\rho_{k}\right\}_{k=1}^{\infty}$ is asymptotically small.

Proof :
(i) Necessity :

Suppose in $\left\{n_{1}, n_{2}, \ldots, n_{k}\right\}$
the distinct terms are $n_{\lambda_{1}}, n_{\lambda_{2}}, \ldots, n_{\lambda_{q}}$ occurring with frequencies $h_{1}, h_{2}, \ldots, h_{q}$ respectively.

Write

$$
\begin{aligned}
f_{k}(x)= & \frac{1}{k} \sum_{s=1}^{k} e^{2 \pi i m n_{s} x} \\
& \text { where } m \neq 0 \text { is a fixed integer, } \\
= & \frac{1}{k} \sum_{s=1}^{q} h_{s} e^{2 \pi i m n_{\lambda_{s}} x}
\end{aligned}
$$

Then $\int_{0}^{1}\left|f_{k}(x)\right|^{2} d x=\frac{1}{k^{2}} \sum_{s=1}^{q} h_{s}^{2}=\rho_{k}$,
and $\left|f_{k}(x)\right| \leqslant 1,(k=1,2, \ldots)$.
Using Theorem 4.1 , by dominated convergence ,

$$
\begin{aligned}
& \int_{0}^{1}\left|f_{k}(x)\right|^{2} d x \rightarrow 0 \text { as } k \rightarrow \infty \\
\Rightarrow & \rho_{k} \rightarrow 0 \text { as } x \rightarrow \infty \\
\Rightarrow & \left\{\rho_{k}\right\}_{k=1}^{\infty} \text { is asymptotically small. }
\end{aligned}
$$

(ii) Sufficiency :

Suppose $\left\{\rho_{k}\right\}$ is
asymptotically small. Then there exists a divergent series of positive terms $\sum \alpha_{k}$ such that $\sum \alpha_{k} \rho_{k} \leqslant<+\infty$.

So

$$
\begin{aligned}
& \sum_{k=1}^{\infty} \alpha_{k} \int_{0}^{1}\left|f_{k}(x)\right|^{2} d x<+\infty \\
& \int_{0}^{1} \sum_{k=1}^{\infty} \alpha_{k}\left|f_{k}(x)\right|^{2} \mathrm{~d} x<+\infty .
\end{aligned}
$$

$$
\sum_{k=1}^{\infty} \alpha_{k}\left|f_{k}(x)\right|^{2}<+\infty \quad \text { pp. in }[0,1] \text {. }
$$

This impies $f_{k}(x) \rightarrow 0$ rg. in $[0,1]$ and thenefore in $R$.

Thus if $\left\{n_{k}\right\}$ is a (strictly) increasinc
sequence of integers, $h_{s}=1$ for all $s$ and

$$
\begin{aligned}
\rho_{k}=\frac{h_{1}^{2}+h_{2}^{2}+\cdots+h_{q}^{2}}{k^{2}} & \leqslant \frac{1}{k} \max _{1 \leqslant i \leqslant q} h_{i} \\
& =\frac{1}{k},
\end{aligned}
$$

and so the set of values of $x$ such that $\left(\left(n_{k} x\right)\right), k=1,2, \ldots$, is not equidistributed in $(0,1)$ has zero Lebesgue measure.

There is an n-dimensional analogue of this
result.
A further problem which may be investiçated is :

Question 3.
Given two increasing secquences of integers $\left\{m_{k}\right\}$, $\left\{n_{k}\right\}$, tending to infinity, coes the set $\left\{(x, y):\left(\left(n_{k} x\right)\right),((n k y))\right)$ is uniformly distributed $\}$
have full measure ?

The 'size' of the exceptional set for which $\left(\left(n_{k} x\right)\right)$ is not equidistributed depends on the sequence $\left\{n_{k}\right\}$.

For example, if $n_{k}$ is given by a polynomial in $k$ with integer coefficients, then the set of $x$ for which $\left\{\left(\left(n_{K} x\right)\right)\right\}$ is not equiaistributed is enumerable. (We have scen that if $n_{k}=k$, the exceptional set consists of the rationals). In this case $t_{k}=\frac{n_{k+1}}{n_{k}} \rightarrow 1$ as $k \rightarrow \infty$. However, Erdos and Taylor [8] show that $n_{k+1}-n_{k}$ bounded is not a sufficient condition to ensure that the exceptional set has power $K_{0}$.

Theorem 4.6 (1957, [8])
There exists a finite constant $C$, and an increasing sequence of integers $\left\{n_{k}\right\}$ such that

$$
n_{k+1}-n_{k}<c,(k=1,2, \ldots),
$$

and the set of $x$ such that $\left(\left(n_{k} x\right)\right)$ is not equidistributed is not erumerable.

## Proof :

Suppose $\left\{\lambda_{i}\right\}$ is an enumeration of the rationals in $\left[\frac{1}{8}, \frac{1}{6}\right]$, and each rational occurs in the sequence infinitely often.

Let

$$
k_{s}=5^{s}, \quad(s=0,1,2, \ldots)
$$

Set $n_{1}=1$ and suppose for some fositive integer $r$, $n_{k}$ has been defined for $k \leqslant k_{r-1}$. Suppose $n_{k-1}$ has been defined, and let $n_{k}$ be the smallest integer greater than $n_{k-1}$ for which

$$
\cos \left(n_{k} \lambda_{r} 2 \pi\right)>\frac{1}{2},
$$

so that $r_{k}$ is defined by induction in the range

$$
k_{r-1}<k \leqslant k_{r}, \quad(r=1,2, \ldots),
$$

How since $\frac{1}{6} \geqslant \lambda_{r} \geqslant \frac{1}{8}$, we have

$$
n_{k+1}-n_{k}<\frac{3 \pi}{\lambda_{r}}<24 \pi
$$

so that $n_{k+1}-n_{k}<100,(k=1,2, \ldots)$.
Also,

$$
\sum_{k=k_{r-1}^{+1}}^{k_{r}} \cos \left(n_{k} \lambda_{r} 2 \pi\right)>\frac{1}{2}\left(k_{r}-k_{r-1}\right)=2 k_{r-1} ;
$$

and so

$$
\begin{aligned}
\frac{1}{k_{r}} \sum_{k=1}^{k_{r}} \cos \left(n_{k} \lambda_{r} 2 \pi\right) & >\frac{1}{k_{r}}\left(2 k_{0}+2 k_{i} \div \ldots+2 k_{r-1}\right) \\
& >\frac{5 r-1}{k_{r}} \\
& =\frac{1}{5} .
\end{aligned}
$$

Define $I_{r}$ to be an open interval containing $\lambda_{r}$ such that if $x$ is in $I_{r}$, then

$$
\begin{equation*}
\frac{1}{k_{r}} \sum_{k=1}^{k_{r}} \cos \left(n_{k} x 2 \pi\right)>\frac{1}{5} \tag{15}
\end{equation*}
$$

Let

$$
E=\prod_{q=1}^{\infty} \bigcup_{r=q}^{\infty} I_{r}=\text { lime sup } I_{r} .
$$

Then A contijns all points $x$ which are in infinitely many $\operatorname{Ir}$ and so contains every rational in $\left[\frac{1}{8}, \frac{1}{6}\right]$. Thus $E$ is everymhere dense in the interval $\left(\frac{1}{8}, \frac{1}{6}\right)$. Also, $E$ is a $G_{\delta}$-set, and by the Baire Category Theorem, such a set which is dense in an interval cannot have power $\leqslant \aleph_{0}$. If $x \in E$, then'given $N=x$ is in Ir for some $r>\mathrm{J}$. By (15), there is an integer $\mathrm{kr}>\mathrm{N}$ such that

$$
\frac{1}{k_{r}} \sum_{k=1}^{k_{r}} \cos \left\{\left(\left(n_{k} x\right)\right) 2 \pi\right\}=\frac{1}{k_{r}} \sum_{k=1}^{k_{r}} \cos \left(n_{k} x 2 \pi\right)>\frac{1}{5} .
$$

Hence, for any $x$ in $E$,

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \sup _{t} \frac{1}{t} \sum_{k=1}^{t} \cos \left\{\left(\left(n_{k} x\right)\right) 2 \pi\right\} & \geqslant \lim _{r \rightarrow \infty} \frac{1}{k_{r}} \sum_{k=1}^{k_{r}} \cos \left\{\left(\left(n_{k} x\right)\right) 2 \pi\right\} \\
& \geqslant \frac{1}{5},
\end{aligned}
$$

and so, by Theorem 4.1, $\left\{\left(\left(n_{k} x\right)\right)\right\}$ is not equidistributed in $(0,1)$. So the sequence $\left\{n_{k}\right\}$ satisfies the required conditions with $\mathrm{C}=100$.

Baker [1], however, has improved on this construction by shoving that the constent 100 may be replaced by 2 , and that rather more is true.

Theorem 4.7 (1972, [1])
For a strictly increasing sequence of positive integers $S=\left\{n_{k}\right\}_{k=1}^{\infty}$, denote by $E(\rho)$ the set of $x$ for which the sequence $\left\{\left(\left(n_{k} x\right)\right)\right\}_{k=1}^{\infty}$ is not equidistributed.

Let $N$ be a giver positive integer.
There exists a sequence $S$ of positive integers such that $E(\rho)$ is not enumerable, and
(i) $1 \leqslant n_{k+1}-n_{k} \leqslant 2,(k \geqslant 1)$,
(ii) if $k_{1}, k_{2}$ are indices for which $n_{k+1}-n_{k}=2$, then $\left|k_{2}-k_{1}\right| \geqslant N$.

Thus the sequence $\left\{n_{k}\right\}_{k=1}^{\infty}$ is just $1,2,3, \ldots$ with an integer removed as infrequently as we wish, in a sense. Note that if only $O(n)$ of the first $n$ integers were removed, $\mathrm{P}(5)$ would consist of the rationals.

Proof :
Assume $N \geqslant 2$. Let $S=\frac{1}{3 N+4}$ and $K=6 I N+9$. Let $\left\{\lambda_{i}\right\}_{i=1}^{\infty}$ be an enumeration of the rationals in $[2 \delta, 3 \delta]$ and let each rational occur in the sequence infinitely of ten.

Let $s_{i}$ denote the set of integers $n$ such that

$$
M^{2 i} \leqslant n<M^{2 i+1}, \quad\left(\left(n \lambda_{i}\right)\right) \leqslant \delta,(i=1,2, \ldots)
$$

Define the sequence $S=\left\{n_{k}\right\}_{k=1}^{\infty}$ to consist of those $n \geqslant 1$ which do not belong to any $s_{i}$.

To show that $S$ satisfies (i) and (ii):
Choose $n \in S$ with

$$
u^{2 i} \leqslant n<M^{2 i+1} \text { and }\left(\left(n \lambda_{i}\right)\right)>\delta
$$

for some $i \geqslant 1$ and suppose $(n+1) \notin S$.

Then $\left(\left([n+1] \lambda_{i}\right)\right) \leqslant \delta \quad$.
Suppose $n \lambda_{i}=I_{1}+\eta_{1}, I_{1} \in N, 1>\eta_{1}>\delta$.
Then $(n+1) \lambda_{i}=\left(I_{1}+1\right)+\eta_{2}, 0 \leqslant \eta_{2} \leqslant \delta$.

$$
2 \delta<\lambda_{i}<3 \delta \Rightarrow I_{1}+1-3 \delta<n \lambda_{i}<I_{1}+1-\delta \quad,
$$

(with possibly equality for the special cases $\lambda_{i}=2 \delta, 3 \delta$ ). Hence

$$
\begin{aligned}
& I_{1}+1+\delta<(n+2) \lambda_{i}<I_{1}+1+5 \delta \\
\Rightarrow & \left(\left([n+2] \lambda_{i}\right)\right)>\delta \\
\Rightarrow & (n+2) \in S .
\end{aligned}
$$

Thus $J$ satisfies (i).
Also,

$$
\begin{aligned}
I_{1}+1+(2 r-3) \delta<(n+r) \lambda_{i} & <I_{1}+1+(3 r-1) \delta \\
& <I_{1}+1,
\end{aligned}
$$

for $r=0,1, \ldots, N$, so that
$\left(\left([n+r] \lambda_{i}\right)\right)>\delta, \quad 2 \leqslant r \leqslant N$,
and so $(n+r) \in S, \quad 2 \leqslant r \leqslant N$.
Thus $f$ satisfies (ii).
Let $J_{l}$ denote the set of real $X$ such tinct

$$
((n x))>\delta,
$$

whenever $\quad n^{2 i} \leqslant n<N^{2 i+1}, n \notin S_{i}$. Clearly $J_{i}$ is open and $\lambda_{i} \in J_{i}$.

Let

$$
E=\cap_{q \geqslant 1} \cup_{i \geqslant q} J_{i} .
$$

Then, as in Theorem 4.6 , E is uncountable.
Finally, if $x \in E$, and $N_{k}[0, \delta)$ is the number of terms of $\left(\left(n_{h} x\right)\right),(h \leqslant k)$, in $[0, \delta)$,

$$
\lim _{k \rightarrow \infty} \frac{\inf _{k}[0, \delta)}{k} \leqslant \frac{1}{\mathbb{N}\left(1-\frac{1}{N}\right)}<\delta
$$

$\Rightarrow E \subset E(\rho)$.

We now consider the Hausciorff dimension of the exceptional set of $x$ for which $\left\{\left(\left(n_{k} x\right)\right)\right\}_{k=1}^{\infty}$ is not equidistributed for a sequence $\left.\left\{n_{k}\right\}\right\}_{k=1}^{\infty}$ satisfying the conditions of Theorem 4.6 .

Theorem 4.8. [8]
Suppose $C$ is a constent, and $\left\{n_{k}\right\}_{k=1}^{\infty}$ an increasing sequence of integers such that

$$
n_{k+1}-n_{k}<0,(k=1,2, \ldots) .
$$

Then the set of points $x$ for which $\left\{\left(\left(n_{k} x\right)\right\}_{k=1}^{\infty}\right.$ is not equidistributed has dimension zero.

The method of prooi may also be used to show that the excertional set of $x$ for wich $\left\{\left(\left(n_{k} x\right)\right)\right\}_{k=1}^{\infty}$ is not equirlistributed has measure zero with respect to the Hausdorff measure function

$$
h(z)=\frac{1}{\left[\log \frac{1}{z}\right]^{1+\epsilon}} \text {, for every } \epsilon>C .
$$

Note that since the sequence $\left\{n_{k}\right\}$ constructed in Theorem 4.7 satisfies $n_{k}=0(k)$, Theorem 4.8 implies that the Hausdorff dimension of $\mathbb{E}(\xi)$ is zero. Also the set of $x$ for which

$$
\lim _{k \rightarrow \infty} \frac{N_{k}[0, \delta)}{k}<\delta
$$

is finite.
The methods of Theorem 4.8 may also be used to yield :

## Theorem_4.9 [8]

Suppose $C \geqslant 0, \rho \geqslant 1$ are constants and $\left\{n_{k}\right\}$
is an increasing sequence of intecers such that

$$
n_{k}<c k^{\rho}, \quad(k=1,2, \ldots) .
$$

Then the set of points $x$ for which $\left\{\left(\left(n_{k} x\right)\right)\right\}_{k=1}^{\infty}$ is not equidistributed has dinension not greater than (1- $\frac{1}{\rho}$ ), there being sequences $\left\{n_{k}\right\}_{k=1}^{\infty}$ for which the bound $\left(1-\frac{1}{\rho}\right)$ is attained.

The sequences $\left\{n_{k}\right\}$ considered so far do not increase too quickly. The sequences of Theorems 4.8 and 4.9 are not lacunary (ie. they do not satisfy (6) of Chapter II, $t_{k}=\frac{n_{k+1}}{n_{k}} \geqslant \rho>1$ ), they satisfy

$$
\lim _{k \rightarrow \infty} \inf _{k}=1
$$

The case $t_{k} \rightarrow \infty$ is already discussed in

Chapter II. For the set $\mathbb{E}$ of values of $x$ such that $\sum_{k=1}^{\infty}\left\{\left(\left(n_{k}-x\right)-\alpha\right\}\right.$ converges $; 0<\alpha<1$, has dimension 1 . $k=1$
: H e thus have $\left(\left(n_{k} x\right)\right), \rightarrow \alpha$, as $k \rightarrow \infty$, for $x$ in this set $E$, and so $\left\{\left(\left(n_{k} x\right)\right)\right\}_{k=1}^{\infty}$ cannot be equioistributed. The condition above that the sequence $\left\{n_{k}\right\}$ be lacunary implies that the exceptional set of $x$ for which $\left\{\left(\left(n_{k} x\right)\right)\right\}_{k=1}^{\infty}$ is not equidistributed has dimension 1 :

Theorem 4.10 [8]
If $\left\{n_{k}\right\}$ is an increasing sequerce of
integers such that $t_{k} \geqslant \rho>1$, than the set $E$ of values of $x$ such that $\left\{\left(\left(n_{k} x\right)\right)\right\}_{k=1}^{\infty}$ is not equidistributed in $(0,1)$ has dimension 1 .

The proof is another application of Theorem 2.5 to show that $E$ has positive $\Lambda^{s}$-measure for any $s$ satisfying $0<s<1$.
2. The uniform distribution of the integral parts of the multiples of an irraticnal number .

Consider the integral parts of the multiples of an irrational number $\xi$;
$[\xi],[2 \xi],[3 \xi], \ldots$

The question arises as to whether, in the limiting sense, there are just as many even numbers as odd,
or just as many in each of the three congruence classes modulo 3 , etc.

Consider any sequence of integers $n_{1}, n_{2}, n_{2}, \ldots$ For any modulus $m>1$, define $N(k, j, m)$ as the number of integers $n_{h}$ satisfying $h \leqslant k$ and $n \equiv j$ (mod). Then the sequence $\left\{n_{k}\right\}$ is said to be uniformly distributed modulo m if

$$
\lim _{k \rightarrow \infty} \frac{N(k, j, m)}{k}=\frac{1}{m}
$$

for each of the residue classes $j=1,2,3, \ldots, n$. The sequence $\left\{n_{k}\right\}$ is said to be uniformly distributed if it is uniformly distributed modulo m for every positive integer $m \geqslant 2$.

The answer to the above question is then affirmative, for the result of Theorem 4.2 may be used to show that if $\xi$ is an irrational number, then the integral parts of its multiples,

$$
[\xi],[2 \xi],[3 \xi], \ldots
$$

form a uniformly distributed sequence of integers [18].
For, if $m$ is a fixed arbitrary integer, $\frac{\xi}{m}$ is irrational, and the sequence

$$
\left\{\left(\left(\frac{k \xi}{m}\right)\right)\right\}=\left[\frac{k \xi}{m}-\left[\frac{k \xi}{m}\right]\right\}, \quad(k=1,2, \ldots)
$$

is uniformly distributed in the unit interval. yultinlyinc the terms of this sequence by $m$, we see that the sequence

$$
\left\{k \xi-m\left[\frac{k \xi}{m}\right]\right\}, \quad(k=1,2, \ldots)
$$

is uniformly distributed (in the obvious sense) over the real line from 0 to $m$. Hence, by taking the integral parts of this sequence, a sequence of integers which is uniformly distributed modulo m is obtained,

$$
\left\{\left[\mathrm{k} \xi-\mathrm{m}\left[\frac{\mathrm{k} \xi}{\mathrm{~m}}\right]\right]\right\}=\left\{[\mathrm{k} \xi]-\mathrm{m}\left[\frac{\mathrm{k} \xi}{\mathrm{~m}}\right]\right\},(\mathrm{k}=1, \ldots)
$$

However, since all multiples of $m$ may be ignored modulo m., we have that the sequence $\{[k \xi]\}$ is uniformly distributed modulo m for all $\mathrm{m} \geqslant 2$.

Note that if $\xi$ is irrational and satisfies $-1<\xi<1$, then the sequence

$$
[\xi],[2 \xi],[3 \xi], \ldots
$$

does not consist of distinct integers, but the definition of a uniformly distributed sequence on integers contains no requirement that the integers be distinct.

For any positive real number $\alpha$ define $N_{\alpha}$ as the set of integers

$$
\{[\alpha],[2 \alpha],[3 \alpha], \ldots,[k \alpha], \ldots\}
$$

Then among other known proper ties of the sequence of integral parts of the multiples of a real number are the following : (See, for example, [18])

## Theorem 4.11

Let $\alpha$ and $\mathcal{F}$ be positive real nurbers.
Denote the set of all positive inteaers by in and the empty set by $\phi$. Then $N_{\alpha}$ and $\mathbb{N}_{\beta}$ are complemontury sets of positive integers,
ie. $\quad N_{\alpha} \cup N_{\beta}=N$ and $N_{\alpha} \cap N_{\beta}=\phi$,
if and only if $\alpha$ and $\beta$ are irrational and

$$
\frac{1}{\alpha}+\frac{1}{\beta}=1
$$

Theorem 4.12
Given positive real numbers $\alpha$ and $\beta$ such
that $1, \frac{1}{\alpha}, \frac{1}{\beta}$, are linearly incependent over the $\mathrm{I}^{2} \mathrm{El} \mathrm{a}_{2}$ of rational numbers, $\left(\Rightarrow \alpha^{-1}, \beta^{-1}\right.$ are irrational), then $I_{\alpha}$ and $N_{\beta}$ have infinitely many common elements.

## Theorem 4.13

Let $\alpha$ and $\beta$ be positive irrational numbers such that

$$
\frac{a}{\alpha}+\frac{b}{\beta}=c
$$

for some inteers $a, b, c$ with $a b<0$ and $c \neq 0$.
Then $N_{\alpha}$ and $N_{\beta} \beta$ have infinitely many common -
elements.

Theorem 4. 14
Iet $\alpha$ and $\beta$ be rositive irrational nuwbers
such that
$\frac{a}{\alpha}+\frac{b}{\beta}=c, \quad$,
for some positive integers $a, b, c, c>1$.
Then $N_{\alpha}$ and $N \beta$ have infinitely many common
elements.

## Theorem 4.15

Let $\alpha$ and $\beta$ be positive real numbers.
The sets $N_{\alpha}$ and $N_{\beta}$ are disjoint if and only if $\alpha$ and $\beta$ are irrational and there exist positive integers $a$ and $b$ such that

$$
\frac{a}{\alpha}+\frac{b}{\beta}=1
$$

Furthermore, if $N_{\alpha}$ and $N_{\beta}$ have one common element they have infinitely many.

Theorem 4.16
Let $\alpha>1$ and $\beta>1$ be irrational.
Then $N_{\alpha} \cup N_{\beta}=N$, if and only if
there are positive integers $a$ and $b$ such that

$$
a\left(1-\frac{1}{\alpha}\right)+b\left(1-\frac{1}{\beta}\right)=1
$$

Theorem 4.17
Let $\alpha>1$ and $\beta>1$ be irrational.
Then $N_{\alpha} \supset N_{\beta}$ if and only if there are
positive integers $a$ and $b$ such that

$$
\begin{gathered}
-83- \\
a\left(1-\frac{1}{\alpha}\right)+\frac{b}{\beta}=1
\end{gathered}
$$

## Theorem 4.18

There are no positive real numbers $u, \beta, \gamma$ such that $N_{\alpha}, \mathbb{N}_{\beta}, N_{\gamma}$ are pairwise disjoint.
3. The uniform distribution modulo $10 \hat{i}\{f(n)\}_{n=1}^{\infty}$. If $f(t),(t>0)$, is a differentiable function then the behaviour of $f^{\prime}(t)$ is an indicatjon of the kind of oscillation (rapid or slow) of $f(t)$ between the bounds 0 and 1 . Therefore in certain cases from given properties of $f^{\prime}(t)$ conclusions cen be drawn about the continuous distribution of the values of $f(t)(\bmod 1)$, and the discrete distribution of the sequence $f(1), \vec{i}(2), \ldots$ (riod 1) .

This section contains some known theorems ebout the discrete distribution of sequences $f(1), f(2), \ldots$ linder given conditions on $f^{\prime}(t)$. The proofs are generally based on the known behaviour of the corresponding $f(t)$, ( $t=0$ ), with respect to the continuous distrioution modalo 1 .

## Lefinition.

The function $f(t)$ is C-uniformly.
distribute $(\bmod 1)$ if for every integral value of $h \neq \dot{u}$,

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} e^{2 \pi i h f(t)} d t=0
$$

## Theorem 4. 19 [11]

Let $f(t)$ be a function, differentiable for $t \geqslant 0$, and let
(i) $0 \leqslant f^{\prime}(t)<\infty, \quad t \geqslant 0$;
(ii) $t^{P} f^{\prime}(t) \rightarrow$ constant $>0$ as $t \rightarrow \infty$, (p fixed , $0<p<1$ ).

Then the sequence $f(1), f(2), f(3), \ldots$
is uniformly distributed modulo 1 .

Proof :
The condition (ii) implies that $f(t)$ is C-uniformly distributed (mod 1) . (See [11], where further references may be found $\dot{\alpha}$ ).

Using Euler's summation formula we have
$\sum_{h=1}^{T} e^{2 \pi i h f(n)}=\int_{1}^{T} e^{2 \pi i h f(t)} d t+\frac{1}{2}\left\{e^{2 \pi i h f(T)}+e^{2 \pi i h f(1)}\right\}$

$$
\begin{equation*}
+2 \pi h i \int_{1}^{T} P(t) f^{\prime}(t) e^{2 \pi i h f(t)} \hat{i} t, \tag{16}
\end{equation*}
$$

$h= \pm 1, \pm 2, \ldots ; T=1,2, \ldots$, where

$$
P(t)=t .-[t]-\frac{1}{2} .
$$

If I is the last term on the right-hand side of (16), then $\quad$.

$$
\left|\frac{I}{T}\right| \leqslant \frac{\pi|h|}{T} \int_{i}^{T} f^{\prime}(t) d t \leqslant \frac{2 \pi|h| f(T)}{T}
$$

(ii) implies that $f^{\prime}(t) \rightarrow 0$ as $t \rightarrow \infty$, and so

$$
\frac{f(t)}{t} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

Thus

$$
\frac{I}{T} \rightarrow 0 \text { as } T \rightarrow \infty
$$

and so, from (16), for every integer $h \neq 0$,

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{n=1}^{T} e^{2^{\pi T} i h f(n)}=0
$$

The some methods will also give :

## Theorem 4. 20 [11]

Let $f(t)$ be a differentiable function, and let

$$
\begin{aligned}
& \text { (iii) } f^{\prime}(t) \text { monotonically decreasing },(t \geqslant 0) \text {; } \\
& \text { (iv) } f^{\prime}(t) \rightarrow 0 \text { as } t \rightarrow \infty \text {; } \\
& \text { (v) } t f^{\prime}(t) \rightarrow 0 \text { as } t \rightarrow \infty \text {. }
\end{aligned}
$$

Then the sequence $f(1), f(2), \ldots$ is
uniformly distributed mode 1 .

$$
\begin{aligned}
& \text { For, (iii), (iv), (v) imply that } \\
& \lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} e^{2 \pi i h f(t)} d t=0,
\end{aligned}
$$

and (iv) implies that $\frac{f(t)}{t} \rightarrow 0$ as $t \rightarrow \infty$;
and

## Theorem 4.21

 [11]```
If f(t) is a differentiable function (t\geqslant0),
```

and satisfies

$$
\begin{aligned}
& \text { (vi) } f(t) \text { is } C-u n i f o r m y \text { distributed mod } 1 ; \\
& \text { (vii) } I^{\prime}(t)>0,\left(t \geqslant i_{0} \geqslant C\right) ; \\
& \text { (viii) } \frac{f(t)}{t} \rightarrow 0 \text { if } t \rightarrow \infty ;
\end{aligned}
$$

then the sequence $f(1), f(2), \ldots$ is uniformly distributed $\bmod 1$.

Theorem 4.21 also implies that if $f(t)$ is a differentiable function $(t \geqslant 0)$ and satisfies

$$
f^{\prime}(t) \log t \rightarrow C>0 \quad \text { as } \quad t \rightarrow \infty,
$$

then the sequence $f(1), f(2), \ldots$ is uniformly distributed $\bmod 1$.

Among other known sufficient conditions for the sequence $f(i), f(2), \ldots$ to be uniformly distribute a $\bmod 1$ are [11] :
(A) $f(t)$ is a differentiable function with $\left|k f^{\prime}(t)\right| \leqslant M, \quad(H \geqslant 0, t \geqslant 0)$,
and
(B) $f^{\prime}(t)$ is a function tivice differentiable for

$$
t \geqslant 1, \text { and }
$$

$$
\begin{aligned}
& (i x) \quad f^{\prime}(t) \text { and } f^{\prime \prime}(t) \text { are bounded for } t \geqslant 1 ; \\
& (x) \quad f^{\prime}(t) \rightarrow \xi(\text { irrational) as } t \rightarrow \infty .
\end{aligned}
$$

In [11], the author uses the above theorems to show that the sequences $N_{n}+\sin \frac{1}{n},(n=1,2, \ldots)$, and $\sqrt{n}+\sin n,(n=1,2, \ldots)$, are uniformly distributed mod 1 , whilst the sequence $\cos (n+\log n)$, ( $\mathrm{n}=1,2, \ldots$ ) , is not.
4. Ageneralisation of uniform aistribution.

Summary of known theorems :
(i) [Weyl]

The necessary and sufficient condition that $\left\{x_{n}\right\}$ be uniformly distributed mod 1 is that for any R-integrable function $f(x)$ in $[c, 1]$, $\lim _{n \rightarrow \infty} \frac{f\left\{\left(\left(x_{1}\right)\right)\right\}+\ldots+f\left\{\left(\left(x_{n}\right)\right)\right\}}{n}=\int_{0}^{1} f(x) d x$.
(ij.) [Yeyl]
The necessary and sufficient condition that $\left\{x_{n}\right\}$ be uniformly distributed mod 1 is that for $m=0, \pm 1, \pm 2, \ldots$,

$$
\begin{gathered}
\sum_{r=1}^{n} e^{2 \pi i n x_{r}}=o(n) \\
(f(x)=\exp (2 \pi i x) \text { in (i))}
\end{gathered}
$$

(iii) [van der Corput]

Let $g_{h}(t)=g(t+h)-g(t),(h=1,2, \ldots)$.
If $\left\{g_{h}(n)\right\}$ is uniformly distributed mod 1 for any $h$, then $\{g(n)\}$ is uniformly distributed mod 1 .
(iv) [Fejer]

Let $g(t)>0$ be a continuous increasing function with a continuous derivative $g^{\prime \prime}(t)$ for $1 \leqslant t<\infty$ and satisfy the following conditions :

$$
\begin{aligned}
& \text { (a) } g(t) \rightarrow \infty, \text { as } t \rightarrow \infty, \\
& \text { (b) } g^{\prime}(t) \rightarrow 0 \text { monotonically, as } t \rightarrow \infty, \\
& \text { (c) } \operatorname{tg}^{\prime}(t) \rightarrow \infty, \text { as } t \rightarrow \infty \text {. }
\end{aligned}
$$

Then $\{g(n)\}$ is uniformly distributed $\bmod 1$.

Thus $\left\{a n^{\sigma}\right\},(a>0, \sigma>0, \sigma$ not an integer $)$, and $\left\{a(\log n)^{\sigma}\right\},(a>0, \sigma>1)$, are uniformly distributed mod 1 . If $\sigma$ is an integer and a is irrational, then $\left\{a n^{\sigma}\right\}$ is uniformly distributed mod 1 .

In [21], Tsugi generalises the notion of uniform distribution mod 1 as follows :

Let $\lambda_{n}>0$ be a sequence which satisfies
(a) $\lambda_{1} \geqslant \lambda_{2} \geqslant \ldots \geqslant \lambda_{n}>0$,
(b) $\sum_{n=1} \lambda_{n}=\infty$.

Let $I$ be an interval in $[0,1]$ and $\phi(x)$ its characteristic function, ie. $\phi(x)=1$ for $x \in I$, and $\phi(x)=0$ elsewhere. If for any I,

$$
\lim _{n \rightarrow \infty} \frac{\lambda_{1} \phi\left\{\left(\left(x_{1}\right)\right)\right\}+\cdots+\lambda_{n} \phi\left\{\left(\left(x_{n}\right)\right)\right\}}{\lambda_{1}+\cdots+\lambda_{n}}=|I|
$$

then $\left\{x_{n}\right\}$ is said to be $\left\{\lambda_{n}\right\}$-uniformly distributed mod 1 .
The uniform distribution mod 1 is a special case, where $\lambda_{n}=1,(n=1,2, \ldots)$.

There are corresponding analogues of the above theorems :

## Theorem 4.22 [21]

The necessary and sufiticient condition that $\left\{x_{n}\right\}$ be $\left\{\lambda_{n}\right\}$-uniformly distributed mod 1 is that, for any R-integrable function $f(x)$ in $[0,1]$,

$$
\lim _{n \rightarrow \infty} \frac{\lambda_{1} f\left\{\left(\left(x_{1}\right)\right)\right\}+\cdots+\lambda_{n} f\left\{\left(\left(x_{n}\right)\right)\right\}}{\lambda_{1}+\ldots+\lambda_{n}}=\int_{0}^{1} f(x) d x .
$$

## Theorem 4.23 [21]

The necessary and sufficient condition tinat $\left\{x_{n}\right\}$ be $\left\{\lambda_{n}\right\}$-uniformly distributed $\bmod 1$ is that, for $m=0, \pm 1, \pm 2, \ldots$,

$$
\sum_{r=1}^{n} \lambda_{r} e^{2 \pi m i x_{r}}=o\left\{\sum_{r=1}^{n} \lambda_{r}\right\}
$$

Theorem 4.24 [21]

$$
\text { Let } \lambda_{n}=\lambda(n) \text {, where } \lambda(t)>0 \text { is } a
$$

continuous decreasing function with a continuous derivative $\lambda^{\prime}(t)$ for $1 \leqslant t<\infty$, such that

$$
\sum_{r=1}^{n} \lambda_{r} \sim \int_{1}^{n} \lambda(t) d t, \quad(n \rightarrow \infty)
$$

$$
\text { Let } g(t)>0 \text { be a continuous increasing }
$$ function with a continuous derivative $g^{\prime}(t)$ for $f \leqslant t<\infty$, and satisfy the following conditions :

(a) $g(t) \rightarrow \infty$, as $t \rightarrow \infty$;
(b) $g^{\prime}(t) \rightarrow 0$ monotonically, as $t \rightarrow \infty$;
(c) $\frac{g^{\prime}(t)}{\lambda(t)}$ is monotone for $t \geqslant t_{0}$;
(d) $\frac{g^{\prime}(t)}{\lambda(t)} \int_{1}^{t} \lambda(t) d t \rightarrow \infty, \quad$ as $t \rightarrow \infty$.

Then $\{g(n)\}$ is $\left\{\lambda_{n}\right\}$-uniformly distributed
$\bmod 1$.

Thus, for example, if $\varepsilon(t)>0$ is a
continuous increasing function with a continuous derivative $g^{\prime}(t)$ for $1 \leqslant t<\infty$, and satisfies the conditions :
(a) $g(t) \rightarrow \infty$, as $t \rightarrow \infty$,
(b) $g^{\prime}(t) \rightarrow 0$ monotonically, as $t \rightarrow \infty$,

> (c) $t g^{\prime}(t)$ is monotone for $t \geqslant t_{0}$,
> (d) $t \log t \cdot g^{\prime}(t) \rightarrow \infty$, as $t \rightarrow \infty$,
then $\{g(n)\}$ is $\left\{\frac{1}{n}\right\}$-uniformly distributed mod 1.
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