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Abstract

The efficient identification of photons is a crucial aspect in the seancthéoHiggs boson at
ATLAS. With the high luminosity and collision energies provided by the Largerbia Collider,
rejection of backgrounds to photons is of key importance. It is ofteneegible to fully simulate
background processes that require large numbers of events, duecesging time and disk space
constraints. The standard fast simulation program, ATLFAST-I, is abléntalate events~1000
times faster than the full simulation program but does not always provioegrdetailed information
to make accurate background estimates. To bridge the gap, a set of pbatostruction efficiency
parameterisations, for converted and unconverted photons, hamedbeeed from full simulation
events and subsequently applied to ATLFAST-I photons. Photon reactien efficiencies for iso-
lated photons from fully simulated and ATLFAST-I, plus parameterisatioreste are seen to agree
within statistical error.

A study into a newly proposed Two Higgs Doublet Model changgl,—~ H — hh — yyy,
where the light Higgs (h) boson is fermiophobic, has been investigateslcAdmnnel is of particular
interest as it exploits the large production cross-section of a heavy HijgmEon via gluon-fusion
at the LHC in conjunction with the enhanced branching ratio of a light fernubjaHiggs (h) boson
to a pair of photons. This channel is characterised by a distinct signaftdioer high pr photons
in the final state. Samples of signal events have been generated aer@sg, thy) parameter space
along with the dominant backgrounds. An event selection has been gedelath the search per-
formed at generator-level. In addition, the search was also perforntadsimulated ATLFAST-
events utilising the above photon reconstruction efficiency parameterisafton both analyses, the
expected upper limit on the cross-section at 95% confidence level isrdeéet and exclusion regions
of the (my, my) parameter space are defined for integrated luminositieglofiand 10fb—tin seven

fermiophobic model benchmarks.
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Preface

In March 2010, the Large Hadron Collider (LHC) started colliding bearascantre-of mass of 7 TeV.
This point marked the beginning of a new era in high-energy physicshwhay potentially result
in the ending of the long running search for the elusive Higgs boson.nAobthe four main LHC
experiments, the ATLAS detector has been designed to capture a bragdafphysics signatures.
Not only will the detector be able to make precision measurements of the eleekk@arameters but
it will also be able to detect the tell-tale signs of new physics beyond the Sthkttalel.

One of the potential signatures of a Higgs boson is its decay to a pair ofrghdthis signature is
particularly attractive as photons passing through the detector leave iaeletéinergy deposits in the
calorimeter system. Therefore, the ATLAS detector must be able to identifyemonstruct photons
with high efficiency whilst at the same time be able to reject the background rto dhising from
electromagnetic components of hadronic jets.

This thesis will present the parameterisation of the photon reconstrucficierefy and its sub-
sequent inclusion into the ATLAS fast simulation package, ATLFAST-Iditidnally, the analysis of
a new Two Higgs Doublet Model channel, where a signature of fourtewmlphotons is expected,
will be presented at both generator-level and detector-level. This ikesisinged into the following

chapters:

e Chapter 1 provides an overview of the Standard Model of particle phyasi in particular the

motivation for, and inclusion of, the Higgs mechanism into the theory.

e Chapter 2 will then describe the theoretical models which contain the simptastiextension
of the Higgs sector of the Standard Model. In these models, known as Tggs HDoublet
Models, a phenomenon called fermiophobia can arise where the couplingdrethe light
Higgs boson and fermions vanishes. The phenomenology of a newlpgedgermiophobic
Higgs channel with a characteristic final state of four isolated photons \eill be explored.
This channel is of particular interest as it has a potentially large signat<®ection at the

LHC. Finally, seven fermiophobic model benchmarks have been defirtbctgions of allowed
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parameter space will be shown. The analysis of this channel and thésriEsuthe seven

benchmarks will be detailed in Chapter 7.

e Chapter 3 presents an overview of the ATLAS detector. Particular attewilbbe paid to
the calorimetry and tracking system which are responsible for recotiagguand identifying

photons from Higgs decays.

e Chapter 4 introduces the Monte Carlo and detector simulation methods us@d. A8 Aln
particular, this Chapter describes the Monte-Carlo event generasad, later in this thesis,

and also the ATLAS fast detector simulation package, ATLFAST-I.

e Chapter 5 provides the reader with an overview of how photons arasgocted within the AT-
LAS detector. The use of tracking and calorimeter information in recovedngerted photons
and the rejection of jets is also detailed. This chapter provides the final giecgoductory

material needed before discussion of the author’s own work can begin.

e Chapter 6 presents a new set of photon reconstruction efficiencpnptedsations for the AT-
LAS fast simulation package, ATLFAST-I. It will be demonstrated that &ate an effective set
of parameterisations, converted and unconverted photons must bd sepszately. Photon re-
construction efficiencies will be extracted from full simulation events aptieghto ATLFAST-

| photons to give realistic estimates of the reconstruction efficiency in theifaslation.

e Chapter 7 details the search for a light fermiophobic Higgs boson in a nenHIggs Doublet
Model channel, described in Chapter 2. The main focus will be on a gemdevel analy-
sis of the new channel. Event samples of signals, with varying values diftiteand heavy
Higgs boson masses in the allowed search range, have been genkmagedith the identified
backgrounds to the signal. An event selection will then be defined thatdmasdesigned to
separate any signal, in the allowed search range, from the backgiRasdlts will be presented
in terms of the upper limit on the signal cross-section at 95% confidencedestaegions of
exclusion will be shown in the seven benchmarks for integrated luminositiéd twf! and
10fb~1. Finally, in addition to the generator-level analysis, the analysis has keeated in-
cluding detector effects, simulated with the ATLAS fast simulation packagef-AST-1. Here,
photons from ATLFAST-I will have the photon reconstruction efficiepeyameterisations, de-
scribed in Chapter 6, applied to them to give a realistic estimation of the ATLAS e's
ability to reconstruct and identify photons. Results from the fast simulatiatysis will then

be compared to those from the generator-level analysis.
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Chapters 6 and 7 represent the author’s original work. The onlypérceis in Section 7.4.1
where the 95% confidence level upper limit on the signal cross-sectiafciglated using an existing
external C++ coding of the CLs method [1, 2]. All the figures shown indlebspters were produced

by the author.



Chapter 1

The Standard Model and The Higgs

Boson

Particle physics can be viewed simply as the study of matter and energy.nipéteo explain and
describe the elemental building blocks of nature and the forces thattaetdiethem. Currently, four
fundamental forces are known: gravity, the electromagnetic force, #ak wuclear force and the
strong nuclear force. Einstein’s General Relativity theory [3] expl#iesgravitational force by the
use of field equations relating the four-momenta of particles to the curvatsmaoe-time. Whilst
General Relativity has proven to be remarkably successful at degrgbavity on a cosmological
scale, itis still unclear as to how it can be reconciled with quantum physi¢kelabsence of gravity,
quantum field theory (QFT) combines special relativity, quantum mechanitslassical field theory
to describe the three other fundamental forces in a single frameworkrkaswhe Standard Model
(SM) [4, 5].

Despite the great success of the Standard Model in describing obgEmteles and phenomena,
intrinsic problems exist, most notably the absence of the predicted Higgs bdsoh has so far
eluded discovery. These problems motivate the extension of the Standalel,Mvhich in the case
of Two-Higgs Doublet Models (2HDMs), to name an example, predicts tigesce of five Higgs
bosons in contrast to the one Higgs boson of the SM. With the LHC now iratipeiit should only
be a matter of time before many of the proposed extensions and indeed skeqe®f the elusive
SM Higgs boson are either proven or excluded.

This chapter aims to provide the reader with an overview of the StandareélMAdmore com-

prehensive description can be found in [4, 5].

10



1.1 The Standard Model The Standard Model and The Higgs Boson

1.1 The Standard Model

The Standard Model categorises fundamental particles according tesfives. Particles with half
integer spinsg = % % etc.) obeying Fermi-Dirac statistics are called fermions whilst particles with
integer spinsg =0, 1, etc) obeying Bose-Einstein statistics are called bosons.

Fermions are the foundation for all matter and are sub-divided into twgograuarks which
interact via the electromagnetic, weak and strong forces;lgutdns which only interact via the
electromagnetic and weak forces. Each group contains six particles at@abrganised into three
generations according to their properties. Figure 1.1 details the sulmdivisthe fermion sector,

indicating the mass and charge of the twelve particles (twenty-four includinganticles). Leptons

Generation
I 1 1l

Mass—— 2.4 MeV 1.27 GeV || 1.78 GeV

u C t
Charge—p +2/3 +2/3 +2/3
Quarks
4.8 MeV 104 MeV | | 4.2 GeV
d S b
-1/3 -1/3 -1/3
<2.2eV <0.17eV| | <15.5eV
Ve Vu V1
0 0 0
Leptons

0.511 MeV, |105.7 MeV, | 1.78 GeV

e M T

-1 -1 -1

Figure 1.1: Organisation of the fermion sector. Cells in green represent the quankisira blue
represent the leptons. Average measured mass is indicated for all fesmiiong with the charge, in
units of ge.

carry unit electric charge and can exist in a free state whereas qeeamysa fractional charge. In
addition to the electrical charge, quarks (anti-quarks) also carry@guanumber known asolour,
which has three statesed(anti-red); greer(anti-greer); andbluganti-blug. Due to a phenomenon
known as confinement, no quark can exist freely and must instead foegeimcharged composite
particles with neutral colour. These composite particles are chieldonsand come in two forms:
mesonscontaining quark-anitquark pairs; abdryons containing three quarks. Colour also allows

for states to exist that apparently violate the Pauli-Exclusion principle,fe.g(ddd), where each

11



1.1 The Standard Model The Standard Model and The Higgs Boson

d-quark has a different colour.

As a note, two weaknesses of the Standard Model can be seen in therfegutor. Firstly, large
differences in mass between the families cannot be explained by the SMeaoddsy, neutrinos
which are assumed to be massless in the SM have been shown to havemorags [6, 7, 8].

Vector bosons are responsible for propagating the fundamentakfoeteveen fermions and in
the Standard Model are split into three groups: electromagnetic fordercgohoton); weak force
carriers W+, Z9); and strong force carriers (gluons). Table 1.1 details the bosoasiats] with the

three forces along with their respective masses and charges. Partietestinvith each other via the

Interaction Particle Mass [GeV/c?] Charge [ge]

Electromagnetic Y 0 0
W 80.4 +1
Weak
Z° 91.2 0
Strong g 0 0

Table 1.1: Vector bosons in the Standard Model with their electric charges and masse

exchange of virtudlvector boson. The exchange of virtual photons between any electriteliged
particles gives rise to the electromagnetic force. The strength of the ititer&cproportional to the
electrical charge of the particle and due to the zero mass of the photorgrteeis felt at infinite
range. The weak force arises from the exchanging/éfandZ® bosons and is felt by quarks and
leptons. The weak force, due to the heavy mass of the mediating bosaaiatiisely weak compared
to the electromagnetic and strong forces and therefore is only felt owgirahges. Finally, the strong
force arises from the exchange of gluons. There are eight typdsiaf @ll of which are massless
and carry colour-anti-colour, e.g. red-antiblue. As they carry colfluons can interact not only with
quarks but also with themselves. Whilst the gluon is massless, like the phatairdhg force is not
infinite in range. This is due to the self interactions of gluons which causetbe fo increase as the
distance between them grows.

The presence of another scalar boson, the Higgs boson, is predjcted Btandard Model but
as of yet it has not been observed experimentally. The SM Higgs bosssasiated with the Higgs
field, which is introduced to give mass to the elementary particles. A more coengigh description

of the Higgs mechanism is given in Section 1.1.6.

1A virtual particle is one that is undetectable in the conventional sense and momebtasiks theE2 = p? + m?
relationship.

12



1.1 The Standard Model The Standard Model and The Higgs Boson

The following sections detail the formalisation of the Standard Model as &dacage theory.

1.1.1 The Lagrangian

The Lagrangian of a conserved energy system is defined as:
L=T-V (1.1)

whereT is the kinetic energy and is the scalar potential energy. In classical mechanics, where the
Lagrangian is a function of the coordinatggi = 1,...,n wheren is the number of dimensions) and
their time derivatives), the equations of motion are specified by the Euler-Lagrange equation:

d /oL oL

—([Z=)-2==0 1.2

dt (aqi) oq; (1.2)
In field theories, particles are not treated as localised entities but insteadbared as fields. This
motivates the change from a discrete system with coordirgatésto a continuous system with a
field (X,t). The Lagrangian is now replaced by a Lagrangian density (also ofterrad to as the
Lagrangian):

L(Gi,Gi,t) — L(9,0,9,X,) (1.3)

whered,, = & andgis a function of the continuous variablg. In the classical form of the Euler-
Lagrange equation, the left hand side is only a derivative of time. In &vist& theory, space and

time coordinates must be treated equally. Thus the Euler-Lagrange edoetiomes:

0 0L 0L
3%, <a<au<p>) “ap C 9

For example, consider the Lagrangian for a Dirac spieet (%) field, y:

Lpirac = qj(iy“ap - m) P (1-5)

Treatingy and the adjoint spinap as independent variables, the application of the Euler-Lagrange
Equation, 1.4, results in, fap:
o — my =0 (1.6)

and fory:
0P+ mP =0 (1.7)

13



1.1 The Standard Model The Standard Model and The Higgs Boson

Equation 1.6 is the Dirac equation describing a fermion of nrasgihilst Equation 1.7 is the adjoint

of the Dirac equation.

1.1.2 Gauge Theories and Invariance

Gauge theories are defined as field theories which have the distinctiyrtiiz physical observables
remain unchanged by a defined transformation of the fields. Formally, thigegy is known as
gauge invariancer gauge symmetryfwo distinct forms of invariance exisgflobal invariancewhere
physical observables remain unchanged by a single transformationdapplfermly over all space-
time points andocal invariancewhere physical observables remain unchanged by a transformation
that is a function of space-time, meaning that different transformatiorapaied at individual space-
time points. In general, a theory that is globally gauge invariant is not localéyiemt. However, by
the introduction of new fields that transform in a specific way local invagaran be restored.

The principle of local gauge invariance dates back to 1918 with Hermaryh [@Je It was pro-
posed that global invariance must hold locally under a phase transfomuggiwerated by a unitary
1x1 matrix. This type of local gauge invariance is referred to as U(1) symmeligre the symme-
try group U(1) represents allxIl unitary matrices. This principle of local gauge invariance under
U(1) transformations forms the basis for Quantum Electrodynamics (QBL).principle of local
gauge invariance, however, was not extended to other symmetry quotip$957 when Yang and
Mills [10] extended it to SU(2) to describe the weak force, and later to Bpf®ducing Quantum
Chromodynamics (QCD).

1.1.3 Quantum Electrodynamics

In the context of the Standard Model, gauge invariance is determined bedo@ement that the
Lagrangian must be invariant under phase transformations. For exaropkdder the global phase

transformationy (o) = €% which forms the unitary abeli&mgroup,U (1). Under the transformation:

Y— ' =U(a)y =y (1.8)

wherea is any real number, the Dirac Lagrangiafbirac = W (iy*0y — m)y is invariant, since it
follows that the adjoint spinor transforms @s— §/ = e '9%{). This form of invariance is global as

a is independent of the coordinates. To test if the Dirac Lagrangian isiamtaunder local phase

2An abelian group is one in which the result of the group operation is ugelthiny the order in which it acts on two
elements. Fod (1) this mean®J (a)U(B) = U(B)U(a).

14



1.1 The Standard Model The Standard Model and The Higgs Boson

transformationsg becomes a function o, such that:
W) — W) = 1Ny(x) (1.9)

Clearly, the Lagrangian is no longer invariant under this transformatiae sin extra term arises

from the derivative ofx(x):
(X’ = (XM Y(x)) = iq(3,a(x)) €M (x) + €9 Y(x) (1.10)

leading to the Lagrangian:

Lpirac — Lpirac — (ql]_Jy“l]J)auC((X) (1.11)

Therefore to eliminate this extra term in the Lagrangian and thus make thenlgggmdocally in-
variant something must be added to cancel it out. Hence, a new spin-Isfiglttoduced which

transforms as:

AUX) = Au(X) = Au(x) — Bua(X) (1.12)

Additionally the covariant derivative is defined as:
Dy = 0y + igAu(X) (1.13)
which has the property that it transforms like the field itself:
Dy — D}, = ™D, (1.14)

If the covariant derivative is substituted into the Dirac Lagrangian thegahge transform ofy,(x)
will cancel out the extra term in Equation 1.11. The new covariant forrthefDirac Lagrangian
reads:

Leovpirac = W (iYV'Dy — MW = Lopirac — QUY'PA, (1.15)

where it is seen that a new term has been gained which can be intergetedrderaction between
the fermion field,Js, and a new vector spin-1 fieldy,. However, forA, to be associated with the
photon, a gauge invariant Lagrangian term describing a propagathgrepin-1 field must be added

to the new Lagrangian. The Proca Lagrangian describing such a field is:

1

LProca = 7

1
4vaFw + énﬁA“Au (1.16)

15



1.1 The Standard Model The Standard Model and The Higgs Boson

whereFW = gHAY — 9VAM is the electro-magnetic tensor. This Lagrangian however must also be
gauge invariant. Whilst the first term is invariant under the transform umakgn 1.12, the second

term is not, since:

1

STRAMA, — %m,i(A“ + M) (A, + 0y0) # %m,iA“Au (1.17)

Initially, this may appear to be problematic but it is resolved by the realisatiorthba,(x) field

is identified as the photon. The only solution is to sgt = 0, which is in agreement with the
observation that the photon is massless. Therefore, the second ternPiotaelagrangian vanishes
and the Lagrangian reduces to one that describes a massless vectofislginknown as the Maxwell
Lagrangian:

1
Livax = — ZFUVFW (1.18)

Finally, the Lagrangian describing QED can be formed:

LQED = Lcovbirac + Lmax
_ . _ 1
= P(iy'op — My — Py A, — ZF““FW (1.19)

From this Lagrangian the form of interactions allowed in QED can be seereiteti: qQy*(pA,,.
This term describes the interaction between a massless vector spin-1 ggdtiotion, with a fermion.
The strength of the interaction is characterisedjlyhich, in the case that the fermion is an electron,

isg=-e

1.1.4 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a gauge theory characterising thg $troe. It describes the
interactions between particles that carry colour, namely quarks andggIu@@D is based on the
same concepts as QED but the requirement of U(1) gauge symmetry forisQeplaced with the
requirement that QCD must be invariant under SU(3) phase transformatio

SU(3) is a subset of U(3), wherex3 unitary matrices have the property that their determinant is
1. The SU(3) group is characterised by eight independent parandgearted,(x) wherea =1,...,8.

The generators of the group are defined as:

Ta= -2 (1.20)

16



1.1 The Standard Model The Standard Model and The Higgs Boson

whereA, are known as the Gell-Mann matrices. These generators do not commutesimadl follow
the relation:
Ak

] = ify (1.21)

[Ai A
2

22
hence, the theory is non-abelian. The constdiptsaare known as the structure constants of SU(3).

Since each quark appears in three colours (red, green, blue) itnierdent to replace the spinors

of QED with quark fields where:

qx) = | we(x) qx) = (Wr(X), We(X), a(X)) (1.22)

Therefore, the Dirac Lagrangian describing a free quark can be watte
L = q(x) (iy"0y — m)q(x) (1.23)

Following the same formalism as QED, this Lagrangian must be locally gaug&inivander SU(3).

The quark field transforms as:
ax) — d'(x) = Ug(x) = €=XFq(x) (1.24)
with the infinitesimal transform defined as:

a9 — (1+ i’y )ace (1.25)

As is seen with QED, the Dirac Lagrangian is not gauge invariant sinceettieative, 0,,0(X)

transforms as:

0uq(x) — (1 + iaa(x))\2a> 0ua(x) + i)\—zaq(x)auaa (1.26)

In QED, a vector spin-1 fieldy,, was introduced to the Lagrangian to absorb the extra term from the
derivative ofo,. Likewise, new fields must also be introduced to the QCD Lagrangian.alhste
just one field, eight gauge fieldS2, must be introduced which transform as:

a1

Ga—>G“

i d,0a (1.27)

S
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Again, all derivative®), must be replaced by covariant derivativbg;

A
Dy = oy + |gs§Gﬁ (1.28)

The Lagrangian in Equation 1.23 becomes:

L = q(iy'Dy—m)q
Yo, - M- g (Gv“)‘zaq) a (1.29)

However, due to the non-abelian nature of SU(3), modifications to thisabggan are necessary for
it to be invariant. Itis observed that the gauge invariant QCD Lagrargiaie obtained if the gauge
fields transforms as:

1
The final piece is to add the free particle Maxwell Lagrangian for eatche&ight gauge fields
to yield the Lagrangiahdescribing QCD:

1
— GG (1.31)

oo = iy~ ma - g (@50) 6 - 465

whereGﬁV = 0,G§ — 0,G§ — gsfachBGS- From this Lagrangian the interactions allowed in QCD can
be seen. In comparison with QED, interactions between the quark (ferm@&MD) fields with the
gauge fields are seen in the tegg(q_y“%aq) G{, where the strength of the coupling determined by the
strong coupling constamg. Due to the non-Abelian nature of SU(3) and thus the form of the gauge
field tensorsGﬁv, self-interactions between the gauge fields are allowed. These formztdaton
have no analogue in QED since the photon does not carry charge. ofsequence is that these
self-interactions lead to differences in the properties of the strong fortt@se of electromagnetism.
These differing properties are knownasymptotic freedorandconfinement

Asymptotic freedom is shorthand for saying that the relative strength ofdbpling constant
diminishes with decreasing distance, the so called running of the couplirtjacd®r The reason
QCD and not QED displays this phenomenon is best understood via thenkeyiagrams of the
lowest-order loop corrections to a simple boson exchange process shéigures 1.2 and 1.3. For
QED, loop corrections of the kind seen in Figure 1.2 contribute to the deperddf the coupling
constant on the scal®f). This is due to a process callsdreeningwhere virtual charged particles

in the loop cause a polarization of charge in the vacuum. Therefof@ Breases, or equivalently

3In actual fact there are six Lagrangians, one for each flavourarkogand corresponding mass.
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Figure 1.2: Feynman diagram of the lowest order loop correction to QED quarkrqsaattering.

(@) (b)

Figure 1.3: Feynman diagrams of the lowest order loop corrections to QCD quasekigscattering.

the distance decreases, less and less effect of the vacuum polaiisagen, resulting in an effective
increase in the strength of the coupling. In QCD, the same thing occursasals-gpti-quark pairs
analogous to the QED charged fermion loops contribute to an effectiveaserin the coupling at
short distances. However, due to the self-interaction of gluons thelsisa@econd diagram, Figure
1.3(b), for quark-quark scattering that is not present in QED. Thigdsléa anantiscreeningeffect
meaning that there is an effective decrease in the coupling at shortagistarhis is more significant
than the QCD screening effect leading to the net result that the interactiakens at short distances
or equivalently strengthens at larger distances. It is this strengtheriarger distances that results in
no free objects of colour being identified by particle detectors. Insteagatte confined to colourless

hadrons where their presence is inferred by the detection of collimatedriiagets.
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1.1.5 Electroweak Unification

The weak interaction theory is described using the non-abelian symmetrg §td(2). In analogy
with the formalism of QCD the generators of the group give rise to the gaalgs.filn QCD there
are eight generators, the Gell-Mann matrices, that give rise to the introdwd eight gauge fields
identified as gluons. Similarly, in the weak theory there are three generdteBauli-spin matrices,
that give rise to three gauge fields identified as ZReW* andW— vector bosons. According to
Noether’s theorefh a quantity or current is conserved providing gauge invariance is rshdvor
example, in QED the electric charge is conserved and in QCD it is colougeliaat is conserved. In
the case of the weak interaction, the conserved quantity is called weak,i$ppin

The electromagnetic and weak interactions were unified by Glashow, SathWeinberg (GSW)
in 1968 [11, 12, 13]. The GSW theory describes the electroweak iti@nacbetween fermions
via the exchange of vector spin-1 gauge bosons. It is a gauge field/thased on the symmetry
group SU(2) ® U(1)y. The SU(2) part refers to the symmetry group under which the Lagrangian,
describing the weak interactions between left-handed fermion doubletsigirichanded fermion
singlets, is invariant. Experimental observations have shown that weaggethcurrents only involve

left-handed chiral doublets and right-handed singlets:

XiL = W ) Yo Wir = Wig, Yurs qui’R (1.32)
P, Py

L

where the indexruns over all lepton and quark flavours. Note that there are no rigiddtbneutrinos
listed above since they only interact gravitationally. Additionally, the quarksreggenstated) has
been replaced by a linear combination of mass eigenstdfes (accordance with the discovery of
flavour changing currents. The transition between eigenstates is a@gsbyithe Cabbibo-Kobayashi-

Maskawa (CKM) matrix [14, 15]:

d’ Vud Vus Vub d
s = | Ved Ves Veb S (1.33)
b Via Ms Mo b

Whilst flavour mixing in the lepton sector is not included in the electroweak yhieoexistence was
confirmed in 1998 by observation of neutrino oscillations [6, 7, 8].

The U(1) symmetry in electroweak theory is generatedhlgperchargedenotedy. It is related

4put simply, when Noether's theorem is applied to quantum field theory itssth# if a Lagrangian is symmetric
(invariant) under some transformation then there must a consenreetditywor current
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to the electric charge by:

Q=Ts+ % (1.34)

whereTs is the third component of weak isospin.

The Lagrangian describing fermions in the electroweak formalism is:

L = iXiLy¥ouxiL + iWiryoudir (1.35)

Mass terms such as:

—Umg = — (UL + Pr)M(YL + YR) (1.36)

are omitted from the Lagrangian since they break gauge invariance bydiakieft handed isopin
doublet to a right handed singlet. For the time being the absence of mass téynmeésl.

Following the formalism of QCD, the Lagrangian is required to be invariadeuisU(2) and
U(1)y transformations. The fermion fields transform as:

(igwaa®s +i%pY)

XiL — XL =-¢ XiL

.d

Pir — WY = e(ITBY) Pir (1.37)

This motivates the introduction of four massless gauge ﬂAﬁist, Wlf’ andBy, via the definition of

the covariant derivatives:
Duxic = [au + |gw Wa + |*Y Bp} XiL
Dwir = [au + i%Y BJ:| Wir (1.38)

Replacing alld, by D, in the Lagrangian (1.35), and adding the Maxwell Lagrangians for the fo

gauge fields, the electroweak Lagrangian is formed:

Losw = Z XiLVW <i6u gw SWE — YBp) XiL SU(2)
i=flavour
/
+ Z PirY" <i0u - %Y Bp) Wir U(1)
i=flavour
%W@W”" iBWB“" Maxwell Terms (1.39)

whereBy, = 9,By — 0,By andle’}, = oW — OVW gwsabCWbW where the constantgy are the

structure constants of SU(2). The nature of allowed interactions in the@ieak theory can again
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be derived from this Lagrangian. In similarity with QCD, the non-abelianneattiSU(2) introduces
trilinear and quadrilinear self-coupling terms betweenlfegauge fields. Naively, one might expect
that the gauge ﬁeldﬁ/ul’2 are interpreted as the gauge fields of the charged weak interaction, rdediate
by theW= bosons, anwj’ as the gauge field of the neutral weak interaction, mediated b¥%ht

this were the case then charged and neutral weak interactions wouldheasame couplinggw,
however, this is in contradiction with experimental observations. Insteaghiinge fields are related

to the mass eigenstates (physical bosons) by a linear transformation:

cosh sin® B
M) v v ! (1.40)
Z, —sinB,, cosBy w3
WE = L WL F iw? 1.41
T \ﬁ( T IWE) (1.41)

where the mixing angledy, is known as theveak mixing angler Weinberg angle This angle also

specifies the relation between the two coupling cons@iraadg,:

g = gutanby (1.42)

One fundamental question remains: Why are no mass terms for either therfsioniweak gauge
bosons present in the Lagrangian? The answer, as demonstrated vi@mtren mass terms above,
is that they break gauge invariance. At first, this may appear catastygphee it is well known
fermions along wittW* andz® are massive. The solution, which is subject of the following chapter,

is to spontaneously break the symmetry via the Higgs mechanism.

1.1.6 Electroweak Symmetry Breaking: The Higgs Mechanism

Prior to the invention of the Higgs mechanism, it was not known how to formulat;sistent rel-
ativistic field theory with a local symmetry which could contain both massless asdivaaforce
carriers. In 1962, Goldstone’s theorem had shown that spontaheeaking of symmetry in a rel-
ativistic field theory results in massless spin-zero bosons, which aredextclkexperimentally. In
his 1964 paper, Peter Higgs showed that Goldstone bosons needcnowden a local symmetry
is spontaneously broken in a relativistic theory [16]. Instead, he postuthe presence of a new
massive spin-zero particle - the Higgs boson.

In the formalism of the Higgs mechanism and its subsequent incorporatian tie electroweak

theory, it is often useful to consider a few simplistic models.
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1.1.6.1 The Scalar Field Model

Following the classical form of the Lagrangian,= T — V the Lagrangian for a free scalar fietg,

is:

[

L=35(09"-V(9 (1.43)

and the potentiaV (@) is:
1 1
Vig =5 PqP + Z)\zq)“ (1.44)

For a vacuum state with positive and finite energy to exishust be positive and thus the Lagrangian
symmetric undep — — @. Two solutions now exist. If? > 0 the potential energy is a minimum at

< @>= 0. In this case the vacuum state is uniquaili< 0 the potential has two minima:
<P>=\/—— =%V (1.45)

wherev is identified as the vacuum expectation value of the field. The form of thealtéor u> < 0

can be seen in Figure 1.4. In this case the vacuum state is not uniquegeuedate. By arbitrarily

V()

Figure 1.4: The scalar potential forfi< 0.

choosing one of the states, sayp > = +v, to be the ground state the symmetpy — @) is broken.
This process is known agpontaneous symmetry breakimi first, it is not immediately obvious as
to how spontaneous symmetry breaking allows for mass terms in the Lagrahigiaever, if a new
basis forgis chosen:

@(X) = v+ n(x) (1.46)
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wheren(x) is a field measuring the quantum fluctuations about the vacuum state, themsmotethis

new field, the Lagrangian (1.43) becomes:
1 2 2 3,1, 4
L=3(0un)" - AVZN? + Avn il (1.47)

A mass-like term,—)\vzr]z, of the correct sign can now be seen, which, identifying with mass terms

seen in previous Lagrangians, leads to the result:

m, = V2A\V2 = /—22 (1.48)

Thus, by considering perturbations about the chosen vacuum statetermas can be introduced in a

gauge invariant way.

1.1.6.2 The Complex Scalar Field Model

A more interesting case comes when considering a complex scalaqﬁelé‘)ﬁ%. The Lagrangian:

L = (0,9)" (")) — 2@ — A (¢"9)° (1.49)

is invariant under U(1) global phase transformations. Following the saowegure as above for a

choice ofA > 0 andp? < 0 the minima of the potential are found to be:

@+ @ =P (1.50)

Again, they are not unique and instead lie on a circle in gheq) plane (see Figure 1.5). The U(1)
symmetry is broken by choosing the vacuum stateg >= vand< ¢ >= 0. Expandingp about

the vacuum state introduces two new fields:

o%) = 2<v+ n(x) + ip(x)) (1.51)

Rewriting the Lagrangian (1.49), in terms of the new fields gives:

[EEN

1 1
L=3 (0un)? + 5 (0up)* — éuznz +0(n®) + O(p®) 4+ O(n*) + O(p*) + const (1.52)
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Figure 1.5: The complex scalar potential fof i< 0.

Again, the third term looks like a mass term of the foménﬁr]z with:

m, = v —212 (1.53)

However, there is also a kinetic energy term for the fglébut no associated mass term. In attempt
to break the symmetry a new massless boson, known asdlustone bosgrhas been introduced.

These bosons do not exist or at least have not been observediia.natu

1.1.6.3 The Higgs Mechanism

The difference between the previous complex scalar field model and thys iHigchanism can be
viewed as the requirement that global U(1) gauge invariance must didddcally. Following the
strategy for achieving local U(1) gauge invariance, demonstratedddri@Q Section 1.1.3, derivatives

d, are replaced by covariant derivatiMeg = 0, —ieA, to give a gauge invariant Lagrangian:
N 1
L = (D)D) — GO NGQ)’ — SFuF™
. , 1
= (Ou+ieA)e (" —ieAN o — 2@ o — M@ @)? — ZFWF“" (1.54)
For 12 > 0 this is just the QED Lagrangian for a charged scalar particle of massth a self
interaction term\(@*@)?). However, consistent with the previous modelsjihe< 0 solution is used

to break the symmetry. Naively, it would make sense to chose the same hagix)f@s in the

complex scalar model. It turns out that doing so results in gaining an exgraalef freedom in the
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form of a Goldstone boson. However by an astute choice of gauge xthésdeegree of freedom can
be absorbed into the gauge field. The chosen gauge is callathitaey gaugeand thus the basis
chosen forpis:

- p(x

0= 2<v+n<x>+ip<x>> ~ }2<v+n<x>>év (1.55)

wheree "’ represents the unitary gauge. The symmetry is broken by chopsiig= 0 and thus

renderingn(x) real. Inserting this form fo@into the Lagrangian (1.54) gives:

L %(auh)z AR 4 %eZVZAuA“ - %FWFW + higher order terms (1.56)

wheren(x) has been replaced Ityx). This Lagrangian represents two interacting massive particles:

a vector gauge bosoh, with massevand a scalah, with massy'2Av - the Higgs boson.

1.1.6.4 Weinberg’s Interpretation of The Higgs Mechanism

In Weinberg'’s interpretation of the Higgs mechanism, the broken symmetry BUK2) symmetry.

Weinberg chose to introduce a weak isospin doublet of complex scalar Wt hypercharg¥ = 1:

¢ 1 [ a+i@
= = 1.57
(% )-a(0m) o

which transforms in the same manner as the electroweak doublet fieldsS(r @ U(1)y trans-
formations (see Equation (1.37)). The upper component of the doulditasically charged while

the lower component is neutral. The Lagrangian for the fpakigiven by:
Lriiggs = (Du®) (D) — 12(¢'¢) — A(¢' )2 (1.58)

The introduction of covariant derivatives, Equation (1.38), is usedsui@ gauge invariance under
local SU(2) ® U(1)y transformation. Weinberg broke the symmetry by takiig< 0, which leads

to a degenerate vacuum state, and chose the vacuum state:

< >—i 0 (1.59)
(p _\/é v "

This choice is motivated by the need to keep the ground state electrically Inghicha ultimately

keeps the photon massless. Perturbations around the ground state@r@gaim considered and
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parameterised accordingly:

1 0 .
o=—— gPal0ta/2v (1.60)
V2 ( v+ h(x) )

whereps(x), p2(x), p3(X) andh(x) are 4 real fields ant, are the Pauli spin matrices. By choosing

an appropriate gauge such tipat= p> = p3z = 0 the fieldp can be written as:

0= = 0 (1.61)
V2 \ vihx)

Substitutingg back into the Lagrangian (1.58) reveals how the gauge bosons acquase frtae

mass terms arise from the gauge terms in the covariant derivatives:

2
|Du(P\2

Gu 2W2 + gYBu @
2 M 2

— %vzg\%,W+W_ + %vz (6% + 9?) Z,2" + 0ALAH (1.62)

where the relations in Equations (1.40) and (1.41) have been used. Gogbese terms with the

expected form of mass terms for gauge bosons, it can be deduced that:

/02 /2

The mass of the Higgs boson can be obtained by inserting Equation (1.6)édrotentialV/ (¢', @),
to give:

my = VA2 (1.64)

The value of the vacuum expectatianhas been determined to be 246 GeV from experiments mea-
suring the lifetime of the muon\ is a free parameter of the model and must be determined experi-
mentally. Thus, the mass of the Higgs boson is not predicted by the the theory.

The Higgs mechanism also allows for lepton and quark mass terms in the bagraRor leptons,

the following terms can be added to the Lagrangian in a gauge invariant way:

Lieptons= —Gi [ XL oWk + Pro'xL (1.65)

The symmetry is then spontaneously broken, the remaining fields are gawggadnd upon substi-
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tution of the ground state @fthe Lagrangian becomes:

G G
Liepons = — v (WLwk + Bt ) — 7 (WLuk -+ Bkud ) n (1.66)
The first term can be identified as a mass term and cho@girsgich thatm = %’ the mass of the
lepton is generated in the Lagrangian:
ertons: —mquJI - %H_J' qJIh (1-67)

Quarks mass terms of the form (where the indexns over the number of generations):
i 7.dd h i U U h
Lauarks = — Mgy ( 1+ v Mgy 1+ v (1.68)

can be added in gauge invariant way to the Lagrangian in a similar mannerstfthrahe leptons.
For both quarks and leptons, the coupling to the Higgs is proportional tortfesses. The actual
mass of the fermions is not predicted since they depend on arbitrary cge@limndGy , known as

the Yukawa couplings. Additionally, the theory provides no natural ana@éo the hierarchy of the

fermion masses.

1.1.7 Limits on The Higgs Boson Mass

In the Standard Model the Higgs mass is not predicted and instead is aafi@®mqier defined by
its self-couplingA(Q?). However, theoretical arguments based on the evolution of the coupling ca
be used to place upper and lower limits on the mass. In addition direct exp&alrsearches and

precision measurements of the electroweak parameters allow further limits kaceel p

1.1.7.1 Theoretical Limits

Three main theoretical arguments exist to constrain the Higgs mass ranigarity, triviality and
vacuumstability [17, 18, 19, 20].

Unitarity is the requirement that the scattering amplitude integrated over aibfosg$agrams
for a process does not exceed unity. Considering the scattering ampditudagitudinally po-
larised W bosons, allows an upper limit to be placed on the Higgs mass. Witleoptdékence of
the Higgs boson, the cross-section of this process, visualised by timenBaydiagrams in Figures
1.6(a) and 1.6(b), increases with the scattering energy and thus woldtevimitarity for energies

above 1.2 TeV. The Higgs mechanism provides the solution to restore unitaiiiroducing another
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diagram, seen in Figure 1.6(c), mediated by the Higgs boson. The contniditaim this additional
process balance out the divergences but imply that Higgs mass mudobe~#00 GeV/c?.

(b) (©)

Figure 1.6: Some of the Feynman diagrams of the scattering of longitudinally polariseddtns.
Without the Higgs mechanism (c) would not exist and thus unitarity woulibksted.

Triviality is the requirement that the self-coupling of the Higgs boson remanite at some
cut-off energy. At tree level there is no constraint on the mass of thesHiggon. Higher order
corrections, such as those in Figure 1.7, lead to the running of the cougirgantA(Q?). The
self-coupling of the HiggsA(v), is proportional to the square of the mass of the Higgs bospn,
Thus for high mass Higgs bosons, contributions from the quartic sefffcgucause the coupling
constant to diverge such that at some energy scale it tends to infinityt-é&ffanergy,A\, is therefore
introduced and is defined as the point where new physics enters. &opé if the Standard Model
were to be valid up to the Planck energy scale={t 10'° GeV) then it would follow that the upper
limit of the Higgs mass would be 140 GeV/c?. If new physics might enter at the 10 TeV scale then
the upper limit would be-500 GeV/c?

\ J/ _H H__ . H . A A
\ /7 \\\/ _ - \\\ - t
H \\\ /’/H /*\\
'Y H ' H W Wz t t
H // \\ H \\ 4
/ \ _—"’\\ Pt LISy t
/ \ "H  H T "H  H C = - -
H H
(a) (b) (c) (d)

Figure 1.7: Feynman diagrams of higher order corrections to the Higgs boson eelfling.

Higher order corrections also provide an argument for a lower boube fgaced on the Higgs
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mass. At low masses the Higgs coupling to the top quark and weak bosonsatlesrsimceny <<

m, my,z. To ensure that the coupling Q?) remains positive and thus a stable vacuum, a cut-off
energy must be introduced which bounds the Higgs mass from below. xBarpde, assuming a
cut-off scale to be of the order of the electroweak unification so&le=(10° GeV) then the mass
of the Higgs must be greater tharv0 GeV/c?. Combining the theoretical arguments of triviality
and vacuum stability results in defining a Higgs mass window dependent aedleat which new

physics enters (see Figure 1.8).

m; = 175 GeV

Excluded by triviality

200

|

Excluded by stability _
O|||||||||||||||_
103 106 109 1012 1015 1018
A [GeV]

Figure 1.8: Theoretical allowed mass range of the Higgs boson as a function of tmgyeswale A.
From [21].

1.1.7.2 Experimental Limits

Experimental limits come from direct searches and indirectly from electioywescision measure-
ments. The earliest direct measurements come from LEP (Large ElectsitroRcCollider) which
primarily focussed on searches for Higgs boson produced via Highéstig €"'e — Z* — ZH).
Whilst searches at LEP did not find conclusive evidence for the Higgery one of the experiments
(ALEPH) found an excess ofd3for a mass around 115 G@# [22]. Combined results from all
experiments at LEP set a lower limit on the Higgsvat = 1144 GeV/c? at 95% confidence level
[23].

More recent direct searches have been performed at the CDF arekp&iments at thg/s =

1.96 TeV Tevatron collider. The dominant processes at the Tevatron engrdduction of a Higgs

30



1.1 The Standard Model The Standard Model and The Higgs Boson

boson (y < 135 GeV/c?) in association with a weak boson and the production via gluon fusion
(my > 135 GeV/c?). Combined results and exclusion limits from both experiments for an integrated
luminosity of 5.9fb~! are shown in Figure 1.9. Whilst the LEP lower limit still remains, the Higgs

mass range 15& my < 175 GeV/c? has been excluded at 95% confidence level by the Tevatron

[24].
Tevatron Run Il Preliminary, <L>=5.9 fio?
e
% LEP Exclusion. = Tevatron
=10 b lusion
e ‘Observel
- 0
[
O ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
X
LO ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
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Figure 1.9: Observed and median expected 95% confidence level upper limit omogeesection
ratio to the SM cross-section, as a function of the Higgs boson mass. pketea upper limit is
obtained in the background-only (null) hypothesis. The bands repiresgions in which the limits
can fluctuate in the absence of signal. Exclusions are made with 5X9ofldata. From [24].

Indirect constraints can be derived from the precision measuremeiite gfarameters of the
electroweak theory. Due to radiative corrections introduced by the Higgen, the parameters of
the theory are dependent upon its mass. By comparing the theoreticaitioresl with precision
measurements of the electroweak parameters, indirect limits can be set onghefmthae Higgs
boson.

Since the Higgs boson couples to other particles proportionally to their mésss fitrong cou-
plings to the top quark and W boson. Therefore, radiative correctiotieiomass depend upon the
Higgs mass. By accurately measuring the W boson and top quark massewmdbef the Higgs
boson can be constrained. Figure 1.10(a) illustrates the direct cotstaithe mass of the top quark
and W boson from the Tevatron and LEP2 experiments and also the inclinestiraints from LEP1
and SLD. By overlaying the SM relationship between the masses of the topaud\W boson with

the Higgs mass, favoured regions are seen. The W mass measurem@ntisefrdevatron seem to
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favour a heavier W boson and thus would imply that the Higgs boson is lighiarith4.4 Geyc?,

in contrast to the direct LEP exclusion limit.

uly 2008 July 2008 m., = 154 GeV
= | 611 t i
—LEP2 and Tevatron (prel.) ] A -
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Figure 1.10: Indirect and direct measurements of the electroweak parametessradning the Higgs
mass. (a) The 68% confidence level contours in which the top quaM/drason masses are expected
to lie. Direct measurements by the Tevatron and LEP2 experiment amatad by the blue contour
and indirect measurements by LEP1 and SLD by the red contour. Qreeria the SM relationship
between the masses of the top quark and W boson with the Higgs bosan(bastobal fit of the
electroweak parameters as a function of the Higgs boson mass. Regiaikin have been excluded
by the Tevatron and LEP. From [25].

The Higgs boson mass is also constrained by global fits of the SM eleckaeameters. Figure
1.10(b) shows the global least square fit as a function of the Higgsbosss. The yellow areas
correspond to regions excluded via direct searches by the TevatthEP, although the fit itself
does not include the direct search limits. The most probable value is foledrip = 8732 GeV/c?
[25]. A more recent treatment including the direct search limits has bedéorped by the GFitter
group giving the resuitny = 116471%3 Gev/c? [26].

1.1.8 Higgs Boson Searches at The LHC

At the LHC the Higgs boson will primarily be produced via gluon fusion anctmeboson fusion.
The cross-sections for the production mechanisms as a function of the blaggn mass are shown
in Figure 1.11 and the corresponding Feynman diagrams can be seentia Eijp. The dominant
production mechanism over the mass range is gluon fusion. Howeven, suéir from large higher

order QCD corrections and from uncertainties regarding the gluontgteuttinctions. Vector Boson
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Figure 1.11: SM Higgs boson production cross-sections{& = 14TeV. From [27].

Fusion (VBF) has a cross-section of approximately an order of magniomgss than that of gluon
fusion. It is compensated for by the fact it is associated with two forwaedks which subsequently
hadronise into jets. This results in a very clear signature of two forwardtggset9 in opposite
hemispheres, with very or little hadronic activity between them. The remainiduption mecha-
nisms are all associated production processes, with lower cross-sedfithilst on their own they
may not have the potential for Higgs boson discovery, they can be usaidrnhination to increase

the sensitivity to a low mass Higgs boson.

9 t
W(Z)
- H -—- H --- H
W(Z)
g t
(b) (©) (d)

Figure 1.12: Feynman diagrams of the Higgs boson production at the LHC. (a) gluarfu(b) VBF,
() ttH, (d) WH/ZH.

The branching ratios for the different Higgs boson decay channedsfasction of the Higgs
mass are shown in Figure 1.13. For Higgs masses below 140d3aVie dominant decay channel
is to a pair ofb quarks. However, due to the overwhelming QCD background this decalg iiso
often only used in conjunction witttH or WH/ZH, where the emission of leptons can be used to

tag the events. In contrast, decays to pairs of photons occur lessritigoet are much easier to
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Figure 1.13: SM Higgs boson branching ratios as a function of the Higgs boson masg/Set
14TeV. From [27].

identify due to excellent invariant mass resolution and photon-jet separ&tio Higgs masses above
140 GeV/c?, decays to vector bosons are dominant. In particular the decay to a @aosbns with
their subsequent decay to four leptons is known as the “golden chatueetd its very clear signature

and its promising discovery potential.
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Chapter 2

Fermiophobic Higgs Bosons in Two Higgs

Doublet Models

The Standard Model Higgs sector is the simplest possible mechanism alloariticjgs to acquire
mass. However, there is no reason other than simplicity arguments why gistiggs field is present.
Nothing prevents the inclusion of additional Higgs fields in the model and tleusasing the number
of expected Higgs bosons. In this fashion the next simplest model is dioh edntains two complex
doublets of Higgs fields. These types of model are called Two Higgs DoMlaldels (2HDMSs).

Motivation for extending the Higgs sector comes from the lack of an expitania the Standard
Model as to the hierarchy of fermion masses in each generation. In theéa®daviodel the one Higgs
doublet couples to botb-type andd-type quarks to generate their mass. If however, there were
two Higgs doublets, one doublet could exclusively genetattgpe quark masses whilst the other
would generatel-type quark masses, therefore providing a mechanism to explain thevetiseass
hierarchy. Motivation also arises from the desire to introduce ChaagigyHCP) violation into the
Higgs sector although in what follows only CP conserving systems arédewad.

The following sections first summarise the formalism of general 2HDMsrbdfmcussing on
Type-I models in which the lightest CP-even Higgs boson can exhibit agohemon calledermio-
phobia In the fermiophobic limit the coupling between the lightest CP-even Higgsrbasd
fermions vanishes, such that tree-level decays to fermions are ferbidd the context of this limit
the production at the LHC via gluon-fusion and subsequent decay mdédeteomiophobic Higgs
boson are outlined following the work from [28]. Several fermiophobideidenchmarks are pro-
posed, in which the large production cross-section of fermiophobic Higgen via gluon-fusion in

conjunction with the enhanced decay mode to a pair of photons can be ugezbta substantial
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slice of the parameter space. A detailed simulation of the detection prospectshoé signal in the

multi-photon channel at the LHC has been performed, and is describdthjptes 7.

2.1 General 2HDMs

The Higgs sector of the Standard Model consists of one Higgs doublet witeréhargey = 1.
Extending this, a second doublet with the same hypercharge is introduciethst:

R
@) V2\ o tio

® 1 [ @, +igy,
@ = =7 (2.1)
(q%) ﬂ((ﬁwi%)

The most general gauge invariant potential under the discrete symgetsy— @ which describes

two complex scalar doublets, can be written in the form [29]:

1 2
V(oL@ = miolen+ meehe — (mieler +he ) + Shi(@len)

+ 32 (6502)” 2 (alon) (ahoe) + 2 (lor) (o)

+ %)\5 [(cp{cm) ’ + h.c.] (2.2)

wherem; andA; are real independent parameters. Whilst the II'GEIEBQJI(PZ corresponds to a violation
of the discrete symmetry, the term only violates the symmetry softly and thus wemrg30]. The

symmetry is spontaneously broken when the two doublets acquire vacyattation values:

o= ° o= 2 ° 23)
(pl_\/é Vl 9 (P2>—\/§ V2 .

where the vacuum expectation values have been normalised suamgjhat 793, (V2 + v3). By
considering perturbations around the ground states and choosingaipagate gauge three of the
eight degrees of freedom associated with the original doublets argbaldsoto theV* andZ bosons.
The remaining five degrees of freedom result in five physical Higgscies: two mass-degenerate
charged Higgs bosons tH, one neutral CP-odd scalak)(and two neutral CP-even scalars (h and H
with my > my). The mass eigenstates of the Higgs bosons are obtained by a linearriratiio

of the gauge eigenstates. The angles defined as the mixing angle in the CP-even sectorfaisd
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defined as the mixing angle in the CP-odd and charged sector.

The potential in Equation (2.2) has eight independent parameters. Fieingtum expectation
values such that? = v2 + v3, reduces the number of parameters to seven, which equivalently can
be replaced by the masses of the Higgs bosoms i, ma andmy-), tanB = vo/vq, a andM? =
mé,/(sinBcosB). Here, asM? depends omrZ, it can be thought of as a measure of the discrete
symmetry breaking.

The phenomenology of 2HDMs depends greatly on the couplings allowtkee the Higgs
bosons, gauge bosons and fermions. The Higgs boson couplingsge gasons are generated by
the covariant derivative in the kinematic part of the Lagrangian. Sincep#tiisof the Lagrangian is
the same for all 2HDMS the couplings are model independent. Typically ttoeg#ings are propor-
tional to either co® or sind whered = a — (3. In contrast the Higgs boson couplings to fermions
depend strongly on the Yukawa sector. Restricting the possible models tohasly that prohibit
FCNC, there exist four variants of 2HDMS defined by the possible cogpliri the Higgs doublets
to fermion types. Table 2.1 details the difference between the models, indiedtioly doublet cou-
ples to which fermion type and the coupling associated with lightest CP-eveays Himson relative

to the SM coupling. In Type-I models, only the doubdgtcouples to all fermions. An interesting

Type-I Type-lI Type-lll Type-IV
@ | Coupling| @ | Coupling| @ | Coupling| @ | Coupling
u-type quarks| @ % [0 % [0 % [0 %
d-type quarks| @2 | SC | @2 | — %S% Q| — %5?3 o S
leptons | @2 | DL @ | - %S‘é o R | - %

Table 2.1: The four distinct structures of the Two Higgs Doublet Models and couplinte lightest
Higgs boson relative to the SM couplings. For each model the table indicétiek woublet couples
to which fermion type.

scenario arises when considering the coupling of the lightest Higgs b3da fermions. If the
mixing anglea — 11/2 then the coupling vanishes leaving the heavier CP-even Higgs bosas (H)
the sole provider of mass to fermions. In this scenario h is describé&trmgphobicand couples
exclusively to bosons. In Type-Il models, the doulgletouples to d-type quarks whilgs couples to
u-type quarks and leptons. In Type-1ll modegs,couples to both u-type quarks and leptons whiist
couples to d-type quarks. Finally, in Type-IV modeiscouples only to quarks arngl couples only

to leptons. Type-ll 2HDMs have received significantly more attention in tiieesas the Yukawa La-
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grangian of this model can be expressed in an invariant form underssupetric transformations.
For example, the Minimal Supersymmetric extension of the Standard Mod&KM & a constrained
version of a Type-ll 2HDM [31, 32]. For all of the above models, theplng of the heavier Higgs
boson, H, to fermions is obtained by an interchangeocces — sina.

As highlighted above, Type-l models can exhibit fermiophobic behaviotingdimit thata —
/2. In this limit the coupling of h to fermions vanishes. Additionally, H has Stash&éwdel-like
couplings to fermions enhanced by a factor 1{&iffhus, in the fermiophobic limit, the phenomenol-
ogy of the Standard Model is more closely reproduced by H. It is intege&iinote the phenomenol-
ogy in the limits of3 = 0 orm/2. If § = O then h acquires Standard model couplings to vector bosons
whilst remaining fermiophobic. IB = 11/2 then h is not only fermiophobic but also bosophobic and
can only couple at tree-level to scalars.

However, the term fermiophobic must be used carefully. This is to say théstw — 11/2
prohibits tree-level decays to fermions it does not exclude the possibilirgaibr boson mediated
decays to fermion pairs via scalar and vector boson loop decays. ldgwewrns out that the

contributions from such decays are negligible compared to tree levejsigrgauge bosons [33].

2.2 Fermiophobic Higgs Bosons at the LHC

Experiments both at LEP and the Tevatron have searched directly fanedadf a fermiophobic
Higgs boson but as of yet no evidence has been found. With the wteeied luminosities and
collision energies to be provided by the LHC there has never been a bediecec of discovering a
fermiophobic Higgs boson. Whilst it is noted there are several produntechanisms for fermio-
phobic Higgs bosons, only the production via gluon-fusion is discussttkinontext of this thesis.
In particular, discussion will only pertain to a new channel with multiple photorike final state

first proposed in Reference [28].

2.2.1 Fermiophobic Higgs Boson Production via Gluon-Fusion

At the LHC the dominant production mechanism for fermiophobic Higgs ®s$egluon-fusion.
Since no tree-level couplings between h and fermions exist, the prggessh X, whereX = h,H, A
can only proceed via the diagrams seen in Figure 2.1. Consequentlyefprabessegg — hh and
gg — Hh just two diagrams exists per process. Contributions from the Z-besharmel exchange
have been shown to be negligable [28] and thus the procggses hh andgg — Hh are directly

proportional to the scalar couplin@ginn and gunn respectively. The third procesgy — Ah has
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Figure 2.1: Feynman diagram of fermiophobic Higgs boson production via gluon fusditime LHC.

additional contributions from Z-boson s-channel exchange and thsenisitive to the pure scalar
couplinggaan along with the gauge couplingya,. However, in the context of this thesis discussion
will only pertain to the first two processes and the reader is directed tadRefe [28] for further
discussion relating to the procegs — Ah.

The relevant trilinear pure scalar couplings in the fermiophobic limit arelbsvi® [28]:

g _ e\sVPsing tanf3 (2.4)
i AmysinBy T \/1+ P '
e\sv2 cos 1 2.5)

T amysinBy /1t @ B

wherehs = M?/v2. Both of the couplings above are directly proportional§0As M? or equivalently
herels is a measure of the discrete symmetry breaking, it is observed that in gratietry s = 0)

both couplings vanish. Botllg — hh andgg — Hh are mediated by the heavier CP-even Higgs boson
which has couplings to fermiong; ;;; proportional to ¥sinf. Considering the cross-section for
gg — hh, itis noted that thB dependence drops out of the cross-section Sigge nn 1 ¢y X OHhh.
Therefore,o4g_.nn depends only on g my andAs. Forgg — Hh the[3 dependence in the cross-
section remains and for values of fan> 1 the process is suppressed and will not be considered
further here.

Additional enhancements g — hh production cross-section are observed with increasing val-
ues ofAs in the theoretically allowed range. Enhancements are also observedthrgtion of a
light fermiophobic Higss boson pair on threshold. This observed inerisaattributed to the widen-
ing of the H width and a non-trivial relationship wilty. For light fermiophobic Higgs masses the
production cross-section can reach a few hundred picobarn, wiiilsidsses up to 100 G¢e? the
cross-section is still larger than 0.1 picobarn. This would potentially resutidnsands of events

with just 10fb~?! of data at the LHC [28].
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2.2.2 h; Decay Modes

One of the distinguishing features of a light fermiophobic Higgs is its expetaheignature. Due to
the absence of tree-level decays to fermions the primary decay modddbt termiophobic Higgs

is to a pair of photons via gauge boson loops. For a fermiophobic Higgs of upa® 100 GeYc?

the branching ratio, BR(h~ yy) ~100%, barring the region arouid = 0 as seen in Figure 2.2. In

v‘x‘rf ‘ h—; YY

1

Mp = 80GeV

01+t
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Figure 2.2: Branching ratios of an 8@5eV/c? fermiophobic Higgs boson as a function)af where
tanB = 10andmy = my = my= = 150 GeV/c?. From [28].

comparison, for a SM Higgs boson mass of 80 G&\the branching fraction to a pair of photons is
of the order of 103. Even for my = 140 GeV/c? the branching fraction to a pair of photons is of
the order of the SM fraction. However, for masses greater than 140/ &eécays toV boson pairs
dominate. Hence, there is a clear enhancement in the fermiophobic modél egnde exploited
for Higgs boson masses up tq,m 140 GeV/c?. For the procesgyg — hh, this results in a clean,
identifiable signature comprising of four photons with high transverse momeasguseen in Figure
2.3.

2.3 Constraints on Fermiophobic 2HDM Scenarios

Both experimental and theoretical constraints limit the available regions aifrgdier space in which
a fermiophobic Higgs boson may lie. Experimental searches for a ferntaphiiggs particle have

been performed at LEP and the Tevatron. As no evidence for its existeaw been found mass
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Figure 2.3: Feynman diagram of the newly proposed fermiophobic Higgs channel.

limits have been set in the context of a model benchmark. This benchmarkesshat the coupling
of h to vector bosons is that of the Standard Model and that no decaysniohs are allowed.
LEP, utilising the channed®e~ — hZ with h — vy, determined that for this model the lower bound
on the mass of a fermiophobic Higgs boson ig #109.7 GeVc? [34, 35, 36, 37, 38]. Results
from the Tevatron experiments utilising the channgds— V* — hV, pp — hV — yy + X and
pp — VV — h — yy + X, yield a lower bound of m =106 GeV/c? [39, 40]. Whilst the lower
bounds may seem stringent it is still possible that a light ¢ 100 GeV/c?) fermiophobic Higgs
could have escaped detection. The assumption in the benchmark is theMle®tipling is as in the
Standard Model (i.eB = 0) and consequently so is the branching ratio to photon pairs. However, if
B # 0, then the coupling to vector bosons is suppressed relative to the SMeahrhtiching ratio to
photon pairs is significantly increased. Therefore, it is of interest teidenother possible production
mechanisms of light fermiophobic Higgs bosons such as the one presenéed h

Additional constraints come from searches at two LEP experiments, ORAID&LPHI, in the
channekete™ — Ah [37, 34]. The results excluded the regions + mp < 160 GeV/c?. Therefore,
a light fermiophobic Higgs is still possible provididgis sufficiently heavy.

Indirect searches from measuring the branching ratiB ef Xsy impose a lower limit on the
charged Higgs mass ofi;- > 316 GeV/c? in Type-Il models [41]. However, this limit does not
affect Type-lI models which are only mildly constrained by the LEP lower limitt@mass of the
charged Higgs bosomy,~ > 80 GeV/c? [42].

The final experimental constraint considered is the one arising fromitfgsidector contributions
to the p-parameter [43]. Th@-parameter, which is the relative strength of the neutral current and

charged current interaction, is defined as:

Ut (2.6)

P me cosBy
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and is predicted to take a value of 1. However, this parameter is sensitiaglitdive corrections
arising from the Higgs boson. Current precision measurements have lifpjtee 10~3. For the
fermiophobic model this implies that only a small splitting in mass is allowed betwgemdm-.
Thus, in scenarios considered in this thesis= my+ = 300 GeV/cZ.

The fermiophobic model is also constrained by theoretical arguments. Isathe fashion of
the Standard Model the most restrictive constraints come from tree-Igitatity, vacuum stability
and triviality. In the context of Type-I 2HDMs, the implication of triviality is suthat no Higgs
boson can have a mass exceeding 800 (8&VBounds from perturbative unitarity in the 2HDMs
restrict the parameters of the potentialXg < 81 [44]. This in turn implies that the mass of the light
Higgs boson is constrained by the value of faandM?2. Figures 2.4(a) and 2.4(b) show how the

theoretical and current experimental limits restrict the parameter-spatteeftermiophobic model.

M2 = (50 GeV)?
M? = —(75GeV)?
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Figure 2.4: Current theoretical and experimental constraints in the fermiophobiceaha,, tan3)
parameter space. Exclusions are shown for 4 values %f(&) one positive value and (b) for three
negative values. It has been checked that for any allowedtén) point that the mass of the heavy
Higgs boson may take any value in the rage, < my < 600 GeV/c?. From [45].

For allowed regions of parameter spacg oan take any value between g my < 600 GeV/c2.
The upper limit is derived from the requirement that the channel HAA, wherema has been fixed
at 300 GeVc?, is closed. For positive values tf? there are constraints on the light Higgs boson
mass arising from vacuum stability requirements. It should be noted thatwhés bmund is not fixed
but varies linearly witivl. No such limit is present for negati\é? values.

In summary, the fermiophobic channel presented here allows large, lyetexcluded regions of
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Parameter Allowed Range/Value Comments
m 40 < mp < 140 GeV/c? Lower bound depends avi? for M? > 0
My 2m, < my < 600 GeV/c?
Ma, M+ 300 GeV/c?
a 0 Fermiophobic limit
tan See Figures 2.4(a) and 2.4(b) Depend$/sn my,
M? M? = +(25 GeV)?, (50 GeV)?,

£(75 GeV)2, —(100 GeV)2

Table 2.2: Allowed ranges of the fermiophobic model parameters.

parameter space to be probed. Rather than searching for a fermioptighicin a fully specified
benchmark we consider the set of benchmarks as defined in Table 22 rd$pects for discovery

with this channel are presented in Chapter 7.
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Chapter 3

The ATLAS Detector at the LHC

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [46, 47] is\dSs = 14 TeV proton-proton collider, situated at the
European Organisation for Nuclear Research (CERN) 100m undeé3wies-Franco border in the
old 27km long LEP tunnel. It has been designed to push back the froofigesticle physics with
its unprecedented high energy and luminosity. Protons will travel in oppdiséetions around the
LHC, colliding at four interaction points up to 40 million times per second.

At each interaction point, collisions are recorded by purpose built detecibiere are two gen-
eral purpose detectors: ATLAS (A Toroidal LHC ApparatuS); and(@ompact Muon Solenoid),
whose primary focus is the search for new physics beyond the Stakftatel along with two more
specialised detectors: LHCb (Large Hadron Collider beauty experimgmgkialising in b-quark
physics; and ALICE (A Large lon Collider Experiment), optimised to studgMyeon physics.

Prior to protons being injected in the main LHC ring they must be accelerateg G&RN’s
accelerator complex (see Figure 3.1). 50MeV protons emanating fromaa [paeticle accelerator,
LINAC 2, are boosted to 1.4 GeV by the Proton Synchrotron Booster \P$&xt, the protons are
injected into the Proton Synchrotron (PS) where they are further botstad energy of 26 GeV
before they are injected into the Super Proton Synchrotron (SPS). F8drsreases their energy
to 450 GeV before they are finally injected into the main LHC ring. Here, theoprbunches are
accumulated, accelerated (over a period of 20 minutes) to their peak 7néeyye This is achieved
by varying the field in the 1,232 superconducting dipole magnets from 0.58 B The supercon-
ducting dipole magnets keep the beams on a circular path, whilst some of tha@®2ipole magnets
in use throughout the LHC are used to focus the beams at the interactidg. poin

The LHC technical design [47] has been motivated by the search fophgssics processes. The
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Figure 3.1: Schematic view of the CERN accelerator complex. From [48]

rate of collisions for any given process is givenRy- L x g, whereL is the machine’s instantaneous
luminosity (effectively the flux of particles per unit area, per unit time) arig the cross-section of
the physics process. The cross-section is purely a physics quantityy iwlproportional to the proba-
bility for the considered process to occur, whilst the luminosity dependsoonigachine parameters.
To achieve a peak luminosity of #ttm—2s~1 a typical beam will contain 2808 bunches, with each
bunch containing-1.15x 10! protons. The spacing between consecutive bunches is 25ns caequiv
lently 7.5m. Consequently, the interaction between the two beams is not a castifhow, but is in
fact discrete. Bunches are crossed at a rate of 40 MHz, where iaidurel bunch crossing is defined
as anevent

The vast majority of collisions at the LHC will be inelastic proton-proton collisiamhich at the
nominal LHC energy {/s = 14 TeV) have a cross-section af= 79mb [49]. This cross-section
together with an instantaneous luminosity of4@n2s-! means that a rate of nearly 1GHz is ex-
pected for proton-proton collisions, with an average of 25 interactionbyrgch-crossing. Most of

these interactions, termedft stem from long-range proton-proton interactions and consequently lit-
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tle momentum is transferred between the partons. These soft interaceahegefore superimposed
upon on any hard interaction (scattering) and can as such been seeisasThis effect, known as
pile-up, introduces a potentially serious background to any searclefophysics and therefore must
be well understood.

A landmark was finally reached on the morning of th& ®eptember 2008, when the first beam
was circulated through the LHC collider. Protons were successfullylatemiaround the beam pipe
in stages, one sector at a time. Initially, the beam was circulated in a clockiréstiah, followed
by a successful circulation of the beam anti-clockwise. However, od@ieof September 2008, a
qguench occurred in approximately 100 bending magnets located in se@onds43 causing a loss of
approximately six tonnes of liquid helium. The fault was traced to an electiicedaction between a
dipole and a quadrupole magnet. The decision was taken to warm up the myaepiace 53 affected
magnets and install extra pressure relief valves.

Approximately a year later, the LHC began circulating beams. On tHec3®ovember 2009,
a new world record was set when twin beams were accelerated up toesnefrd.18 TeV, eclipsing
the previous record of 0.98TeV set by the US Fermi National Acceletaiboratory’s Tevatron
collider in 2001. Following this milestone, there was an extended data-takiiaylpeith collisions
at centre-of-mass energies\@§ =900 GeV and/s =2.36 TeV providing much anticipated data for
the experiments. Before the energies could be increased, a shut-dgswequired to ensure that the
machine protection systems could cope with the increased electrical currémsmagnets. On the
30" of March 2010, the LHC set a record for high energy collisions, by datj®.5 TeV beams. The
current plan foresees a running period of 18-24 months at a cefrtnass energy of/s = 7 TeV,

before a year-long shut-down to prepare {8 =14 TeV collisions.

3.2 The ATLAS Detector

The ATLAS detector [50, 49] is the largest of the four main detectorgaltds at 25m in height, 44m
in length and weighs approximately 7000 tonnes. It was designed as @bemgose detector with
the ability to detect a broad range of new physics signals.

ATLAS, as seen in Figure 3.2, is comprised of three main sub-detectonsystech of which

have their own specific role within the whole detector. Working from inside ou

e The inner detector has the role of determining the trajectory of chargédlesy finding pri-
mary or secondary vertices and measuring the momentum of charged pattiatks to a

magnetic field of 2T supplied by the central solenoid.
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Figure 3.2: A cut away view of the ATLAS detector. From [49]

e The electromagnetic, hadronic and forward calorimeter systems have thiegjoturately mea-

suring the energy and direction of electrons, photons and jets.

e The muon spectrometer’s role is to measure the momentum of muons indepefficdenttiie
inner detector, by using the magnetic field of the toroidal magnets which isgomiab to the

field of the solenoid magnet.

The coordinate system used by ATLAS is defined with the detector cenweddthe nominal
interaction point(x,y,z) = (0,0,0), where thex-axis points towards the centre of the main LHC
ring, they-axis points vertically upwards towards the surface andzthgis points down the beam
line towards LHCb. Since the detector is cylindrical in design it is conventimndefiner as the
transverse radius from the beam aX@sas the polar angle as measured from the beam axigpand
as the azimuthal angle around the beam axis inxtlygolane. Instead 08, the polar angle is often

denoted in terms of the pseudorapidifylefined as:

1-0fon(3)
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This is a dimensionless quantity which is derived from taking the relativistic linth@ftapidity:

_ 1, (EfP.
y= —2In <E_ pz>. (3.2)

Differences in rapidity ¥;-y») are independent of Lorentz boosts along #reis. The reason the
pseudo-rapidity is preferred as a spatial coordinate is because it @pnds on the trajectory of a
particle rather than the energy. Low valuegmfare referred to asentraland high values of| are
referred to agorward as they are close to the beam pipe.

Since energy and momentum measurements alongralxés are not particularly usefylenergy
and momentum are usually quoted in the transverg@bane. Transverse enerdy;, and transverse

momentumpr, are defined as:

Er = \/E2+E2 (3.3a)
pr =/ P2+ 12 (3.3b)

whereEy andEy are the x and y components of the particle’s energy gnand py are the x and y
components of the particle’s 3-momentum vector.

The following sections introduce the main sub-detector systems of the ATIA& r. The
original technical design report (TDR) [50] and a more recent daszn, including the expected

performance of the detector, [49], provide more detailed information.

3.2.1 The Inner Detector

The main task of the ATLAS Inner Detector (ID) is to accurately measure tlreentum and posi-
tion of charged particles throughout its volume. It must be able do this uhdanost extreme of
conditions, with approximately 1000 particles emanating from the interaction @agny 25ns [49].
In order to accurately measure the momentum and position of charged atticéz= complementary
tracking detectors are placed around the beam pipe as seen in Figure&I8 is immersed in a 2T
magnetic field, supplied by the central solenoid, causing charged patbdbesd. The direction of
curvature reveals the particle’s charge and the degree of curvdlmnes @ precise measurement of

its momentum.

1This is because the exagt of a particle is unknown due to longitudinal boosts.
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LU

. End-cap semiconductor tracker

Figure 3.3: Cut-away view through the barrel of ATLAS inner detector, indicating thie mompo-
nents of the ID. From [49].

3.2.1.1 The Pixel Detector

The silicon pixel detector provides the most accurate tracking capabilitiégedD, and sits as the
closest detector to the beam pipe. Its role is to measure with precision tnaeksatng from the
interaction point and identify short lived particles via primary and seagndatices. When a charged
particle passes through a silicon pixel, electron-hole pairs are createxte Phairs drift under the
influence of a bias voltage and a signal is induced on the electrode, whiehdsas ait by the
external electronics.

As seen in Figures 3.4 and 3.5, the barrel of the pixel detector contaees ¢iilindrical silicon
layers located at radii of 50.5, 88.5 and 122.5mm from the beam axis. Bhdaffer is called the
B-layer and plays an important role of the identificationbefuark decays, and the identification
of photon conversionsy(— e"e~). The B-layer, due to its proximity to the interaction point, will
receive significant amounts of radiation damage. The approximate lifetimésdayfer is expected
to be three years at high luminosity [49]. Therefore, it has been debsigr&uch a way that it can
be replaced easily. In the end-caps of the pixel detector, there agediticon disk layers located
at distances ot = +495,+580 and+650mm. Therefore, any charged particle passing through the

coveragelf| < 2.5) of the pixel detector will produce at least three hits.
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Figure 3.4: Cross-section of the ATLAS inner detector barrel indicating the radii @ldlgers of the
component sub-detectors. The passage of a charged patrticle traviihough the inner detector is

shown in red.

Figure 3.5: Computer generated cut away view of the ATLAS pixel detector and jisdigiructure.
Three cylindrical layers in the barrel can be seen with the three disk sayeking up each end-cap.

The pixel detector contains 1744 pixel sensor modules which are helthévgeith a carbon

chassis, which also allows liquid coolant to dissipate the heat from theuealgatronics. Modules
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in the barrel are arranged in identical stavesgoell§ and in the end-caps are arranged in identical
sectors Each module is a rectangular silicon wafer, 19r®8 mm in size with some 47232 pixels
on each wafer. However, due to space requirements there are o9 A€&@douts from each stave.
This equates to approximately 80 million readout pixels in the detector, eacdJQgmx50um

in size. The modules also overlap each other to ensure a good hermetiegyeanttlined at an
azimuthal angle of 20 degrees. A configuration like this provides the higugarity that is required
for identifying individual particle tracks in high track density environmeiitse pixel detector has a
nominal resolution of 1Am in ther direction and 11pm in thez direction. The only reason pixel
detector technology is not used more widely throughout the ATLAS detictine to its high-cost of

production.

3.2.1.2 The Semi-Conductor Tracker

The semi-conductor tracker (SCT) or silicon micro-strip tracker is the midaigoonent of the inner
detector. It is similar in design and concept to the pixel detector and addisliczentary coverage
over the rangeén| < 2.5. It consists of 4088 modules distributed over four layers in the bancl a
nine disks in each end cap. Each module consists of four single-sideahsiticoostrip sensors. Two
sensors are glued back-to-back, with a 40mrad stereo rotation, thusnglloweo-dimensional track
reconstruction. Whilst all modules in the SCT are similar in construction, modskss in the barrel
differ in geometry to the modules used in the end-caps. All modules in thel bagredentical, but
due to the circular geometry of the disks, end-cap modules use wedgedsbapsors. There are
three types of end-cap modules: inner, middle and outer. In all, the detecttmins 61 rf of silicon
sensors, with 6.2 million readouts.

A charged particle passing through the SCT will pass through at leadt laigdrs of silicon,
creating at least four two-dimensional “space-points” along its trajectbhg SCT has a nominal

resolution of 1um in ther@direction and 58Qm in thez direction.

3.2.1.3 The Transition Radiation Tracker

The transition radiation tracker (TRT) is the outermost detector in the ID dpotisa tracker and a
transition radiation detector. It contains 73 layers of drift tubes (or sfrawthe barrel and 160 in the
end-caps. All charged tracks withpg > 0.5 GeV/c will pass through at least 36 straws, with that
number decreasing to at least 22 straws in the barrel-end-cap transegion (08 < |n| < 1.0).

Each drift tube is 4mm in diameter and is made of twqudbthick Kapton multi-layer films

bonded back-to-back. A special film coating of aluminium and graphilgpme is applied to
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achieve good electrical conductivity. A gold plated tungsten wire, with a diemeé 31um, is placed
in the centre of the tube and the tube is filled with a mixture of gas (70% xenéth, &% and 3%
O,). The wire and the drift tube wall act as the anode and cathode. Aathaagticle passing through
the straw will ionize the gas and the resultant cascaded charge collectiee anode. This signal is
then interpreted as a “hit” much as in the same way the pixel and SCT detedtorwat hits. The
tubes are surrounded with fibres of polypropylene which act as rasliatéhen relativistic particles
cross through the interface between two materials with differing dielectristants, they emit X-
rays known as transition radiation. These transition radiation photon®soeteed by the xenon rich
gas, producing additional ionization electrons, which increase the sighetted on the anode. The
intensity of the radiation is proportional to the particle’s Lorentz facyes, E/m. Therefore, for
particles of the same energy, a lighter particle, such as an electron, willesage produce more
ionization than a heavier particle, such as a pion. Thus, electrons cascbienthated from pions by
the presence of higher-threshold hits.

The barrel of the TRT is divided into three cylindrical layers of 32 modebssh. Each layer uses
a different type of module, differing in size and number of straws. E#&etwss 144cm long and
is orientated parallel to the beam axis. The space between the straws is filletbum diameter
polypropylene fibres. The end-caps consist of two sets of indepémdeeels, with the inner set
containing 12 wheels and the outer set containing eight wheels. Each kdweight layers, with
each layer containing 768 drift tubes, 37cm in length, arranged radigltig. tubes are surrounded
with 15um thick polypropylene radiator foils separated by a polypropylene nedll ine TRT has

around 351,000 read-out channels.

3.2.2 Calorimetry

The calorimeter system, as seen in Figure 3.6, is situated just outside theidalenagnet that
surrounds the inner detector. It is designed such that incident pardiefessit their energy within
the high-density calorimeter material, predominantly through the creation ti¢lpashowers whose
energies are absorbed and measured. There are three main companenier electromagnetic
calorimeter (ECAL), an outer hadronic calorimeter (HCAL) and the foda@alorimeter (FCAL).
The ATLAS calorimeter system has been designed to be mlymmetric and provide coverage up
to [n| < 4.9. The ECAL is the innermost component of the system and is housed inaoret &nd
two end-cap cryostats. The barrel cryostat only contains the ECAtelbarhereas the two end-cap
cryostats each contain an ECAL end-cap (EMEC), a HCAL end-cafCjHiad an FCAL to cover

the region closest to the beam.
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LAr electromagnetic

end-cap (EMEC)

Tile barrel

LAr hadronic
end-cap (HEC)

LAr eleciromagnetic
barrel

Figure 3.6: Schematic view of the ATLAS calorimetry system. From [49].

Since calorimeters use the interaction of the incident particles with material taireehe energy,
all particles are detected, including electrically neutral ones with the exoepitiweakly interacting
particles (e.g. neutrinos). Different calorimeter designs are usedafticles interacting via elec-
tromagnetic (EM) processes and for particles interacting via the strong.fdtach calorimeter is
typically optimized to measure particles produced by one type of shower.

Electromagnetic showers occur when a high-energy photon, electoosidron (called the pri-
mary particle) enters a medium and, via alternating pair-producyien ¢ e~) and bremsstrahlung
(e — vye), produce a cascade of electromagnetic particles. The shower will nentintil the en-
ergy falls below the critical energy, at which point the particles will lose teeérgy mainly through

ionization. The depth of a shower can be described by the relation [51]:

_ In(Eo/Ep)
X =X 2= (3.4)

whereXj is the radiation length, defined as the mean distance over which an electrtwswidlll but

a fraction ¥/ e of its energy by bremsstrahlung (or 7/9 of the mean free path for paituption by a
high-energy photonky is the initial energy ané. is the critical energy. Thus the longitudinal length
of the shower is proportional to the logarithm of the initial energy. Theaattaristic radius of the
shower, the Moliere radius, is used as a measure of the transverse dimaftbie shower. Formally,
the Moliere radius is defined as the radius of a cylinder in which 90% of tbeeshenergy will be

fully contained and is independent of the energy of the initial particle.
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Hadronic showers are produced in a similar way to EM showers, but wigrelift particle inter-
actions involved. Quarks and gluons, produced from a high-enettigion cannot exist individually
due to colour confinement. Instead they hadronise, a process wlthssbyombine with quarks and
antiquarks, spontaneously created from the vacuum, to form hadéens.result, instead of seeing
the individual quarks in detectorgts of many colour-neutral particles (mesons and baryons), clus-
tered together, are observed. When these hadrons enter the destderdeedia, they lose energy
via inelastic collisions with nuclei, creating secondary strongly interactintiches. This process is
repeated and a hadronic shower formed. The depth of a hadronieshawbe characterised by the
interaction length, or mean free path,of a material. In comparison with EM showers, for a given
material A is much greater thaK, (radiation length). Consequently hadronic showers are generally
broader and deeper than EM showers. On average, approximately tt' particles produced in
the first hadronic interaction are electromagnetic, predominately due to tlag dé neutral pions
(1 — vy) [49].

All of ATLAS’s calorimeters are sampling calorimeters. The sampling calorinvedeks by using
one material for shower development, known as a passive medium, aihéattomeasure the shower
energy, known as an active medium. Typically, passive media requirehadiigsity material such
as lead whereas the active media require a material with the ability to prodigread sisually via
scintillation or ionization. The calorimetry system of the ATLAS detector is basetivo different
technologies: the ECAL, the FCAL and the HEC use liquid argon (LAr) asithige medium, while
the barrel region of the hadronic calorimeter uses scintillating plastic tilesdRedor the choices of
each type of material are given in the individual calorimeter sections whltdwi

The calorimeters must provide good containment for the EM and the haditomicers to prevent
leakage into the encompassing muon system. The ECAL is approximately 28amadkagths Xo)
thick in the barrel and approximately 24 in the end-caps. This thickness, together with the expan-
siven coverage, ensures a good missing transverse energy measurerigniswimportant for the

detection of many physics signatures.

3.2.2.1 The LAr Electromagnetic Calorimeter

The ECAL is a sampling calorimeter made of several layers of lead (pamsdizim) and liquid argon
(active medium). Lead was chosen as the absorber since it has a snwlbratength (0.56cm),
causing the shower to evolve quickly, whilst liquid argon is used due to itssitniadiation hardness
and stability of response over time. The result is good temperature stabilitgraexicellent linear

response to photons with energies ranging from a few MeV up to a few GeV
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EM Calorimeter Barrel End-cap
Coverage In| < 1.475 1375 < |n| < 3.200
Longitudinal Segmentation 3 Samplings n| < 1.350 3 Samplings 500 < |n| < 2.500
2 Samplings B50< |n| < 1.475 2 Samplings B75< |n| < 1.500
2 Samplings 500 < |n| < 3.200
Granularity An x Ag)
15t Layer 0.025/&0.1 n| < 1.400 0.056<0.1 1375< |n| < 1.425
0.025¢<0.025 1400 < |n| < 1.475 0.0250.1 1425 < |n| < 1.500
0.025/8x0.1 1500 < |n|] < 1.800
0.025/6x0.1 1800 < |n|] < 2.000
0.025/4x0.1 2000 < |n| < 2.400
0.025x<0.1 2400< |n| < 2.500
0.1x0.1 2500 < |n| < 3.200
2" Layer 0.025¢0.025 In| < 1.400 0.056¢0.025 1375< |n| < 1.425
0.075¢<0.025 1400< |n| < 1.475 0.025¢0.025 1425 < |n| < 2.500
0.1x0.1 2500 < |n| < 3.200
3 Layer 0.050:0.025 In| < 1.350 0.056¢0.025 1500 < |n| < 2.500
Presampler Barrel End-cap
Coverage In| < 1.520 1500 < |n| < 1.800
Granularity An x Ag) 0.025<0.1 [n| < 1.520 0.025%¢0.1 1500 < |n] < 1.800
Hadronic tile Barrel Extended Barrel
Coverage In| < 1.000 1500 < |n| < 1.800
Number of layers 3 3
Granularity An x Ag) 0.1x0.1 0.1x0.1
Lastlayer 0.%0.1 0.2<0.1
LAr hadronic end-cap End-cap
Coverage 1.500< |n| < 3.200
Number of layers 4
Granularity An x Ag) 0.1x0.1 1500 < |n] < 2.500
0.2x0.2 2500 < |n| < 3.200

LAr forward calorimeter

Forward

Coverage

Number of layers
Granularity An x Ag) [cm]
15t Layer

2" Layer

3 Layer

3.100 < |n[ < 4.900

3

3.0x2.6

~four times finer
~four times finer

3.3x4.2

~four times finer
~four times finer

5.4x4.7

~four times finer
~four times finer

3150 < |n| < 4.300
3100 < |n| < 3.150
4300 < |n| < 4.830
3240 < |n| < 4.500
200 < |n| < 3.240
4500 < |n| < 4.810
3320 < |n| < 4.600
290< |n] < 3.320
4600 < |n| < 4.750

Table 3.1: Pseudorapidity coverage, transverse granularity and longitudinal segation of the
ATLAS calorimeters. From [49].
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The ECAL is made of two half-barrels covering the central regigh< 1.375, and two endcaps,
themselves made out of a larger external wheel covering the red@b & |n| < 1.5 and a smaller
internal wheel covering the region®2< |n| < 3.2. Each wheel contains eight modules and each half
barrel contains sixteen modules. The absorbers and electrodesaageatin an accordion geometry.
Using such a geometry has the advantages that a fast response timeviedahifelst minimising the
noise, and total hermeticy ipis provided. The modules are composed of alternating lead absorber
plates separated from the copper-Kapton electrodes by 2.1 mm of liquid.arg

The ECAL is segmented into 173312 cells which point towards the nominal ati@ngoint and
vary in size according to sampling and pseudorapidity. The segmentatipis iachieved by etched
patterns in the copper layers of the readout electrodes and the segnmeintetie achieved by gang-
ing together appropriate numbers of readouts from adjacent layegzsn®tules are arranged in three
distinct sampling layers (inner, middle and outer: see Figure 3.7) over ¢leésjgm-measurement re-
gion (0 < |n| < 2.5), two in the overlap region (375 < |n| < 1.5) between the barrel and the
EMEC, and two in the extendeglvegion (25 < |n| < 3.2).

Cells in Layer 3
ApxAn = 0.02450.05

@i g
;AN/N;‘} Square cells in\
il Layer 2
¢ 375\‘”\ \ \A:L ?245

An=g, 59 mm

031 strip cells in Layer 1

n

Figure 3.7: Schematic view of a barrel modulerat= 0. The granularities im and g are shown for
each of the three layers. From [49].
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The first sampling layer has the finest granularfiy: x A@=0.025/8<0.1 for |n| < 1.4. The fine
granularity allows precise measurement of the impact point of the primatiglpawhich is important
in the discrimination between spatially close showers as well as discriminatioedr@photons and
m°. Table 3.1 lists the granularities across all theanges for all components of the calorimeter
system.

The second calorimeter layer is designed to contain the majority of an electetitaghower
produced by a photon with an energy of 50 GeV (the typical energy dfoéop from the decay of
a Higgs boson with a mass of 120 G&¥). A granularity ofAn x A@=0.025<0.025 in the second
layer allows, in association with the first layer, measurement of the incideyi¢ af a particle im
and thus the determination of the axis of the shower development.

The third sampling layer has a coarser granularity since the majority of arhBMes is absorbed
by the second layer. Its role is to estimate the amount of energy escapinghfeodetector, caused
by late showering particles.

Completing the ECAL are presamplers, situated just before the first sampliergdiad just after
the cryostat. They consist of essentially a thin layer of liquid argon withaetaglectrodes and are
present to correct for the energy lost by a particle in passing throwgimmier detector, solenoid and
cryostat wall.

The region between the barrel and the endcaB7(k |n| < 1.52) is not used for precision
physics due to the large amount of material preceding the ECAL. This regimymmonly referred
to as thecrackregion since particles in this region may not be seen by the detector.

The ECAL performance was studied in a test beam with electrons and pesitrenergy between

1 and 250 GeV. The energy resolution was found to be [49]:

10.1%
98 _ 22 5 02% (3.5)
E E[ GeV|

which is in accordance with the strict design specifications of the ECALsd kpecifications required
that the ECAL must have sufficient energy resolution to be able to detern@meahs of a low mass

Higgs boson (m =90-180 GeVc?), decaying to pairs of photons or Z bosons, to within 1%.

3.2.2.2 The Hadronic Calorimeter

The hadronic calorimeter (HCAL) measures the energies of hadronic jetéad from quarks and
gluons. It consists of two parts: the Tile calorimeter (tile barrel and extebderel) and the LAr

hadronic end-cap (HEC). The HCAL is designed to be thick enough torllzdl the energy of a
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hadronic shower, thus keeping the rate of punch-throughs into the mstamsyo a minimum. On
the other hand, the calorimeter must not be too thick otherwise there will be mudtattering of
muons which will degrade the muon resolution in the muon spectrometer. Thehiotaless of
the HCAL is 11 (including 1.5\ from the outer support structure) mt= 0, a level at which it has
been shown by measurements and simulation to sufficiently reduce the nurpbeiaes other than
muons (and neutrinos) to a manageable level. The large and compieteerage guarantees a good

missing transverse energy measurement, which is crucial for a broafigstsics signatures.

The Tile Calorimeter

The hadronic tile calorimeter is a sampling calorimeter consisting of 14mm thickedteetber plates
interleaved with 3mm thick plastic scintillating tiles. Hadronic particles entering thericeeter
initiate hadronic showers in the steel plates. As the showers pass thraugtittillating tiles, they
induce the production of scintillation light. Each tile is read out by two waveleshifting fibres,
which feed the light into photomultiplier tubes.

The tile calorimeter is placed just outside the ECAL and consists of a barveliag the region
In| < 1.0, and an extended barrel, covering the regi@< |n| < 1.7. Both barrels have an internal
radius of 2.28 m and an outer radius of 4.25m. They are segmented azimintab# modules and
longitudinally into three layers with interaction lengthsX,.8.1\ and 1.8 in the barrel and 1%
2.6\ and 3.3\ in the extended barrel. The granularity in the first two layefsis< Ag =0.1x0.1 and
in the third layer isAn x Ag =0.2x0.1. The total number of channels is 4672: 2880 in the barrel and
1792 in the extended barrel.

The tile calorimeter performance was studied in a test beam with single pionsrgfyebetween

20 and 350 GeV. The energy resolution was found to be [49]:

0,
O _ _S0A% 550 (3.6)
E E[GeV|

The LAr Hadronic End-Cap Calorimeter

The hadronic endcap calorimeters (HECSs), like the ECAL, are samplingroalers using liquid
argon as the active medium. However the HECs use copper rather thaasl¢lael absorber. The
HECSs sit just behind the EMECs in the same cryostat and covers the re§ien|fj| < 3.2. Figure
3.8 shows the position of the HEC in the endcap cryostat. They consist ahtlependent wheels
each containing 32 modules. Each wheel has an external radius ofr203Md consists of two lon-

gitudinal sections. The inner wheel (HEC1) is made of twenty-four 25 mrk topper plates whilst
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the second wheel (HECZ2) is made of sixteen 50mm thick copper plates. |dtes pre interleaved

with a gap of 8.5mm for the liquid argon to fill.

Feed-throughs and front-end crates

Hadronic end-cap calorimeter

Forward calorimeter

Electromagnetic end-cap calorimeter

Figure 3.8: Schematic view of the calorimeter endcap cryostat showing the posititims lafdronic,
electromagnetic and forward calorimeters.

The HEC resolution for single pions of energy from 5 to 200 GeV was nmedsn a test beam
and was found to be [49]:
Og 70.6%

— = —F———®58% 3.7
E E[ GeV| ’ (3.7)

3.2.2.3 The Forward Calorimeter

The forward calorimeter (FCAL) is situated in the same cryostat as the EMBEIEC and covers
the region 3L < |n| < 4.9. Itis both an electromagnetic and hadronic calorimeter which is designed
to measure the energies of forward jets and aid in the calculation of missisgdrae energy. It plays
an important role in the study of Higgs channels produced via vectombfosion, where forward-
backward jets are produced and subsequently, can be tagged incohadpp identify the signature.

The FCAL has four wheels, the first uses copper/liquid argon techn¢klg), whilst the second
two use tungsten/liquid argon (hadronic). Tungsten, being a very deataial, can stop high en-
ergy jets and reduce leakage into the muon chambers. The fourth wiseeb firastrumentation and

uniquely, is only there to protect the muon chambers. The FCAL is exposeidhdlux of beam
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remnants from the interaction point and therefore makes use of radiatidartesl materials. It is
made of a metal matrix with regularly spaced longitudinal channels. The elsare filled with
tubes of a diameter 5.8 mm with a central rod down the middle that acts as the dgeclite tubes
are then filled with liquid argon. The layers of liquid argon are smaller tharetiothe ECAL to
prevent the accumulation of ions, allowing a larger density of absorber.

The granularity of the detector &n x Ap =0.2x0.1. Results from the test beam using pions

with momenta between 10 and 200 Ge\show that the expected resolution is [49]:

70%
Oe_ 0% a0m% (3.8)
E E[ GeV|

3.2.3 The Magnet System

The ATLAS superconducting magnet system comprises a central sol@®)dand three large air-
core toroids as seen in Figure 3.9. It has been designed to facilitate ttiedpeh charged particles
throughout the detector volume, whilst minimising the amount of material availableafticles to
interact with.

The central solenoid provides a 2T axial magnetic field throughout the detector which is
of sufficient strength to bend charged particles with transverse momentatof 100 Geyc. It is
situated just outside of the ID and shares the same cryostat as the the |igpmdedectromagnetic
calorimeter. Not having its own cryostat eliminates the need for additionaluvaavalls, thus re-
ducing the amount of material upstream of the calorimeter and reducing tiastipbfor particles to
shower before reaching the calorimeters. The magnetic flux generatdiised in the steel of the
hadronic calorimeter and its support structure. It has an inner diame2e4@rh, an outer diameter
2.56m and is 5.3m in length. In all, the CS only contributék66 radiation lengths to the material
budget.

The air-core toroid system consists of a barrel toroid system and tweapridroids. It has been
designed to provide a tangential magnetic field throughout the muon spetgroifiee barrel toroid
comprises eight superconducting coils, spaced symmetrically aroundaaaltepto the beam-axis.
The coils of the barrel toroid are cdcetracktype, each 25m long, 5m wide and weighing 100 tonnes.
They are grouped in a torus shape and placed in eight separate t3yddta endcap toroids, also
made of eightacetracktype superconducting coils, are positioned either side of the centrabéblen
and inside the barrel toroid. They are housed in dedicated cryosta@ramdtated by 225with
respect to the barrel toroid to provide radial overlap and optimized bgmmtiwer in the transition

region (14 < |n| < 1.6). Inthe barrel regionj| < 1.4) the bending power is expected to be between
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Figure 3.9: Geometry of the magnet windings. The barrel and endcap toroid wiading shown
along with the windings of the central solenoid located inside the calorimeteme

1.5 and 5.5Tm, whilst in the endcaps it is expected to be between 1 and 7.5Tm.

3.2.4 The Muon Spectrometer

The muon spectrometer is the outer component of the ATLAS detector anlsebasdesigned for
the precision measurement of the momentum of muons. The muon systemtbevessudorapidity
range|n| < 2.7 for precision tracking anfh| < 2.4 for triggering. There are two types of detectors:
the precision chambers (MDT and CSC) and the trigger chambers (RPGZE) The overall layout
of the muon spectrometer is shown in Figure 3.10, which indicates the regimere \the different
chamber technologies are used.

The muon system consists of barrel, covering the range: 1.0, and two endcaps, covering the
range 10 < |n| < 2.4. The barrel contains three layers of chambers, located at radii of, 5.5 m
and 10.0m, and the endcaps contain four layers of chambers, locagd@a?.4m, 10.8m, 14.0m
and 21.5m. Therefore, a muon emanating from the interaction point will typipakg through at

least three chambers.

3.2.4.1 Precison Chambers

The precision measurements of muons are performed by the Monitored Glvds (MDT) and Cath-
ode Strip Chambers (CSC). The MDTs are used over thérfulc 2.7 pseudorapidity region, except
for the first layer of the innermost ring of the endcap®(2 |n| < 2.7). Each MDT chamber is
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Figure 3.10: Cut-away view of the ATLAS muon spectrometer. From [49].

made from layers of 30 mm diameter aluminium tubes, containing a tungsteitirheire running
through the centre. The tubes are filled with a mixture of argon and carbgie gas, held at a
pressure of 3 bar. A rigid support structure is sandwiched betweeB-thayer sets of tubes to form
a chamber. The MDTs have a spatial resolution git®5per chamber or 8im per tube.

CSC chambers are only used in the first layer of the innermost ring of tteapa since this area
is subject to a higher flux of particles. The safe operation limit of MDT chamiseat fluxes of 150
Hz/cn? in contrast to the 1000 Hz/chimit that the CSC chambers provide. CSCs are multi-wire
proportional chambers. They consist of several layers of wireesaghich are aligned radially, and
two sets of cathodes which are segmented into strips. One set of catheddigiaed parallel to the
wires and provide the transverse coordinate whilst the other are aligmpdralicular to the wires
to provide the precision coordinate. The gas enclosure is filled with a mixfuagyon and carbon
dioxide gas.

The CSC system is constructed from two disks each containing eight cha(elght small cham-
bers and eight larger chambers as seen in Figure 3.11). The resoludi@SL plane is 6(m in the
radial direction and 5mm azimuthally. CSC chambers also have a timing resoléitessdhan 7 ns

compared with 700ns for MDTs, which makes them ideal for use in ardaigloparticle flux.
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Figure 3.11: Layout of chambers in a CSC endcap. The disk contains eight smaitbsra and eight
large chambers alternately arranged. From [49].

3.2.4.2 Trigger Chambers

The trigger chambers consist of a fast trigger system capable of prgiidicking information just a
few tens of nanoseconds after a particle has passed through. Difté@mbers are used in the barrel
and endcaps due to the fact that the muon momentum, for a giveis stronglyn dependent [49].
In the central region|§| < 1.05) three layers of RPC chambers are used, whilst in the end cap region
(1.05 < |n| < 2.4) four layers of TGC chambers are used. These chambers are priaesigned
to provide a fast response time but they also provide positional information.

The RPC chambers are made out of two parallel graphite-coated pladteli(Bpresistive plates
separated by a 2mm gap. The gap is filled with a gaseous mixturettfy, 1so-C,H1o and Sk.
An electric field of 4.9kV/mm is applied between the plates allowing the primary ibaizelectrons
to avalanche towards the anode. The signal is read out, via capacitueg, from metal plates
fixed to the surface of the resistive plates.

RPCs are fixed to the same supports as the MDT chambers and are of theisemsions. Fig-
ure 3.12 shows a schematic cross-section through the barrel indicatifar#tion and distribution
of the RPC chambers. In the middle layer (pink) RPC1 and RPC2 sandwichedbpective MDT
partner and RPC3 is installed above its MDT partner. In the outer layes) (RRC1 and RPC2 again
sandwich their MDT partner but RPC3 is installed below its partner. Thexefanuon emanating
from the interaction point will pass through six layers of detector (threefMR three RPCs) deliv-

ering six measurements imandq. The spatial resolution of an RPC chamber is around 10 mm with
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Figure 3.12: Schematic cross-section through the upper part of the muon spet#obzarel indi-
cating the distribution of RPC chambers. From [49].

a timing resolution of 1.5ns [49].

TGCs are similar in design to the CSCs (in that they are multi-wire proportioaahbhrs) except
that they use a smaller wire-to-cathode distance (1.4mm) than the anodestdisténce (1.8 mm).
The gas used is a mixture of carbon-dioxide and n-pentangkh<«L A design such as this means
that an excellent maximum time resolution of 25 ns along with an ability to operatauimskgaturated
mode.

TGCs are constructed in triplets and doublets of chambers, known as diiese units are
mounted in concentric circles to form circular disks. An outer disk covergtidcap region (@5 <
In| < 1.92) whilst an inner one covers the forward regior@@l< |n| < 2.4). Combined, an inner
disk and an outer disk form what is termed a big-wheel. At each end oASTihere are three wheels
constructed out of TGC units, the innermost wheel using the triplet unitshenauter two using the

doublet units.

3.2.5 The Trigger and Data Acquisition System

At the LHC design luminosity 4 = 10*cm2s1) 40 million proton bunch crossings will occur
every second. With each bunch crossing containing mulfigénteractions, the event rate is ex-
pected to reach 1GHz. Due to technological limits the amount of data that camitten to disk

is ~300Mb/s. With a typical event being 1.5Mb in size, the maximum rate at whichtgwan be
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stored on disk is~200Hz. Therefore, a system is needed to reduce the event rate @btn down
to 200Hz, whilst retaining as many of the “interesting events” as possiblesyidtem utilised is the
ATLAS Trigger and Data Acquisition System (TDAQ).

The ATLAS TDAQ system consists of three sequential levels: Level J,(L&vel 2 (L2) and
Event Filter (EF). L1 is entirely hardware based, while L2 and the EF (@oldy called the high-
level trigger: HLT) are software based, running on a grid of commercéaljlable computers. The
system is programmable which means that as conditions change the trigdertis adbapt.

In this section an overview of the general functionality of the trigger at éael is presented.

Interaction rate
-1 GHz CALO MUON TRACKING
Bunch crossing
rate 40 MHz
Pipeline
'II'_IEI\(IBEC-}LElR memories

< 75 (100) kHz
E E Derandomizers

I Readout drivers
(RODs)

Regions of Interest | | | | |

LEVEL 2 Readout buffers
TRIGGER (ROBs)
~1kHz

Event builder |

EVENT FILTER FuII-eventdbuﬁers
an

~ 100 Hz processor sub-farms

Data recording

Figure 3.13: Block diagram of the ATLAS trigger and data acquisition system. From [52]

3.25.1 Levell

The first trigger level has dedicated access to the data from the muotnospeter and calorime-
ters. It uses reduced granularity information from the trigger chambi&€ (& RPC) in the muon
spectrometer and from all the calorimeters (EM and hadronic and foywaidentify objects with
large transverse energies and events with large missing or total tramsvengjies. No ID/tracking
information is used due to the time involved in reconstructing the large numbéac&s. L1 must
be able to make a decision within 21%in order to reduce the rate from 40 MHz (or 1 GHz interaction
rate) down to 75kHz. However, as a bunch crossing occurs evarg, 2blatency is needed in the
form of a pipeline memory to give the L1 trigger enough time to process anyidudil crossing. A
schematic overview of the L1 trigger is seen in Figure 3.14.

The calorimeter trigger searches for high-photons, electrons, jets and hadronically decayed
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Figure 3.14: Block diagram of the ATLAS Level 1 trigger. From [49].

T-leptons, as well as events with large missing or total transverse enefgiese objects are mea-
sured by L1 algorithms using information obtained from trigger tovesr electrons, photons and
T/hadrons isolation cones can be applied. For an object to be identified ipassht pre-definegly
threshold. There are limited numbers of thresholds that can be defineg @atatime for a particular
object type.

The L1 muon trigger uses information from the RPC and TGC trigger chanbengasure the
trajectories of muons. Coincidence is used between several trigger erarbeduce the background
from cosmic muons. Two stations of chambers are used forgpWe-9 GeV/c) thresholds, whilst
three are used for highr (9-15 GeV/c) thresholds.

Information from the calorimeters and the muon system is then passed to tred t@gyger pro-
cessor (CTP). The role of the CTP is to compare this information with preatkEelection criteria.
If the selection criteria are passed then positional and kinematic informatoar mlentified objects
is passed to the read out buffers in the form of regions of interestgR@he ROIs are held in the
buffers until requested for use by the second level of the triggerCIItig in conjunction with timing,
trigger and control (TTC) system also uniquely identifies any specificlingnossing.

Once the bunch-crossing has passed the L1 selection, the detectowudataly held in the

pipeline memories is passed to the readout buffer input cards (ROBIlidgkadout drivers (RODs)

2A trigger tower is a 0.k 0.1 granularity inAn x Ag radial tower through the calorimeter that uses the sum of all the
cells in each of the sampling layers.
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and derandomisers.

3.2.5.2 Level2

Level 2 receives the ROIs from L1 and attempts to confirm their validity usiadull granularity of
their respective detector of origin. Once validated, additional featunes the inner detector system
can be requested (feature extraction) to further help identification t€lest thus transforming the
ROls into global trigger objects. These trigger objects will eventually bectaneéidate photons,
electrons, muongs and jets.

The processing is performed by a farm of computers adjacent to the &lda&ern. High speed
broadband cables link the farm to the the detector front ends. The WR®lsfmeans that detector
data is only requested from specific geometric regions thus limiting the siz¢sofrdasferral needed
to ~2% of the total event size. An individual ROl must pass a set of selectitaria, known as a
hypothesis. Any ROI failing the hypothesis is subsequently discardezdpiidtessing time per event

is ~10ms with the rate being reduced from 75kHz down to 2kHz.

3.2.5.3 Event Filter

The final level of the trigger system is the Event Filter (EF). Its role is téoperthe final selection of
events that will be written to disk. Events passing L2 are passed to the Buiédér (EB). Here the
data from the ROBINSs is combined with the information from L2 and the eveniiis hhe complete
eventis passed to the EF where it can operate using the full granulattiy détector sub-systems. At
this level vertex reconstruction, track fitting and photon conversiorckearcan be performed. The
processing time per event is approximately 4 seconds. This comparatigblyatency time means
that the EF can reconstruct events using refined offline-like algorithmpgotHeses similar to those
used at L2 are used to refine the L2 trigger objects.

Events passing the EF selections are then directed into different streaondiag to which trig-
ger has been passed. Events passed to different streams will be writtém different files for
reprocessing later. These streams are not exclusive, meaning thahiéanpasses several triggers

then the same event will be written out to several streams.

3A derandomiser is a device that averages out a random data flow into@geoeous one.
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Chapter 4

Event Simulation and Reconstruction at
ATLAS

The unprecedented experimental conditions at the LHC, along with the catgpdé the ATLAS
detector, make it necessary to provide accurate simulations of how pamicksevent propagate
through, and interact with, the detector. To meet these requirements, &hia& developed a com-
puting framework called ATHENA [53], which integrates all the necesséaggnents of Monte-Carlo
event generation, detector simulation and the reconstruction of particdesvants. In this chapter,
the process by which a physics event is generated with Monte-Carlo sinmuiataetailed, along
with how the response of the detector to the particles in the event is simulatedii§iimct methods,
termedfull simulationandfast simulationmodel the detector response to particles and subsequently
convert the detector responses into meaningful representationgiofggarA comprehensive descrip-
tion of the ATLAS simulation infrastructure is found in [54].

In what follows, particular attention is given to the ATLAS fast simulation pgek@&TLFAST-I,
as it was used extensively to carry out the work in Chapters 6 and 7tiéwhlly, the generation of

Monte-Carlo events is discussed in more depth as several generajaarpeoare used in Chapter 7.

4.1 Monte-Carlo Event Generators

To model the many complex physics processes that will be present at tGe é\ént generators
(Monte-Carlo tools) are used. Their use allows physicists to set detegairements, formulate
analysis models and calculate rates of processes at unprecedentpd srades. There are many
varying types of generators, from those such as ALPGEN that argrnéekto study particular pro-

cesses, to the more general such as MadGraph that cover a brgadofgrysics. ATLAS, via the
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ATHENA framework, provides interfaces to many of the leading evenegsors, whilst also sup-

plying utility services to enable filtering of events and the handling of the MGatiés truth records.

4.1.1 Tree Level Matrix Element Generators

Matrix element (ME) generators are parton-level generators desgdspecific final state to lowest
order. Typically, they are based on either the direct calculation of theppate Feynman diagrams
or on the solutions of the underlying classical field theory. The final statesist of bare quarks and
gluons, which are showered/hadronised by specific programs (stersé.1.2).

ME generators tend to come in two flavours: those designed for spedfiegses and those for
arbitrary processes. ME generators for specific processes cao@énfor producing events with a
pre-defined list of partonic processes. The MEs relevant to the indivighocesses are calculated
with a ME generation program. The advantage of these is that there anepbfise space routines
which are optimised for the processes, subsequently allowing the progoamsput weighted or
un-weighted partonic events. An example of one such specific ME genésaa program called
ALPGEN [55]. It is designed for generation of jet-rich final state SMgasses in hadronic colliders.
It provides 15 “modes”, an example of which My + M jets, where the user can request a final state
containing any combination of photons and jets that satisfies 1, N+M < 8 andM < 6.

General purpose ME generators can be thought of as automatic geaerahe user supplies
the initial state and final state and the generator calculates the scattering aenfditadl possible
Feynman diagrams contributing to the processes. The program then wititesie to sum over all the
sub-processes, helicity and colour states before integrating overdlse ppace to provide the cross-
section and (un)weighted partonic events. The programs are able tacpredents for any standard
model process as well as more recently extended Higgs models and Sld8a&sges. However,
limitations apply due to the complexity of events and limited CPU time. The advantagtsathey
provide coverage for processes for which there are no dedicateztagers, whilst also providing
capabilities for users to add in beyond the standard model processeslesnsAn example of
a generic ME generator is MadEvent/MadGraph [56]. MadGraph us@mavative web-interface
whereby the user can specify an initial and final state and specify maahthenodel parameters
before submitting for calculation. MadGraph enumerates all the possiblerfegydiagrams up to a
user controllable order, calculates the amplitudes for each diagramtanusra packaged stand-alone
code termed a MadEvent. This code can be downloaded and run locallpdager (un)weighted
events as well as providing the resultant cross-section. MadGraph is litoifgdcesses containing

less than 10,000 diagrams or sub-processes.
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Both of the generators, used as examples above, have adopted tleeditstiLes-Houches [57]
output form. The Les-Houches output form is XML-like and thus can @sseasily be read by a

hadronisation program written in C++ as one written in FORTRAN.

4.1.2 Parton Showering and Hadronisation Programs

Showering and hadronisation programs that use the parton showeti@v@pproach, have proved
popular amongst the particle physics community. They are general gutpols that are able to
simulate a wide variety of initial and final states. Starting with the leading orddrgracess, higher
order effects are added leyolvingthe event using the parton shower model, which allows partons to
split or branch into other pairs of partons. The hard scattering of parasults in the acceleration

of colour charge which, in analogy with the way photons are radiated &orelerated electrically
charged particles, means that gluons and quarks are radiated freherated colour particles. At
the parton level scale, perturbative expansion can be used to provéiatze prediction of QCD
radiation.

Figure 4.1 is a graphical representation of the evolution of an event. ¥eonme, a quark and
anti-quark are respectively resolved from each of two colliding protdffse exact way in which
each parton is resolved is determined by a parton distribution function (RDiEj describes the
distribution of the momentum fraction x of the partons in a hadron when prabadcale. The
quark and anti-quark annihilate, producing an s-channel resonahgeh subsequently decays into
a pair of quarks. This part of the event is known ashthgl sub-processEach of the quarks can split
into q(q)g pairs, whilst any gluons present may branch igfoor gg pairs. These resultant partons
may themselves branch, resulting in a cascade of parfmarsofi showe). With each branching,
the QCD force grows until confinement effects result in the partonspgnguogether into colour-
singlet hadrons, a process knownhaglronisation Fortunately, since hadronisation occurs at larger
scales than the parton scale, it can be considered independent frévarthscattering. This means
that hard scattering can be performed by specific generators, atddsa Section 4.1.1, whilst the
hadronisation can be performed by separate showering and hadi@n@@grams.

Showering and hadronisation generators are also able to model thdyimglevent, i.e. the
proton remnants which do not participate in the hard sub-process. ldgviieg remnants are colour
connected to the hard sub-process and therefore must be includachedi@nisation is performed.
Multiple interactions whereby more than one pair of partons from the prattersict, along with pile-
up from other proton-proton collisions in the same bunch crossing aréeaoes often included in

these types of generators. Probably the two most widely used showadi@éronisation generators
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Figure 4.1: Graphical representation of the evolution of an event. In this figure, timegeds
vertically.

are PYTHIA [58] and HERWIG/JIMMY [59, 60]. Both generators atdeato simulate collisions in
lepton-lepton, lepton-hadron and hadron-hadron colliders and cdatgm libraries for 2— n sub-
processes at leading order.

ATLAS, via ATHENA, has provided generator interfaces to allow passifithe relevant pa-
rameters at run-time to the generator programs without the need for relatbomp This structure
allows integration of common services such as random number seedsréenent number alloca-
tions alongside the event generation. Since each generator has its qputirmemory format, events
produced must be mapped into a common format that can later be read by simstdtigare with-
out knowledge of the specific generator used. The format used byABTit HepMC [61]. Thisis a
package of C++ classes that holds the full generated event in a tre&rliktuge and is often referred

to as Monte Carldruth or generator-level information.

4.2 Full Simulation

This section describes the procedure used in ATLAS to fully simulate themespof the ATLAS
detector and the process by which the detector responses are corredeonstructednto mean-
ingful physics objects. Particles from Monte-Carlo generated evemigapagated through a detailed
model of the ATLAS detector and their interactions with the media of each stdzir system are
modelled. Any energy deposited in sensitive portions of the detector is tenlles so calledhits.
These hits are then converted imligits (voltages and currents) in a process catlggitisation Dig-

its are formatted in such a way that they are identical to the signals that wotgdblean expected
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to be produced by the actual detector. In this manner, simulated and tealatabe treated indis-

tinguishably by the trigger and reconstruction algorithms. The flow of bothlatediand real data

through the ATLAS simulation infrastructure can be seen in Figure 4.2.
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Figure4.2: The data flow of the ATLAS simulation infrastructure. From [62].

4.2.1 Simulation of The ATLAS Detector Response

The standard simulation of the ATLAS detector is performed by the GEANTKitd63] which
models the interactions of particles with the ATLAS detector. The detector gsided by use of a
package calle@GeoMode] which uses libraries of basic geometric shapes to build a complete detec-
tor description including all detector sub-systems, services and deadahdBroModel is separate
from the GEANTA4 toolkit. This allows not only simulation jobs to access GeoMdlealso digiti-
sation and reconstruction jobs, thereby utilising a consistent descriptitie adfetector at all stages.
Consequently, the GeoModel is translated into GEANT4 format before diimulakes place.
Generated events in HepMC format provide the input to the simulation stese Hvents are
converted into a GEANT4 format before being propagated through tleetde The way in which
particles interact with the detector material is controlled by various physicelsag@4]. Once the
simulation has been performed, events are written to files which contain nfigwation informa-
tion, Monte Carlo truth information and records of 4-vectors of energosigions fits) from all
detector sub-systems. The original Monte Carlo truth record from thergtn is still kept and
is added to by the GEANT4 simulation. It is impractical to retain all the informatiaayced by
GEANT4 and instead only interactions which are of relevance, e.g. plkotoersions teé" e~ pairs,

are added to the record.
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4.2.2 Digitisation

The digitisation system converts hits produced by the simulation processahtietector responses,
such as voltages and currents, and also includes detector noise. ddesphappens at the level of
the sub-detectors, who each have their own digitisation software to modedtinetal response. The
sub-detector software has been tuned to reproduce the detectonsesgmseen in test beams, lab
tests and cosmic runs. Dead channels and noise rates from particidareurecorded in databases
which the digitisation process can use to reproduce the conditions of the run

Digits provide the input to the ReadOut Drivers (RODs) in the detector elsics. The ROD
functionality is then emulated with the final outputs of the digitisation process liamgData Ob-
jects (RDOs). As real data from the detector is delivered in a bytestreamaf, converters are
supplied to convert from RDO to bytestream and vice-versa, allowinglifect comparisons be-
tween real and simulated data to be made. As the first level of the ATLAS trsygeem is hardware
based, it is simulated in pass-through mode which allows all events to be tetelilst evaluating

all implemented trigger hypotheses.

4.2.3 Pile-up

Typically, for each bunch crossing there will be multiple inelastic protortgurinteractions in ad-
dition to the hard scattering. Collectively known as pile-up, the effects oadaiional interactions
along with the effects of beam gas and halo interactions must be accowntedthe simulation

process. Therefore, pile-up events are generated and simulatedtegpfrom the hard scattering.
During the digitisation process, hits from pile-up events are overlaid wittetifom the hard-process
at a specific rate. This approach can also be used to overlay realppieents, collected from the

zero-biagtrigger, with simulated hard scattering events.

4.2.4 Particle Reconstruction

Before any analysis of detector information can begin, the respongbs ditector must be inter-

preted into recognisable objects. This process, knowa@mstructioncondenses and calibrates all
raw signals from the detector sub-systems and uses them to identify iraliyidtticles and event

level quantities. The result is that only individual particdbjects overall event variables, such
as missing or total transverse energy, and specific detector informatitnasyparticle tracks and

calorimeter cells/clusters are kept. This reduces the overall event simeafiound 1.5B to 100kB.

Reconstructed objects, are then, representations of signals consigitethie interaction of a par-
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ticle with the detector. The types of reconstructed object include: eleghmions, muons, hadronic
taus and jets. Each reconstructed object may itself be derived fronstirattke ID and muon spec-
trometer along with energy deposits in the calorimeters. Typically, for eadltlpatype a set of
selection criteria are used to classify and define reconstructed objéttsrfulhe selection criteria
used for the reconstruction of photons and converted photons ailedetaChapter 5. For detailed
information regarding the reconstruction of other particle types and jete#uker is directed to Ref-
erences [50, 49, 27].

In principle the reconstruction process should result in a one-to-omespmndence between
generator-level particles and reconstructed objects. However, deedcal reasons this is not always
possible as there may not always be a corresponding reconstrugéed dkirstly, the particle may
be of too small an energy to be recorded by the detector. Additionally, tiielpanight deposit its
energy in an insensitive region of the detector and thus escape detddi®reconstruction software
itself is not perfect and sometimes will misidentify a particle as another particte tpghese cases
the particles are termddkes The reconstruction efficiency is defined as the probability that a given
(truth) particle will be reconstructed as that particle. For example, thenstremtion efficiency for

photonsg, is defined as:

gy = P(object is reconstructed as a photobject is a photon 4.2)

The reconstruction efficiency then may depend on factors such as @t@loof the particle in the
detector and/or the transverse momentum of the particle.

It should be noted that exactly the same reconstruction algorithms are arssintilated and
real data. In this way selection criteria tuned using Monte-Carlo simulatiangdasproduce similar
results when used with real data. This will be one of the earliest commissienidiges undertaken

when real data arrives.

4.3 Fast Simulation

The full simulation process is a very CPU intensive and time consuming prcgetiie to the compli-
cated GEANT4 simulation and detailed detector description. Consequerdlio dimited resources,
quotas exist on the number of full simulation events that can be produggdtally, each working

group has an assigned quota on the amount of simulated data it can regtiesige distribution of

1A typical full simulation event takes approximately 10-20 minutes to simutipending upon the complexity of the
physics involved.
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the quota to specific signals/backgrounds decided upon by the groepefdte, studies that require
large statistics need a different simulation approach. Fast simulation stesa@niéo provide a faster
processing time by parameterising components of the full simulation procdssmoviding less
detailed information.

A number of fast simulation options now exist within the ATHENA framework e TBREANT4
fast simulation [65] aims to speed up the slowest part of the full simulatiorepspmamely the time
taken simulating electromagnetic particles traversing the calorimeters. Thegygtsate replace low
energy electromagnetic particles with showers from a pre-simulated libraeyreéBult is a reduction
in the CPU time by a factor of two with minimal impact on the resultant physics rejotimh.

ATLFAST-I, detailed in Section 4.3.1, is the original fast simulation packdg®&loAS. Its pri-
mary design goal is to massively reduce the simulation computation time, allowirt) peg@luc-
tion of large numbers of events that do not require the level of detailigeedvby full simulation.
ATLFAST-1 makes no use of the GEANT4 package but instead usestdetesolution functions to
create physics objects similar to full simulation ones. This compromise redwecesrtiputation time
by a factor of 1000 in comparison to full simulation.

ATLFAST-1l is a relatively new simulation package that aims to fill the void bemviill simula-
tion and ATLFAST-I. The idea is to be able to simulate events as fast as [gasilist retaining the
ability to use the same ATLAS reconstruction packages as full simulation. ASIHI makes use
of two components which can speed up the simulation of particles in the varibegesectors. The
first component known as Fatras (fast ATLAS tracking simulation), asglinmed down detector
description, only keeping full details in sensitive regions of the detectoedaae simulation time
in the inner detector and muon system. The second component, referred-&st&€aloSim, uses
parameterisations of lateral and longitudinal energy profiles of singtelgashowers to replace the
simulation of particle interactions with detector material. ATLFAST-II retains thiktato simulate
any sub-detector with GEANT4 in conjunction with either of the two compondifits.default mode
of ATLFAST-Il is to use GEANTA4 for the inner detector and muon systeih BastCaloSim for the
calorimeters. Optionally, the user can switch to a mode called ATLFAST-IlFu$es FastCaloSim
for the calorimeters and Fatras for inner detector and muon system. Thdtamdde of ATLFAST-1I
reduces computation time by a factor-of0 compared with full simulation, whilst ATLFAST-IIF

reduces it by a factor o£100.
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4.3.1 ATLFAST-I

The ATLFAST-I fast simulation package has been designed in order tdaggriarge samples of sig-
nal and background events for physics studies, especially thosethate very high statistics. Due
to the CPU requirements of full simulation, fast simulation is an essential tool, iaicive rapid
production of simulated events on scales that would be impossible to achiegefuls simulation
alone. As shown in Figure 4.3, ATLFAST-I replaces the full detector sitimiaand reconstruction
steps by smearing the Monte-Carlo truth information of particles with paranedegsolutions mea-
sured from full simulation studies. Since no detailed simulations of any partielections with the
detector media are performed, CPU usage is minimised. Consequently, this ATdeAST-I the
ideal tool for obtaining quick estimates of systematic uncertainties arisingtfiernse of different

generators and performing parameter scans.

Event Generation }

'

GEANT4
Simulation

— T
Digitisation
N

Reconstruction

—

Event Analysis }

ATLFAST-I
Smearing

Figure 4.3: Full simulation steps versus ATLFAST-I simulation. Adapted from [66].

Generated events, stored in HepMC format, provide the input to ATLHASMese events can
either be created on the fly by an event generator and then proces&EdEAST-1 one by one or they
can be read in from files containing previously generated events. ABIHAlgorithms performing
specific tasks, such as isolation or clustering, can then be schedulétearnuroperties configured to
suit the users requirements.

The following section gives a brief description of the ATLFAST-I simulati@ckage included in

ATHENA release 12.0.6.
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4.3 Fast Simulation Event Simulation and Reconstruction at ATLAS

4.3.1.1 Simulation

Contrary to full simulation, ATLFAST-I employs a very basic detector desion which can be

classified into three main components:

e Primary Interaction Vertex : This is defined to be in the geometric centre of the detector and

collision points do not vary either laterally or longitudinally from event to éven

¢ Inner Detector: Defined as an empty volume with a homogeneous magnetic field extending up
to|n| < 2.5. Itis only used to simulate the effect of the magnetic field on the path of alpartic
before it strikes the calorimeter. As the ID model is void of material no parti¢cézantions

with detector media are simulated and hence no hits or tracks are recorded.

e Calorimeter: Divided into a central || < 3.2) and forward (2 < |n| < 5.0) region with
An x Ag cell sizes of 0.%X0.1 and 0.%0.2 in each region respectively. No separation between
the electromagnetic and hadronic compartments exists in the standard vérAloFAST-

although an extension can provide that functionality.

ATLFAST-I only selects stable final state particles from the HepMC retmrflirther processing.
These patrticles are then tracked through the magnetic field using a helix erabiile impact point
on the calorimeter surface is calculated. In the calculation of this point n@atiens of the particle
with the detector media, i.e. no multiple scattering, energy loss or nuclear imesaare taken into
account. In particular, this implies that no electron energy is lost due to btexhking and photons
do not convert. Track parameters are calculated from the four-momeartdrthe starting point of
stable particles, which is taken from the generator information.

When an electron, photon or hadron strikes the calorimeter surfaceitdlefergy is deposited
in the hit calorimeter cell. The response of the calorimeter is assumed to benurter the full
detector region and no lateral or longitudinal shower development is sirdul&ethis stage no

smearing, i.e. no energy resolution function, is applied.

4.3.1.2 Reconstruction

At present ATLFAST-I has no reconstruction layer based on simulagegttbr information and thus
reconstruction of the physics objects relies heavily on the Monte Carlo trighmation. Conse-
quently, the way in which physics objects are classified is dependentthpdrue particles and can

be summarised below:
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e Clusters. A cluster reconstruction algorithm is carried out based on the enengysids in
the calorimeter cell map. A cone algorithm, using cones of ARe= \/m =04is
used to create clusters of cells. Cones can only be initialised by seed cellnertjies above
1.5 GeV. The algorithm is applied to the seed cells in decreasing order.dDnce a cluster
has been associated to a seed cell (only one cluster can be associatedddiaular seed cell)
the sum of the energy within it is calculated. The cluster energy must passsadid which is
typically set to be 5 GeV. At a later point, clusters are associated to truthlpardiod once a

cluster has been associated it is removed from the list of available clusters.

e Electrons and Photons For each stable final state true electron or photon, a calorimeter cluster
is searched for that can be matched to the particle. A match is accepted pénatsmn between
the cluster and true particle is found to be less the 0.15. Isolation can be applied at this
stage if required and is defined as: the sum of the energy deposited inarglgned in a cone
of AR = 0.2 around the particle direction, minus the energy of the true particle itsedt be
less than a pre-defined threshold (typically 10 GeV). In addition to the [geig@lation, cluster
isolation is also applied requiring that there must be no other clusters withitisacBAR =

0.4 around the particle direction.

Reconstructed electrons are obtainedshyearingthe true energy using resolution functions
derived from test beam studies with calorimeter modules [50]. Recotetirpbotons are ob-
tained by using almost the same energy resolution functions [67], the ofdyatiite being in
the sampling term which accounts for the fact that photons are unaffegteoergy losses due
to bremsstrahlung in the inner detector. Additionally, for photong)ttieection is smeared. No
distinction between converted and unconverted photons is made. Fdickeparbe recorded
in the list of reconstructed objects, the smeared transverse energyemtdebst 5 GeV and it

must lie within the pseudorapidity rangg < 2.5.

e Muons: For each true muon witpr > 0.5 GeV/c, a Gaussian resolution function which de-
pends onpr, N and@ is used to smear the momentum. More details on the muon resolution
function can be found in reference [68]. Only muons with > 5 GeV/c and within a pseu-
dorapidity rangen| < 2.5 are recorded as reconstructed objects. Muons are classified as eithe
isolated or non-isolated by a similar algorithm to that of the electron/photon isolgorithm

with the exception that energy isolation is performed using a larger conefsi#e = 0.4.

e Jets Any cluster that has not already been associated to an electron onpghdteated as a

candidate jet. In addition, if any muon is withiR = 0.4 of the jet direction then it is absorbed
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into the jet with the jet momentum adjusted accordingly. The jet energy, takantfre sum
of the cluster energy and any additional muons, is then smeared acctoding jet resolu-
tions found in Reference [50] and the jet direction is taken from the cluBtarthe jet to be
reconstructed it must have transverse energy greater than 10 Gdié aitthin |n| < 5. Sub-
sequently, jets are labelled according to the closest matdhaquark,c-quark or hadronically
decayingt. For the case olbf(c) quarks withpr > 5 GeV/c a jet is searched for that can be
matched withilAR = 0.2. Similarly,t leptons withpr > 10 GeV/c are matched to jets within
AR = 0.3. If a jet is found within the specified cone, then it is labelled accoldirRprame-
terisations of the identification efficiencies are then used to determine whie¢hiabelled jet

becomes a tagged jet. Any un-labelled jet is classified as a light jet.

e Missing transverse momentum is calculated from the vector sum of the momentum of re-
constructed objects (electrons, photons. muons, taus and jets) arehaaining unassociated

clusters and cells.

e Tracks: ATLFAST-I takes charged particle tracks straight from the generatmrd. To be con-
sidered reconstructed, tracks must hgye> 500MeVk and lie within|n| < 2.5. Five track
parametersare then associated to each track. The parameters are calculated froackhe
properties by applying parameterised resolution functions, taken frérsifiaulation events,
which account for energy loss, multiple scattering, measurement preeistbhadronic inter-
actions in the inner detector. The non-Gaussian tails caused by hadr@nactions are taken
into account by applying a double-Gaussian correlated smearing to ttkep@aameters of
hadrons [67, 69]. ATLFAST-I distinguishes between three types afggs particles: hadrons,
electrons and muons. As high- electrons suffer energy losses via bremsstrahlung they are
treated separately with an additional energy loss correction appliedksTira&TLFAST-1 are

predominately used for B-physics studies and are not used for leptuatificktion or b-tagging.

By design, ATLFAST-l is assumed to have a uniform response to all patyiges. Apart from the
parameterised identification efficiencies used for muons and tagging masteaction/identification
efficiencies are applied.

Performance related discussions and further details of the ATLFABitllation package can be

found in [69].

2The five parameters agg longitudinal impact parameteg, transverse impact parametks, 8 and the ratio of charge
to momentum.
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Chapter 5

Photon Reconstruction and Identification

The efficient reconstruction of photons is vital for any search requphrotons in the final state, such
as H— yy. One of the greatest challenges is the ability to separate isolated photongh&darge
background of jets. Information from the finely segmented electromagreticimeter, hadronic
calorimeter and inner detector can be used to derive powerful discringnatirables. The efficiency
of detection of high-mass photon final states can be greatly enhancee tectivery and reconstruc-
tion of photon conversions in the inner detector since as many as 40% toihshwill convert before
reaching the calorimeter [49]. Reconstructed vertices from convehteidips also provide an insight
into the material budget of the detector and provide opportunities for commiisgiwith early data.
In this chapter, only information specific to the reconstruction of photodghnton conversions
is detailed. Information regarding the reconstruction of electrons, jetsnspt@us, tagged-jets and

missing transverse energy can be found in References [50, 49, 27].

5.1 Reconstruction of Tracks and Photon Conversions

The ATLAS detector will have the ability to detect photons with energies alio@eV. Before
these photons reach the calorimeter, they must pass through the materialringhéetector. At
photon energies above 1 GeV, a high proportion of photons will interéhttive detector material
producing electron-positron pairs in a process known as convengieng("e~). This is by far the
most dominant process and is dependent on the presence of matetta foonversion to satisfy
energy and momentum conservation. Consequently, the more material irofrtre calorimeter
the higher the chance that a photon will convert before reaching cakerimieigure 5.1 shows the
amount of material, in terms of radiation lengths, in the inner detector as a fardtjg|. Thus, in

the precision physics rangg)( < 2.5) more conversions occur in the crack region due to the large
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amount of material located in this region.
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Figure 5.1: Material in the inner detector as a function [of|, averaged oveq. From [49].

For photon energies of 1 GeV and above, the cross section for thersamv process is almost
completely independent of the energy of the incident photon [70]. Addiliyrthe differential con-
version cross-section implies that the energy of the photon is not alkaysdsequally between the
resultant electron and positron. This results in a fraction of convergieimg highly asymmetric,
with either the electron or positron being of low energy. If the energy is moallsthen it may not
leave a reconstructible track, resulting in the presence of just one visible ffhese cases are known
assingle-track conversiornand are hard to distinguish from single electrons or positrons. This effec
is energy dependent, with an increase in single-track conversionddveen energy photons [70].

To reconstruct converted photons, tracks left by charged particltsimner detector must be
identified and reconstructed. Tracks from converted photons anireedo pass basic quality cuts.
Pairs of opposite charge tracks that can be reconstructed into a massigsssion vertex are col-
lected and associated to a conversion candidate. Finally, the reconstifdingle-track conversions
is performed, before all conversions candidates are written to a $egargainer for later classifica-

tion through matching with electromagnetic clusters (see Section 5.2).

5.1.1 Track Reconstruction

Track reconstruction is performed by two main algorithinside-out for reconstruction of charged
particle tracks emanating from interaction region audside-in for reconstructing tracks originat-
ing later in the detector. Both algorithms reconstruct tracks with Silicon (SiYrangition radiation

tracker (TRT) hits, placing them in separate containers. Additionally, awksrwhich are recon-
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structed using only TRT hits are stored in a separate container. All threaigers are scanned for
any double counting before being merged into a final track collection. fack to be reconstructed
it must havepr > 0.5 GeV/c. Further details on the track reconstruction algorithms can be found
in reference [49].

Since only a fraction of reconstructed tracks come from converted psotbis important to
remove tracks not associated with conversions as early as possibte befoCPU intensive task
of track-pairing begins. Cuts on the track’s transverse momentum, peénigpaet and longitudinal
parameters are first applied. Tracks associated to electrons are kbetedesing the ratio of high-
threshold TRT hits to the total number of TRT hits.

After the track quality selections have been applied, the track collection &aed into two

groups containing tracks of opposite charge. Three types of oppbsitgecpairs are formed:

e Both tracks in the pair with Si hits;
e One track in the pair with TRT only hits;
e Both tracks in the pair with TRT only hits.

An initial pre-selection, applied to pairs of tracks, is performed to helpaedbe combinatorial
background. The two tracks in a pair are required to have a small initial pn{ge difference and
the distance of minimum approach between the two tracks must be small. Te théuoad on the
vertex fitting routine an initial estimate of the vertex position is also provided. aftiementioned
cuts have been developed and tuned to provide at least two orders oitua&grejection power on

the combinatorial background.

5.1.2 \Vertex Fitting

For all tracks, the original perigee parameter assigned during reaotistr is set at the interaction
point. For converted photons this is a poor assumption, since conversiouns at significant dis-
tances from the interaction point. Therefore, the perigee is redefiiegl tie initial estimate of the
vertex position described previously. After this process, the new vpdsition along with an error
matrix andy? value for the fit are computed using a fitter based on the fast-Kalman filteritfgoche
[71]. The fitis always successful for correct track pairs, btemfails if the pairing is incorrect. Se-
lections based on the? value, reconstructed photqr and invariant mass can be applied to further
reduce wrong pairings. Finally, all identified conversion vertices amredtalong with their associ-
ated track parameters and can be retrieved when required for fuldissification through matching

with electromagnetic (EM) clusters.
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5.1.3 Inner Detector Conversion Reconstruction

Conversions are only reconstructed up to 800 mm away from the intergaiot as the reconstruc-
tion efficiency falls off above this point. Additionally, there is a drop in restaiction efficiency

for conversions occurring at radial distances above 400 mm due tactheflaneasurements from the
pixel detector and reduced measurements in the SCT (see Figure 5.2¢cthstruction of late high-
pr conversions also poses a problem, since the resultant electron tradkiglay boosted, meaning
that the TRT is unable to resolve the two tracks. Consequently, there is tobi@sls reconstruct-
ing electrons rather than converted photons which can be resolved bgeta recovery algorithms

which make use of ECAL information and track extrapolation methods.
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Figure 5.2: The efficiency, found from Monte-Cartb — yy events, to reconstruct conversions of
photons with p=20 GeV/c and|n| <2.1, as a function of the conversion radius. Shown are the
Monte-Carlo efficiencies to reconstruct single tracks from conversithespair of tracks from the
conversion and the conversion vertex using inner detector informatiyn lerlom [49].

5.2 Photon Reconstruction

Sliding window algorithms, which locate the lodat maximum in aAn x Ag window, are used to
identify EM clusters. At this stage a window size ot5 cells in the middle sampling layer of the
ECAL is used. For each cluster, a reconstructed track is then sedamhibt can be matched to a
cluster within aAn x Ag window of 0.05<0.10, and which satisfies the requirement that the ratio of
the energy of the clusteE] to the track momentump) must be less than 1&/p < 10). If such a
track is found, the presence of an associated reconstructed cahphdt®n vertex (see Section 5.1)

from the inner detector is searched for. If no conversion vertex edound then an electron candidate
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is produced. Otherwise, a photon candidate is produced, with conyartedn candidates defined
by the assaociation of a track and conversion vertex and unconverteorptandidates defined by the
absence of a track. An early classification of particle type at this stagesdbwwlifferent corrections
to be applied at later stage.

The EM cluster is then rebuilt depending on the candidate type and caloriregten. In the
barrel, the cluster is resized toc3 for electron candidates x® for unconverted photon candidates
and 5x5 for converted photons. The cluster size for electrons and convgnt#tdns is larger ipin
order to help minimise contributions from pile-up and contain as much eneqgysasble in the case
of hard Bremsstrahlung. In the end-caps the cluster is rebuilt and deasiz 5 for all candidates.

Then andg position of the cluster is calculated as the energy-weighted barycentre diter.
Corrections are applied to account for the amount of material upstredth@alorimeter segmenta-
tion. The energy of the cluster is computed as the sum of the energiestddposhe presampler and
each subsequent layer in the ECAL. Energy dependent correctierapplied to correct for energy

lost upstream and lateral and longitudinal leakage.

5.2.1 Photon Identification

Photons are much harder to identify than electrons due to large backigrérom jets with leading
neutral pions. In order to separate photons from jets, variables basedorimeter and inner detector
information have been developed to maintain high photon identification effieendilst providing
strong jet rejection power. The variables used are briefly outlined in tiher @f their application

below.

Hadronic Leakage:

Since photons deposit most of their energy in the second (middle) layee &@AL a very small
amount, typically less than 2%, leaks into the hadronic calorimeter. Convgedsligave a significant
hadronic component which can be detected by the HCAL. The hadrokagedRag, is defined as
the ratio of the transverse energy iAg x A@=0.2x 0.2 in the first layer of the HCAL to the transverse
energy of the EM cluster.

Second layer ECAL:

Since photons deposit most of their energy in this layer, several stshape variables are used:

e R,(37), the ratio of the energy contained in & 3 window to the energy contained in &7
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window.

e Ry(33), the ratio of the energy contained in &3 window to the energy contained in &3

window.

e 2, the lateral width of a shower calculated using the energy-weighted sanmabells in a

3x5 window.

First layer ECAL:

Jets containing leading®s are the main source of fake photons at this stage. Due to the fine granu-
larity of the first (strip) layer of the ECAL, information about the sub-dinoe of an EM shower can

be extracted to distinguish between isolatd and photons.

e As neutral pions decay to pairs of photons they are typically associatedtwgtimaxima.
Windows of sizeAn x A@=0.125<0.2 are constructed around the cell with the highest transverse
energy. If another maximum exists within the window then the following varialotes the

second maximum are constructed:

— A Es = Enae — Emin, the difference between the energy of the second maximum and the

lowest energy cell located between the primary and secondary maxima.

— Emage, the ratio of the corrected energy of the second maximum to the transvensg/e

of the cluster.
e Fige the fraction of energy deposited outside the shower core of threeatstips.
® Wastrips: the shower width using three strips around the one with the maximal enguggitie

Since the above calorimeter variables qr@ndEr dependent, the cut values are tuned separately

in several intervals:
o E1: <30 GeV, 30-40 GeV, 40-50 Ge¥50 GeV.
e |n|: 0-0.8,0.8-1.37,1.52-1.8, 1.8-2.0 and 2.0-2.37.

The intervals inn are motivated by the varying granularity of the detector and amount of nlateria
preceding the ECAL. No coverage is provided in the region algye 2.40 or in the crack region,
1.37< |n| <1.52, as there is no finely granulated strip layer in these regions. Additipthlyntervals

allowing tuning of the cuts to provide80% efficiency independent gof.
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For the cuts using calorimeter information, converted photons are treateddame manner as
unconverted photons. However, studies indicate that there may beiblpdsEnefit in developing an

independent set of cuts for converted photons [72].

Inner Detector:

After the application of all of the above cuts, the remaining backgroundnsrdded by jets con-
taining highpr neutral pions. Calorimeter information alone is not enough to reduce thetoamnd
from mainly very asymmetric pion decays or decays with small opening anglesociated with
these decays is a non-negligible amount of hadronic activity around teecluhich can be identi-
fied by extrapolated tracks from the inner detector. Track isolation,etefus the sum of thpr of

all tracks, withpr > 1 GeV/c, within aAR<0.3 cone centred on the cluster, is used to increase the
rejection power. In order not to include tracks from photon convessioithis calculation, any track

within AR<O0.1 is subject to the following requirements:
e The impact parametedy, must be less than 0.01cm.
e Trackpr <15 GeV/c, to remove asymmetric conversion tracks.
e Nearest opposite charged tracK oot(8)| must not have a partner forming a conversion.

Full details of the selection cuts outlined above, including the calorimeter tugs/én eachm, Er

interval can be found in [27, 73].
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Using the aforementioned selection criteria the average reconstructioieratfi for a photon
with transverse energy greater than 25 GeV has been found ta 3% 840.2% [27]. For this value
of the reconstruction efficiency, the expected fake rate (or invergeegét rejection power) is shown
as a function ofn| in Figure 5.3 for jets withEr > 25 GeV. Converted photons up to 800mm from
the interaction point are reconstructed with only a slightly lower averagaesfty of almost 80%
compared with unconverted photons. As mentioned at the beginning of tpsechthe recovery and
reconstruction of converted photons plays a crucial role in searcngsysics processes in which
photons are the primary decay product. In particular, they can be udeel itaccrease the signal
statistics for the SM H- yy search and be used to accurately point back to the mother Higgs particle

which aids identification of such events.
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Chapter 6

Photon Identification Efficiencies for Fast

Simulation

ATLFAST-I, detailed in Section 4.3.1, provides a fast simulation of the ATLd&%ector response.
Since ATLFAST-1 does not model the interactions of particles with detect¢enads no reconstruc-
tion efficiencies or particle mis-identifications are provided. Instead, itigdethe user to provide
their own efficiencies at the analysis stage. Typically, a user might ¢dmethe lack of realistic
efficiencies by applying a flat particle reconstruction efficiency for thieais of interest. Whilst this
approach may be acceptable in low particle multiplicity scenarios, when multilpdiitial states
are required, any deviations from the flat efficiency are multiplied. Swstiations occur in the
crack region of the detector and at higher pseudorapidities. To avosé $iertcomings, a tool
has been developed callédlfastC which aims to accurately parameterise particle reconstruction
and mis-identification efficiencies from full simulation and apply them to recocted objects in
ATLFAST-L.

This chapter concentrates on the improvement of the photon identificatioreedy parameter-
isations within AtlfastC. The motivation for doing so is that powerful photomiifieation and jet
rejection is needed for the Standard ModebHy search. As quotas are placed on the number of
full simulation events that can be processed, background rejectionsfieambe limited due to a
lack of available events. If it can be demonstrated that ATLFAST-I in amtjon with AtlfastC can
be used to obtain results comparable to those from full simulation, then laa¢ge moduction of
fast-simulated background samples can be produced without the restattjantas.

The chapter is arranged as follows. Firstly, the details of the AtlfastC algordtie outlined

and results from the default photon reconstruction efficiency paraisegiens are discussed. Whilst
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the default parameterisations are a significant improvement upon an dippliofa flat efficiency,
there are several shortcomings that motivate the need for improvementdefikiation of new set
of paramtrisations along with their subsequent validation is then presenteslvalidation of the
new parameterisation reveals the need to treat converted and uncdmplestens separately. Since
approximately a third of all photons within the precision physics range wilvednn the presence
of the material preceding the calorimeter, two new separate parameterisatgmesented: one for
converted photons and one for unconverted photons. These namet@risations are then shown to
reproduce the desired efficiencies for isolated photons from seveyalcs samples. It is observed
that the parameterisations do not perform to the same degree in samplésicgraignificant num-
bers of non-isolated photons. The reason for the discrepancy is iddrdifid a potential solution is

outlined.

6.1 AtlfastC Overview

AtlfastC [74] is an algorithm, run within ATLFAST I, that applies reconstructadficiencies and mis-
identifications for particles (electrons, muons, photons) and jets. A sunohalhthe efficiencies can

be included in one efficiency matrix as seen in Table 6.1. Each of the almvers in the matrix is

Truth Reconstructed Electron Photon Muon Jet
Electron e(ar,&ec) | Clar,Vrec) | Clar,lec) | Clar, jetrec)
Photon C(¥ir,€rec) | €(MriVrec) | ClViriMrec) | ClVir, j€lrec)
Muon C(Mr.€ec) | ClHer.Yrec) | €(Hr bec) | ClHr, j€lec)
Jet C(jetr,erec) | Cljetir,Yrec) | Cli€lir,Mrec) | €(j€lr, Jelrec)

Table 6.1: AtlfastC efficiencies for particle identification and mis-identifications. Elemdotgdhe
leading diagonal, e.ge(ar, eec) represent the reconstruction efficiency. Off-diagonal elements, e.g.
C(ar, Yrec) represent the mis-identification efficiencies

a separate two-dimensional (i andn) parameterisation. The parameterisations of reconstruction
efficiencies run along the leading diagonal in the table. For exara(#g, ecc) is the parameteri-
sation of the efficiency for reconstructing an electron as an electroere®h is a true electron and
eec IS @ reconstructed electron. Off-diagonal elements in the table repitesentis-identification
efficiencies, e.gC(v, jetec) is the efficiency for a photon to be reconstructed as a jet. The individual

parameterisations contain values of the reconstruction/mis-identificatioieedfycin each bin opr
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andn and are stored in plain datafiles. The efficiencies in AtlfastC are obtaioedsiudies with full
simulation events. For example, the reconstruction and mis-identification edfieseof electrons are
obtained from fully simulated samples df— e*e.

Particles reconstructed by ATLFAST-I are stored by their type in datatsies known as par-
ticle containers. To apply particle reconstruction efficiencies AtlfastC takek particle from the
container, retrieves the appropriate efficiency value from the dataBkxozn the particle’st andn
and compares that value to a randomly generated number between 0 atltelrahdom number is
less than the efficiency value then the particle is deemed to be reconstrodtedracorded into the
appropriate AtlfastC particle container. If the random number is greatethiecefficiency value then
the patrticle is simply not recorded into the AtlfastC container. The applicatiomsxfdentification
efficiencies works in much the same manner except that the mis-identifiedg#tiecorded into
the appropriate AtlfastC particle container. For example, if an ATLFASHdtpn is adjudged to be
mis-identified as a jet then it is recorded into the AtlfastC jet container. No ragticles are created
in this process, instead the particle is just recorded into another contatheéhessamepr andn. If
reconstruction and mis-identification efficiencies are both desired theeebastruction efficiencies
are applied first and the mis-identification efficiencies are applied only te {pesicles that have not

been deemed reconstructed by the AtlfastC routine.

6.1.1 Original AtlfastC Photon Efficiency parameterisatiors

Prior to the development of the photon reconstruction efficiency parasatens in the present
work, the original AtlfastC parameterisations were derived from a stuthyfull simulation gg—H(120)—
yy events (where the notation has been adopted in which the Higgs boson maits of GeV/c? is
given in parenthesis next to the “H”) in release 12.0.6 of Athena. Themnpeterisations were divided

into:
¢ 50 bins between4 |n| <5,
¢ 5 bins between & pr <55 GeV/cand 1 bin forpr >55 GeV/c.

Figure 6.1 shows the reconstruction efficiency for photons from-g@lL20)— yy events as a
function of pr and|n| for full simulation, ATLFAST-I and ATLFAST-I with the parameterisations
applied (often just referred to as AtlfastC). The reconstruction effigidor ATLFAST-I is seen to
be almost constant at 100% with small deviations arising from photons im@ beconstructed due
to the acceptance range of ATLFAST-I. The effect of the AtlfastC ipatarisations can be viewed
as the change from the ATLFAST-I to AtlfastC efficiency distribution. Thre af using the AtlfastC

90



6.2 Derivation of New parameterisations Photon Identification EfficiencieBdst Simulation

OecdY)

[y

(o)}
L L L L L O DL BB

0.8

0. 0.6

—— Atlfast ? L — Atlfast
0.4 ] 0.4—
—— AtlfastC : - —— AtlfastC
%27~ Full Sim ] 02° - Full Sim
%20 40 60 80 100 120 140 160 180 200 o5 1 15 2z = 25
p, [GeVic] Inl
(@) pr (b) n|

Figure 6.1: Photon reconstruction efficiency from -ggH(120) — yy events as a function ofrp
and |n| for full simulation (black), ATLFAST-I (red) and ATLFAST-I with Atlfast@é), using the
original photon reconstruction efficiency parameterisations.

parameterisation is to reproduce the reconstruction efficiency of full sironlaHowever, in these
distributions the AtlfastC photon reconstruction efficiency parameterisaties dot accurately re-
produce the full simulation reconstruction efficiency with the largest disereies seen in the crack
region of the detector, 1.37|n| <1.52, and the higlpr (pr >160 GeV/c) region. These effects can
be explained by inadequate binning of the parameterisation in those regidtisues not accurately
sampling the full simulation reconstruction efficiency. To correct for thieficiencies, a new set
of parameterisations have been created which aim to improve upon the bpigiaeeterisations by

using a finer bin granularity ifm| and extending the range pr beyond 55 GeYc.

6.2 Derivation of New parameterisations

To create a new set of photon reconstruction parameterisations to réfptaodginal AtlfastC pa-
rameterisations, a detailed study with full simulation events has been perfoSimet ATLFAST-I
is not able to reliably simulate photons with < 10 GeV/cor |n| > 2.5 these regions have not be
included in the new parameterisation. However, this does not impose dmgsgations as the pre-
cision physics range of the detector only extends Upte= 2.5 and, in general, any physics analysis
would require photons above 10 G&Y

The sections that follow describe the process undertaken to createsshefyphoton reconstruc-

tion efficiency parameterisations.
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6.2.1 Strategy for Extracting parameterisations

Photon reconstruction efficiencies must be extracted from full simulatienteyparameterised and
then implemented, via AtlfastC, into the ATLFAST-I simulation. To ensure maximwerege over

the parameterisation range,

< 2.5 andpr > 10 GeV/c, a range of fully simulated samples, de-

tailed in Table 6.2.1, have been chosen as the sources for the parartieteyis@ll H— yy events in

Process Number Of Events
(9g+VBF) — H(120) — yy 50,000
99— H(120 — vy 10,000
gg— H(200) —yy 10,000
Singley (7 < Er < 80 GeV) 50,000

Table 6.2: Fully simulated physics samples used as the sources for the photontrectios effi-
ciency parameterisations.

the source samples have been generated with a filter applied which rejects eWere either there
were less than two photons or one of the two photons transverse momensueswghat 20 Gekt.
To cover parameterisations in the &Opr < 20 GeV/c range, a single photon sample containing
photons with 7< Er < 80 GeV has also been used.

Here, reconstruction efficiency is defined as the fraction of MontéeGarth photons that have
a reconstructed photon matched to them, divided by the total number of trotthinsh Defining it in
such a manner ensures that all possible losses, such as fiducial, kinentatietector effects can be

included. This can all be summed up in an equation to give the reconstrutftmeney:

e pr, )

6.1
A (o ) (61)

gy(pr,Inl) =

where then{,“a“’hedis the number of truth photons that are matched to reconstructedngﬁlé‘sis the
total number of truth photons, amgis the reconstruction efficiency. Since the parameterisation will
be two dimensional the reconstruction efficiency is a function of pptand|n|.

The reconstruction efficiency is somewhat dependent upon the catfiuof the algorithm used
to reconstruct photons. There are several differing configuratisad throughout ATLAS, each of
which depends on the requirements of physics groups. The configuuaiorhere is a tuned version

of the standard reconstruction algorithm, described in Section 5.2.1, aridal/wsed throughout
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ATLAS [75]. It was originally developed for the H yy search to enhance the jet rejection power
whilst maintaining a reconstruction efficiency of 84%. The algorithm will attetopteconstruct
photons as long as they are in the fiducial range (0| < 1.37, 152 < |n| < 2.37 and have a
transverse momentum greater than 10 GeVThus, it follows that this will effectively limit the
parameterisation scope to these ranges.

An important aspect in obtaining the reconstruction efficiency is the methedinh truth pho-
tons arematchedto reconstructed photons. The matching is performed by meandBf rquire-
ment, whereAR = \/An2 +Ag?. For each final state truth photon with > 10 GeV/c and within
In| < 2.5, theAR value to the nearest reconstructed photon is recorded. An examplbutistr
of the AR between truth and nearest reconstructed photon using photons fegmarimeterisation

source samples can be seen in Figure 6.2. Based on the distribution, a natbhascepted if the

»H‘THHTHHTHHTHHHHHH

T tototolotototolototoiolgioon Lo 1 100 oy v |
00 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 O.
AR to nearest reconstructgd

Figure6.2: Distribution of the minimumR value (defined in the text) between reconstructed photons
and truth level photons from the fully simulated event samples in Table 6.2.1.

nearest reconstructed photon is inside of a con&R#= 0.1 around the truth photon. To check the
quality of matching, differences ipt andn between truth photons and their respective matched re-
constructed photon are plotted. Any large deviations from zero wouldiderece that the matching

is not performing well. A Gaussian distribution would be expected since if thiehimay process has
found the correct pairing then the only differencesgpinandn would be down to the reconstruction
process itself, i.e. the detector resolution. More often than not the reeaotisn process underesti-
mates the true energy of the photon. This is primarily due to leakage of theoategtnetic shower
and the performance of the clustering algorithms. Therefore, it wouldiected that the difference
between thepr of truth photons and reconstructed ones should have a positive tailgafism the

underestimation. Figure 6.3 shows the matching process performing asexkped indicates that
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for photons the ATLAS detector haga resolution of~1 GeV/c whilst inn the resolution is-0.01.
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Figure 6.3: Truth to reconstructed photon matching performance distributions indicaiimglated
detector resolutions for thetpand n of photons from the parameterisation source event samples
contained in Table 6.2.1.

To illustrate the effect of the detector simulation and of the reconstructiarepso distributions
showing thepr and|n| of truth photons and truth photons that have been matched to a recortstructe

photon (subsequently referred to as matched truth photons), are &méuigure 6.4. The matched
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Figure6.4: Distributions of matched truth photons (&) pnd (b)|n| for photons from the parameter-
isation source event samples contained in Table 6.2.1. Each figure shewistribution for all truth
photons (black) and the distribution of truth photons matched with a reaactetl photon (blue).

truth photon distributions give a detector slant to the truth. For example feéet ef the detector sim-
ulation and reconstruction can be viewed as the difference between thleutiisn of truth photons

and the distribution of matched truth photons. Following the definition of renai®n efficiency
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in Equation 6.1, dividing the distribution of matched truth photons by the réspecuth photon

distributions yields the reconstruction efficiency as a functiopjoénd|n

, as seen in Figure 6.5.
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Figure 6.5: Photon reconstruction efficiency as a function of (g)gmd (b)|n| for photons from the
parameterisation source event samples contained in Table 6.2.1.

Since the parameterisation will be two-dimensioral &nd|n|) the granularity must be set. As
established above the original parameterisations suffered from a laetaif arising from too coarse
a granularity. ldeally, a fine granularity would be used but this requitesge number of events
containing photons in order to populate all the bins. Therefore, a middiendrs needed, whereby
each bin of the parameterisation has enough statistics to be reliable, ancetiygarialarity is fine
enough such that it accurately samples the reconstruction efficieneschieme that has been chosen

is as below:
e 12 py regions: 10-20 GeXk, 20-30 GeVc,..., 110-120 GeYc, 120+ GeVc;
e 50 bins in|n|: 0.00-0.05, 0.05-0.10,..., 2.40-2.45, 2.45-2.50

For eachpr region there is a corresponding 50 biyj distribution. Practically, this is achieved by
grouping photons witlpr in a certain range, e.g. 1@ pr < 20 GeV/c, and calculating the recon-
struction efficiency as a function ¢fj| for these photons. There are 12 histograms displaying the
reconstruction efficiency as a functionmf For regions not covered by the scope of the parameterisa-
tions they are manually set to have 0% efficiency. For each histogramltieofathe reconstruction
efficiency in each bin is read-out and stored in a datafile. The datafilensfted such that when

requested it can be read-in by the AtlfastC algorithm.
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6.2.2 Validation of Initial parameterisations

In the creation of the parameterisation only half of the full simulation eventsyimae Monte-Carlo
sample were used. This was done so that the event generator redbi reimaining half could
be passed to the ATLFAST-I simulation to create a fast simulation sample. Tlest&tlalgorithm
with the new parameterisations was then applied to the fast simulation sample. nshie®that
independent events are used in the creation of the parameterisationsataisledsfor testing the pa-

rameterisations, whilst guaranteeing that the Monte-Carlo generationdsesaenples is consistent.
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Figure 6.6: Photon reconstruction efficiency from-ggH(120) — yy events as a function of (a)rp
and (b)|n| for full simulation (black), ATLFAST-I (red) and ATLFAST-I with Atlfast@é) using the
new photon reconstruction efficiency parameterisations.

Figure 6.6(b) shows the photon reconstruction efficiency i8i§120)— yy events as a function
of pr and|n| for full simulation, ATLFAST-I and AtlfastC using the newly created photenan-
struction efficiency parameterisations. Whilst the new parameterisatioesddavessed the issues
of the original parameterisations (see Section 6.1.1), one particularddatstill seen not to agree
well between AtlfastC and full simulation efficiencies. AtlfastC photons witkc10r <40 GeV/c
are seen to have a much larger reconstruction efficiency than thosdullasimulation. To inves-
tigate the reason for the lowr discrepancy, truth photons with ¥0pr <40 GeV/c that are not
matched to full simulation reconstructed photons were checked as to whiedlyeconverted. A
truth tool [76], part of the H- yy working group’s analysis package, was used to scan the GEANT4
Monte-Carlo truth record for the presence of converted photons.pkaton was found to convert
to an electron and positron pair then it was flagged by the tool. Figure 6wsstihe fraction of
converted and unconverted photons with<1pr <40 GeV/c from fully simulated events used to

create the new parameterisations, firstly for for all truth photons, séctordnatched truth photons
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and finally for unmatched truth photons. Figure 6.7(a) indicates that atlewth~35% of pho-
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Figure 6.7: Fraction of converted and unconverted (a) truth photons, (b) mat¢hed photons
and (c) unmatched truth photons. Distributions are from fully simulated evesats 10 create the
parameterisations, where truth photons haveipthe range 1& pr <40GeV/c.

tons convert. If converted and unconverted photons are recotextruith the same efficiency the
ratio of converted-to-unconverted should remain the same regardledsettier they have a recon-
structed photon matched to them. However, Figure 6.7(c) shows that a ngehflaction,~54%,

of unmatched truth photons are converted photons. This leads to thesiondhat converted and un-
converted photons are reconstructed with differing efficiencies amcetghould be treated separately.
Therefore, the parameterised photon reconstruction efficiency obtabwve is actually a convolu-
tion of ~35% of the converted photon reconstruction efficiency &68% of the unconverted photon
reconstruction efficiency. Effectively, this ratio has been hard-dadke the parameterisations, thus
if the parameterisations are used in conjunction with ATLFAST-I on a sampleavdifierent ratio of
converted-to-unconverted photons then converted photons in thatesarap be reconstructed with

the wrong efficiency. This effect is the cause of the discrepancyisdégure 6.6(a). To address this
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issue the parameterisation strategy has evolved to create separate pésativete for converted and

unconverted photon reconstruction efficiencies.

6.2.3 Treatment of Converted Photons

As outlined above converted and unconverted photons have diffexaogstruction efficiencies and

in full simulation are reconstructed with different algorithms (see Chapteif{gically, converted
photons have a lower reconstruction efficiency as they are harderrtifyddgnan unconverted pho-
tons. This is partly because the probability that a photon will convert isgptiopal to the amount

of material it traverses and therefore more conversions happen indbk i@gion of the detector.
Additionally, as tracks from lowpr conversions are more affected by bremsstrahlung the efficiency
for reconstruction of lowpr converted photons is degraded. These effects can be seen when com-

paring the reconstruction efficiencies of converted and unconvehetbps in Figure 6.8. The dip
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Figure 6.8: Photon reconstruction efficiency as a function gfgnd |n| for converted and uncon-
verted photons from the parameterisation source event samples cahtaifable 6.2.1.
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in converted photon reconstruction efficiency@t=0.7 is due to track reconstruction inefficiencies
in the gap region between the TRT barrel and end-cap. The modulation psé¢elorapidity range
after the crack region is caused by material effects and the use of theeid@R€ap in track recon-
struction. Efficiency for both unconverted and converted photons titbove |n| =2.1 due to the
pseudorapidity limit of the TRT.

The need for separate parameterisations is clear. This was achieveohgyhe aforementioned
conversion flagging tool to separate, at truth level, full simulation cong@ttetons from unconverted
photons. The same parameterisation strategy, described in Section 6.2usedds create separate
parameterisations for converted and unconverted photons. HoweétlfastC algorithm had orig-
inally been written to include just one photon reconstruction efficiencynpaterisation. In order for
AtlfastC to apply the correct parameterisation, ATLFAST-I photons nebdve been flagged as con-
verted or unconverted. Since ATLFAST-I, contrary to the full simulatioocpss, does not simulate
(GEANT4) particle interactions with the detector media, no conversion infioma&xists and the
conversion flagging tool cannot be used. To provide this information iRTh&AST-1 simulation,
the probability that a given photon will convert, or not, has been fouowh fiull simulation events

and included into the ATLFAST-I simulation. The probability of conversiongfirted as:

rlconverted

Peonv= e (6.2)
My

wherenge™eredis the number of full simulation converted truth photons apds the total number

of truth photons. Figure 6.9 shows the probability of conversion as aifumof |n

, |0 and pr for

full simulation photons from the parameterisation source samples. Thehjilitybaf conversion is
seen to only depend dm|. This is unsurprising since the probability of conversion is dependent
upon the amount of material that the photon passes through (see Figuré &2lso sensible that
the probability of conversion is flat as a function @since the detector, to first approximation, is
symmetric ing. Notably, the probability that a photon will convert is not intrinsically linked vifib
photon’s transverse momentum [77]. Therefore, the probability ofersion can be approximately
parameterised as just a function|gf as seen in Figure 6.9(a). Here, the parameterisation uses the
same|n| granularity of 50 bins in @ |n| <2.5 as the reconstruction efficiency parameterisations.
Since the AtlfastC datafile format expects the parameterisation to be two-dimahsidummypr

bin is used in the conversion probability parameterisation datafile to removegldamcreate separate

datafile interpreter routines in the AtlfastC algorithm.

Figure 6.10 is a flowchart to demonstrate how the additional conversidralpitity and recon-
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Figure 6.9: Probability of conversion as a function of (&)|, (b) |¢ and (c) p- for truth photons
from the parameterisation source event samples contained in Table 6.2.1.

struction efficiency parameterisations are integrated into the existing Atlfégo@thm. In the orig-
inal parameterisations AtlfastC passed ATLFAST-I reconstructed phdtothe single photon effi-
ciency parameterisation routine, where, based upon the reconstriaigzhs pr and |n|, it was
decided whether to record the photon in the AtlfastC photon container orlmdtigure 6.10 this
process has been indicated by the red arrow. With the new scheme, vecmings for converted
photons, a decision is made as to whether reconstructed ATLFAST-Iphetould have converted
or not. Since the parameterisation of the probability of conversion wasl loasteill simulation truth
conversion information, the original (associateditruth photon, from which ATLFAST-I creates the
reconstructed photon, is retrieved from the Monte-Carlo record. $becéted truth photon is then
passed to the probability of conversion routine which is used to decide it photon would
have converted or not. If the associated truth photon is deemed as assoniben the reconstructed

ATLFAST-I photon is passed to the converted photon reconstructiariezftiy parameterisation rou-
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Figure 6.10: Flow diagram showing how the new converted photon parameterisatiengrgie-
mented. For reference the red path indicates the route that the original &llfaarameterisations
took.

tine, where a decision is made to either reconstruct and record the photioa AtlfastC photon
container or discard it. Equivalently, if the associated truth photon is deantdd have converted
then the unconverted photon reconstruction efficiency parameterisatipplied. Currently, the de-
cision as to whether a photon converts is not stored as a property ofldsASIT-1 photon, and is only
used in the photon-by-photon determination of which efficiency paramatiensto apply. It is fea-
sible that future versions of the ATLFAST-I simulation could incorporatecitrersion probability

routine.

6.2.4 Final parameterisations

The full set of the new AtlfastC photon reconstruction efficiency paranseteons can be found
in Appendix A. Figure 6.11 shows a one-dimensional view of the paramatiens versugpr,
where the average value of the reconstruction efficiency and errdrh@ve been calculated from

the corresponding| distributions. The parameterisations assume that photonspwigreater than
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120 GeV/care reconstructed with the same efficiency. parameterisation bin sizeseamsktbf large
numbers of events in the creation of the parameterisations ensures thataheeferisations can be

reliable and accurate.
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Figure 6.11: parameterisations of the photon reconstruction efficiency as a functipp,@veraged
over the wholén| < 2.5 range, for (a) unconverted photons and (b) converted photons.

6.3 \Validation of Final parameterisations

The new parameterisation for converted and unconverted photongéene/alidated using the same
technique as detailed in Section 6.2.2. Several samples are used in ordidatevthe parameteri-
sations (see Table 6.3). Since certain samples,ggg-H(120) — yy, were used in the creation of
the parameterisations they represent the best case scenario in tercertaiagg the validity of the
parameterisations. It should be noted that care has been taken in théiamaladdauch samples to use
independent events so as to ensure no biases are introduced. Adlgittbegparameterisations have
been tested with a non-resonant productiogggfiq) — yy (a main background to the-H yy search)
sample. This sample is ideal for testing the performance of the parametessagidnvas not used
in their creation and the sample also contains photons of a sigiilaange. Finally, the parameter-
isations are tested witi(H— yy). This sample provides a new challenge for the parameterisations
compared to the last two samples since this sample is associated with an inctead®@imc activity

in the hard process itself.

6.3.1 \Validation with gg—H— yySignal Events

The idea of the validation is to compare the reconstruction efficiencies aldhglistributions of

reconstructed photons obtained from full simulation and AtlfastC. As higtddybarlier only the first
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Process Number Of Events
gg— H(120) —yy 10,000
g9(qd — yy 125,000
tt(H(120) — yy) 13,000

Table 6.3: Numbers of events in three simulated physics samples used in the validiatienrew
photon reconstruction efficiency parameterisations.

half of the full simulation events in any of the source samples are used te thegparameterisations.
The remaining half can be used to create a fast simulation (ATLFAST-I) leanvpich in turn can

be used to create the AtlfastC sample containing the new reconstructiomeffipiarameterisations.
To check whether it is indeed the same process albeit with independeis &eéng compared, truth

photon distributions are shown from the fast simulation and full simulation sanpkgure 6.12.
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Figure 6.12: Distributions showing (a)jn|, (b) pr, (c) energy and (d) multiplicity of truth photons
from gg— H(120) — vy full simulation (black) and fast simulation (red) events.
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The results of the validation are shown in Figure 6.13 which showgther, energy and multi-
plicity distributions of reconstructed photons from full simulation and fast kitran with (AtlfastC)
and without (standard ATLFAST-I) the parameterisations applied. Ggoeement is seen between
full simulation and AtlfastC photon distributions, indicating that the application efpgarameteri-
sations enable fast simulation photons to resemble full simulation photons. iSthbulions also
demonstrate the usefulness of the parameterisations, since without thetartiard ATLFAST-I
simulation greatly overestimates the number of photons present, comparedWsimiilation, and

does not reproduce any of the features seen ifrtheistribution.
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Figure 6.13: Results of the validation with gg-H(120) — yy events. Reconstructed photon distri-
butions are shown as a function of (&), (b) pr, (c) energy and (d) multiplicity for full simulation
(black), ATLFAST-I (red) and AtlfastC with the new parameterisationsjblu

The performance of the parameterisations can also be seen by viewirgpotioa peconstruction
efficiencies. The comparison of the reconstruction efficiency as difumof |n| and pr from full
simulation and fast simulation with (AtlfastC) and without (standard ATLFABihe parameteri-
sations is shown in Figure 6.14. The standard ATLFAST-I reconstruetificiency is, by default,

almost constant at 100% since no losses are accounted for. Howdtvethe AtlfastC parameter-
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isations derived in this work, the reconstruction efficiency for bpthand|n| compares well with
the full simulation. Additionally Table 6.4 indicates that the mean photon recatistnuefficiency

for gg —H(120) — yy events is in statistical agreement between full simulation and the AtlfastC

parameterisations.
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Figure 6.14: Results of the validation with gg-H(120) — yy events. Photon reconstruction effi-
ciency distributions are shown as a function of [i@)and (b) p- for full simulation (black), ATLFAST-
| (red) and AtlfastC with the new parameterisations (blue).

Simulation Reconstruction Efficiency(%)
Full Simulation 78.56:0.31
AtlfastC Simulation 78.630.31
ATLFAST-I Simulation 99.49-0.05

Table 6.4: Average photon reconstruction efficiency in-ggH(120) — yy events for each of the
simulations.

6.3.2 Validation with Di-Photon Background Events

As might have been expected the parameterisations perform well with éx@nta process that was
used in the derivation of the parameterisations. To fully test the paramétersthey have been
validated with events from gg(qq) — Yy process which were not used in the creation of the param-
eterisations. This process is one of the major backgrounds to the seaecBtfandard Model Higgs
decaying to a pair of photons and therefore represents a usefuhsesthe results of the validation
can be seen in Figures 6.15 and 6.16 which, following the same format asdwe alidation using

gg— H(120) — yy events, show the distributions of reconstructed photons and photamstaaction
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efficiencies for full simulation and AtlfastC. Again, good agreement is setween full simulation
photon distribution and those from the AtlfastC parameterisations. Table ©.5ndisates that the
mean value of the photon reconstruction efficiency as obtained from Hrsrfwlation sample is in
agreement with the one obtained from the AtlfastC sample. The primary adeaoitthe parameter-
isations derived in this work, is that they can be used in conjunction withsfamtlation to rapidly
create large samples of this background process. Additionally, the ghistdhese samples would

replicate the behaviour of photons seen in fully simulated events.
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Figure 6.15: Results of the validation with ggq) — yy events. Reconstructed photon distributions
are shown as a function of (&), (b) pr, (c) energy and (d) multiplicity for full simulation (black),
ATLFAST-I (red) and AtlfastC with the new parameterisations (blue).

6.3.3 Validation with tt(H— yy) Signal Events

The above validations using two different processes demonstrate foenp@nce of the parameteri-
sations incleanenvironments. Here, @eanenvironment is one which is characterised by a relative
lack of hadronic activity from the hard process itself, and as a coesegumeans that a very high

proportion of photons in thgg — H(120) — yy and in thegg(qg) — yy sample are isolated. How-
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Figure 6.16: Results of the validation with ggq) — yy events. Photon reconstruction efficiency
distributions as are shown as a function of (g) and (b) g for full simulation (black), ATLFAST-
(red) and AtlfastC with the new parameterisations (blue).

Simulation Reconstruction Efficiency(%)
Full Simulation 67.46-0.15
AtlfastC Simulation 67.280.15
ATLFAST-I Simulation 99.82-0.01

Table 6.5: Mean photon reconstruction efficiency in(gg) — yy background events for each of the
simulations.

ever, not all processes involving photons in the final state can beatbasad as clean environments.
For example, the Higgs boson may also be produced in association Withair, a process which
is associated with a higher amount of hadronic activity. Upon closer itispeaf the Feynman di-
agrams for Higgs production via gluon fusion and in association withpeir in Figure 6.17, the
difference in terms of hadronic activity in the hard process between thbéammes apparent. The
tt(H— yy) channel is associated with the production of two freiarks, which subsequently decay
into ab-quark and W. In turn the WF may decay either leptonically or hadronically. This is the
reason for the increase in hadronic activity compared witlgthe>H— yy channel. Experimentally,
the increase in activity is seen as an increase in the multiplicity of jets and traibksisolation of
full simulation photons is determined by the requirement that the sum girtloé all tracks inside of

a fixedAR= 0.3 cone centred on the photon must be less than 4/&eW¥onsequently, the increase

in hadronic activity results in an increase in track multiplicity which in turn meansatamaller

proportion of isolated photons are found in th@H— yy) channel.
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Figure 6.17: Feynman diagrams of Higgs production via gluon fusion (left) and in assoniavith
a tt pair (right) with subsequent decay to photons.

The results of the validation with &(H(120) — yy) sample are presented in Figures 6.18 and

6.19. Itis evident from these Figures that the AtlfastC overestimates tbasteaction efficiency
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Figure 6.18: Results of the validation with{H(120) — yy) events. Reconstructed photon distribu-
tions are shown as a function of (&)|, (b) pr, (c) energy and (d) multiplicity for full simulation
(black), ATLFAST-I (red) and AtlfastC with the new parameterisationgjblu

compared to the full simulation efficiency. From the mean photon reconstnuetiiziencies for
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Figure 6.19: Results of the validation with {H(120) — yy) events. Photon reconstruction efficiency
distributions are shown as a function of (@) and (b) - for full simulation (black), ATLFAST-I (red)
and AtlfastC with the new parameterisations (blue).

Simulation Reconstruction Efficiency (%)
Full Simulation 77.520.25
AtlfastC Simulation 79.420.25
ATLFAST-I Simulation 99.92-0.02

Table 6.6: Mean photon reconstruction efficiency ik (120) — yy) events for each of the simula-
tions.

each simulation, contained in Table 6.6, it is seen that the AtlfastC parametaeissatierestimate
the efficiency by~2.5% relative to the full simulation efficiency. To understand why the AtlfastC
parameterisations have overestimated the reconstruction efficiency,yacstugaring distributions

of photons from fully simulatett(H(120) — yy) andgg — H(120) — yy events was carried out and

is detailed in the next section.

6.3.4 Investigation of Photons in Events with High Levels of Hdronic Activity

One of the underlying assumptions made when creating the parameterisatibats f®or photons
defined as isolated by the full simulation reconstruction software, the s&cation efficiency has no
dependence on the degree of isolation but just on the phopgresadn. To ascertain the validity of
this assumption the reconstruction efficiency must be obtained as a funttimdegree of isolation.
For reconstructed photons in full simulation, the isolation variable is defisetha sum of ther

of all tracks above 0.5 Ge\¢ which lie inside of a condR= 0.3 centred on the photon candidate.
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This variable is commonly referred to pgCone30 For fully simulated reconstructed photons to be
deemed isolated, the value of ptCone30 must be less than 1@cGélowever, for truth photons,
which are needed in the calculation of the reconstruction efficiency, thenp8D variable is not
available (since no detailed tracking information is available at truth leveltedds the degree of
isolation of a truth photon will be defined by the distan&®, from the truth photon to the nearest
othertruth jet, where the truth jet must have a transverse momentum of at least 1cG&wth
jets are obtained by running the same jet finding algorithm as used in thesteaiion process, but
instead of the inputs being calorimeter clusters, the inputs are all final stéditgéuticles (excluding
muons, neutrinos and non-interacting particles). In what follows the trtghzve been created using
a seeded cone algorithm with a cone sixe= 0.4.

Figure 6.20 shows the photon reconstruction efficiency as a functioe ARlvalue between truth
photons and the nearest truth jet with > 10 GeV/c, in gg— H(120) — yy andtt(H(120) — vyy)

full simulation events. Above a value &R~ 0.5 the efficiency for both samples is seen to be, to

o)
= L2y
~ —a— FullSimgg-H-vyy
o ]
D“:‘ —o— Full SIMt(H-yy) ]
0.8 Y
0.6° T
0.4 -
0.2 1]
ol

I T USRI RN i
OO 0.5 1 15 2 2.5

AR to nearest truth jet

Figure 6.20: Photon reconstruction efficiency as a function of Atrevalue between the truth photon

and the nearest truth jet (withtp> 10 GeV/c) in gg— H(120) — yy (black) and t(H(120) — vy)
events (red).

first approximation, consistently flat at80%. This is as expected since photons with no energetic
particles or jets nearby are more likely be be isolated. Therefore, thesteaction efficiency of an
individual photon should not depend on a particle or jet being presentistanceAR=> 0.5 from

the photon. The reconstruction efficiency for photons which have a jetitbutside of aAR>0.5

in gg —H(120) — yy andtt(H(120) — yy) events is shown in Figure 6.21. Good agreement in the

reconstruction efficiency as a function pf and|n| can be seen. This is due to selecting photons
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Figure 6.21: Distributions of the photon reconstruction efficiency as a function ofrfjgand (b) pr,
where there is no truth jet (withyp> 10 GeV/c) inside of a condR=0.5 around the truth photon,

in gg— H(120) — vy (black) and t(H(120) — vyy) events (red).

with no energetic particle or jets in close proximity. The conclusion reachedigebonstruction
efficiency only depends on thg andn of these photons and is independent of the physics process

being investigated. Table 6.7 compares the fraction of isolated photons hnsaample. A very

Process Isolated\R > 0.5) Non-Isolated4R < 0.5)
99— H(120) — yy 97.24+0.04% 2.76:0.04%
g9(qq) — W 98.24+0.03% 1.76:0.03%
tt(H(120) — yy) 81.23+0.24% 18.72-0.24%

Table 6.7: Fraction of isolated photons in gg>H(120) — vy, gg(qq) — Yy and tt(H(120) — vy)
events.

high fraction, 97.24%, of photons in thyg — H(120) — yy sample and 98.24% in thgg(qq) — vy

sample are deemed isolated by the requirement that there must be no truth jatpwith10 GeV/c,

within a cone ofAR=0.5. Since the parameterisations were extracted from samples with very small

fractions of non-isolated photons, excellent agreement between thet&tlfmrameterisations and

full simulation reconstruction efficiencies gg — H(120) — yy andgg(aq) — Yy events is explained.
Figure 6.22 shows the reconstruction efficiency for photons that hamghajet inside a cone

of AR=0.5, ingg — H(120) — yy andtt(H(120) — yy) events. Comparing these efficiencies with

those in Figure 6.21, it is seen that there is a drop in efficiency in both saraplesconstructing

photons with energetic particles/jets within a c&xik=0.5. The average relative drop in efficiency

for gg —H(120) — yy andtt(H(120) — vyy) events, detailed in Table 6.8, 1€13%. However, the
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Process Reconstruction Efficiency  Reconstruction Efficiency
(AR>0.5) (AR<0.5)
gg—H(120) — yy 79.49+0.09% 68.24-0.60%
gg(qq) — vy 67.52£0.10% 60.14-0.78%
tt(H(120) — vy) 78.98£0.28% 67.56:0.67%

Table 6.8: Average photon reconstruction efficiency for isolated and non-isolatetbps in gg—

H(120) — vy, 99(qq) — yy and t(H(120) — yy) events.
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Figure 6.22: Distributions of the photon reconstruction efficiency as a function ofrfjgand (b) pr,
where the nearest truth jet (withrp> 10 GeV/c) lies inside of a condR= 0.5 around the truth

photon, in gg— H(120) — yy (black) and t(H(120) — yy) events (red).

AtlfastC parameterisations assume that photons are reconstructed witmihef§iaiency regardless
of the proximity of an energetic particle/jet. Clearly, this assumption is not valieMents containing
a significant fraction of photons with energetic particles/jets nearby. Hralote 6.7, 18.77% of
photons irtt(H(120) — yy) events have a particle/jet, withgg > 10 GeV/c, within a coneAR=0.5,
whilst the equivalent fraction igg — H(120) — yy events is only 2.76% . This explains why the
parameterisations have overestimated the efficiency for reconstructignshintt(H(120) — vyy)
events and why the same effect is not observegbin> H(120) — yy events.

Figure 6.22 demonstrates that the efficiency for reconstructing phoiittinemergetic particles or
jets nearby differs between(H(120) — yy) andgg — H(120) — yy events. However, the efficiency
for reconstructing a photon from one sample should be the same as tleneffito reconstruct an
identical photon from another sample. For photons with energetic particiessanearby it simply

is not good enough to parameterise the reconstruction efficiency with gist|tand pr of photons.
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This indicates that there is an additional dependence on another veas)able(
As the degree of isolation is affected by the presence of energetic paudicjets nearby Figure
6.23(a) shows the reconstruction efficiency in both samples as a funétibe ransverse energy of

the nearest truth jet. Two distinct regions are apparent, with the recotistrefficiency for photons
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Figure 6.23: Distributions of the photon reconstruction efficiency as a function of (aptme size
AR and (b) the E of the nearest truth jet, where the truth jet (with p 10 GeV/c) lies inside of
coneAR=0.5 around the photon. Distributions are shown for both-g¢(120) — yy (black) and
tt(H(120) — yy) events (red).

with a truth jet ofEr >30 GeV within a cone oAR=0.5 approximately 10% lower than that for
photons with a truth jet of 18 Ey <30 GeV within a cone oAR=0.5. Whilst the efficiency is
different in these regions it is consistent between the two samples. Addificha comparison of
the reconstruction efficiencies as a functiorpgfandn for the two regions is shown in Figure 6.24.
Whilst the efficiencies for the 1@ Er <30 GeV region suffer from low statistics, it can be seen
that for both regions the efficiencies agree to a good extent between dh@rdwesses. This result
indicates that photons with truth jets nearby can be split into two groupselmgrhotons of the
sameln| andpr in each group are reconstructed with the same efficiency.

Based on the findings above, a scheme is proposed below that wouldrfumiprove upon the

photon reconstruction efficiency parameterisations by incorporating ¢lag¢ntent of non-isolated

photons:

e A 2D parameterisation ipr and|n|, as detailed in Section 6.2.1, would be used for photons
which either had a truth jet (witpr >10 GeV/c) at a distance greater than or equal\®=
0.5, or had no truth jet nearby.

e A 3D parameterisation ipr, [n| and E of the nearest truth jet, providing that the truth jet
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Figure 6.24: Distributions of the photon reconstruction efficiency as a function ahd pr for the
two regions in k of the nearest truth jet, where the nearest truth jet (witipl0 GeV/c) lies inside

a cone ofAR=0.5. Distributions are shown for both gg H(120) — yy (black) and t(H(120) — vy)
(red) events.

is within a distance oAR=0.5 of the photon and hgsr >10 GeV/c. The parameterisation
would have the same granularity pjy and|n| as the 2D parameterisations, whilst ip &

would be sub-divided into 2 bins: X0 Er <30,Er >30 GeV.

The separate treatment of converted and unconverted photons waufdithlse adhered to.

It has been demonstrated that it would be possible to create such a seaofgberisations that
could describe the photon reconstruction efficiency in events with a hagtidn of isolated photons
and at the same time (H(120) — yy). To provide a fully physics independent parameterisation
studies with other samples containing non-isolated photons would need toftwrea. The reason
that these options have not be pursued further is down to severalkfagtdhe time of creation of the
parameterisations not enough large Monte-Carlo samples of suitable exrtavailable to extract

a 3D parameterisation accurately. However, this could potentially be resohiatroducing variable
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bin sizes in then| dimension, with finer granularity around the crack region and coarsaugarity

in regions of constant efficiency. Development of the ATLFAST-I maygk was foreseen to change
the isolation algorithm, bringing it into line with that of full simulation. This would alsalele
studies comparing isolation effects in fast simulation and full simulation to becomestraight for-
ward. The AtlfastC algorithm was, in later releases of the ATHENA softeesion 14 onwards),
incorporated into a package call@tifastCorrectorswhich limited the ability to incorporate 3D pa-
rameterisations. For these reasons a decision was made to wait for treifoirly changes to the
fast simulation package before pursuing further. At the present timeytip@sed changes to the fast

simulation isolation algorithm have been implemented but not yet validated.

6.4 Conclusions

In this chapter, a strategy for extracting parameterised reconstrucficierefies from full simula-
tion and the subsequent application of them to fast simulation photons, baspbesented. The
parameterisations were obtained and validated extensively using indgpemchulated event sam-
ples covering a range of physics processes. The parameterisagsospdd in Section 6.2.1, have
been incorporated into the AtlfastC package from version 12.0.6 onwéitle ATHENA software.
The have also been included in the extenddthstCorrectorgackage available from version 14.2.0
onwards. The parameterisations presented in this work are valid foraamyle containing a high
fraction of isolated photons (converted or unconverted). Excellentiteehave been demonstrated
in thegg — H(120) — yy andgg(qq) — Yy processes which together represent the main signal and
background processes for the Standard Model ¥ search.

Whilst the parameterisations can be used for other physics samples, thehaastl be aware
that the efficiency and multiplicity of reconstructed photons will be slightly cstereated, i.e. 2.5%
relative increase in reconstruction efficiency is seeti(iH(120) — yy) events. The overestimation
has been shown to arise from photons with energetic particles or jets ingrimsgenity. A method
was proposed to correct for this effect by taking into account thertliffeeconstruction efficiencies
for isolated and non-isolated photons. In any case, the overestimatiendots with a significant
fraction of non-isolated photons is moderate when compared to the restaisasbwith the default
ATLFAST-I simulation, since without the parameterisations the photon réemti®n efficiency of
ATLFAST-lis 100%.
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Chapter 7

Search For a Light Fermiophobic Higgs
Signal

This chapter presents the search for a light fermiophobic Higgs bosaryidg to photons at a centre-
of-mass of,/s = 14 TeV inppcollisions at the LHC. Fermiophobic models are discussed in Chapter
2. A light fermiophobic Higgs, h, can be pair produced via its coupling toam-fiermiophobic)
heavy Higgs, H, provided mis at least 2m (where my and ny are, respectively, the masses of the
light and heavy CP-even Higgs bosons). For a light fermiophobic Higgerthe primary decay
mode is to a pair of photons. Thus, for the channel of integgst> H — hh — 4y, shown in the

Feynman diagram in Figure 7.1, an identifiable signal of four hghphotons is expected. This

Figure 7.1: Feynman diagram of the newly proposed fermiophobic Higgs channel.

signal can have a large rate due to the exploitation of the enhanced imgirefction to photon pairs
of a fermiophobic Higgs boson and the large production cross-sectiarhefivy Higgs boson via
gluon-fusion. Additionally, it will be shown that there is little background togamature of four high-
pr photons. These factors allows us to look for a fermiophobic Higgs with mass 140 GeVc?.

Above this value the decay to a pair\&f bosons dominates and in the context of this thesis is not

116



7.1 Simulated Event Generation Search For a Light Fermiophobic HiggslSigna

investigated.

This chapter is structured as follows: the generation of simulated fermiapHadgs signals and
major background events is first discussed in Section 7.1. The genknatbanalysis model and its
development is then dealt with in Section 7.2 along with the strategy used intoreldract the signal
from the background. Section 7.3 presents the selection efficiencibsttosignal and background
events. From the results of the analysis, Section 7.4 presents the sensttithity search in the
context of several fermiophobic benchmarks, which were outlined itid®e2.3. Finally, in addition
to the generator-level analysis, Section 7.5 presents the results ofrpegaihe same analysis but
with detector-level information rather than generator-level information. ig1g@ction, the photon
reconstruction efficiency parameterisations, the subject of Chaptee &pplied to fast simulated
detector-level photons in order to provide realistic reconstruction effi@s in a multi-photon final

State.

7.1 Simulated Event Generation

7.1.1 Signal Samples

Samples of simulated signal events have been generated at seygmljrmass points so as to cover
all of the allowed search regions, described in Section 2.3. Signal sareptgswith 100,009g —

H — hh— 4y events, were generated af values from 40 GeYc? to 140 GeV/c? in 10 GeV/c?
steps and at allowedyvalues that are multiples of 50 GN inthe range 2m < my < 600 Ge\//cz.
Additionally, for each m value samples were generated on the kinematic threshold diaggnal m
2my, and on the diagonal ;= 2my, + 20 GeV/c?. All generated mass points are represented as dots
in the (my, my) plane in Figure 7.2.

Signal events have been generated with PYTHIA version 6.4.2.1 [58]) as LHC style under-
lying event tuning, at a centre of mass energy of 14 TeV. Additionally, PBIS) [78], which is run
on top of PYTHIA, has been used to add radiated photons to the decayFwe¢he generation of
signal samples, QCD and electroweak parameters have been fixed oprgiervalues in PYTHIA

as seenin Table 7.1.

1PHOTOS is a MC algorithm that simulates QED photon emissions in decayaldwfatingO(a) radiative corrections
for charged particles using a leading log collinear approximation.
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Figure 7.2: Each point in the grid represents a 10,000 event signal sample gedeaaspecific light
(mp) and heavy Higgs bosomy) mass. Points highlighted with a circle indicate samples that will
be used later on as signals representative of the different parts of the prease.

Parameter PYTHIA value

PDF CTEQ6L1
[os(M2)Tryop [0.130h
dem(Q?) runs

Q? S

Sir? By 0.2222
My 80.403
my 91.188

Table7.1: QCD and electroweak parameters used in the generation of signal evéghthe PYTHIA
generator.

7.1.2 Background Samples

Background processes can be split into two main groups: backgrauisasy from the production of
four isolated photons, which are usually referred to as irreduciblerezhetible backgrounds arising
from events with at least one fake photon. Fake photons are primarilyodine presence afs
resulting from the fragmentation of gluons and quarks. Consequentlygritmary source of fake
photons are jets. As a typical rate for jets faking photons at the LHC isdrt(R000, final states of
photons and jets are of particular interest to this study.

To this end, ALPGEN [55] was chosen as the generator to calculate th& seations and gener-
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ate the background events. ALPGEN is a leading order matrix elementagengree Section 4.1.1)
whose primary use is in the study of multi-parton hard processes in hadmilhigions. The gener-
ator calculates the exact matrix elements for a large set of parton-lewsgs®s, one of which is of
particular interest to this study,yN- M jets Final states can be generated with>M jets and N> 1

real photons wittN + M < 8. The backgrounds considered for further investigation are thoseswh

Process Oalpger( D) Omadgrapt(fb)  Events On Disk
pp — 4y 3.27x10°1  3.54x10°1! 485000
pp— 4y +1j 6.89x10t  6.89x10°! 494,000
pp— 3y +1j 3.55x10° 3.41x107 500,000
pp— 3y +2j 4.61x10° 493107 518,000
pp — 2y +2j 3.27x10° 3.34x10° 500,000

pp— 2y +3j 1.71x10° Not Available 530000

Table 7.2: Backgrounds considered for the fermiophobic signal search. 3estens are obtained,
after the application of the generator cuts defined in the text, from ALPGENiu@ndompared with
the corresponding MadGraph cross-sections. The QCD and elecfoparameters are fixed to the
same values in both ALPGEN and MadGraph (see in Table 7.3).

there is a possibility of obtaining four photons, whether they are reaker(jats).
Simulated samples of all backgrounds in Table 7.2 have been generatedlW®GEN using the

following loose generator level cuts:

- Transverse momentum of photons and jets must be greater than 1@;GeV
- Pseudorapidity of photons and jets must be within< 3.0;

- The distance in terms &R must be greater than 0.4 between any pair of photons or jets and

between any photon and any jet.

The cross-sections, shown in Table 7.2, are obtained from ALPGENa&application of the afore-
mentioned cuts. Additionally, the ALPGEN cross-sections have been @nfigh MadGraph [56]
using the same set of generation cuts and the same QCD and electrovsrakiess as used by ALP-
GEN. The exact values of the parameters used in the generation is sh@ahlin7.3. Generated
background events from ALPGEN have been subsequently haddonige HERWIG/JIMMY [59,
60] using an appropriate LHC-style underlying event tune. As per thergdon of the signal, PHO-
TOS was run on top of HERWIG/JIMMY to add soft radiated photons to tlvayléee.

2MadGraph is unable to calculate the cross-section for the prqmess 2y + 3j, due to the very high number of
diagrams associated with it.
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Parameter ALPGEN/MadGraph Value

PDF CTEQ6L1
[os(M2)Iryo0p [0.130h
Oem(My) 1/132.5

Q& Sprg+2prt
Sir? By 0.2222

g 0.6532

Gr 1.16639x 105
My 80.403

my 91.188

Table 7.3: Values of the QCD and electroweak parameters used in the calculationabgge sections
for the background processes at the LHC. More details can be found BUR&SEN and MadGraph
documentation [55, 56].

7.2 Generator-Level Analysis Model and Development

7.2.1 Object definitions

Only prompt truth photons are selected for use in the analysis. Herengpphoton is defined as
a photon direct from the hard process. For the signal, this would be tarpfrom the decay of a
light Higgs boson. For the background, consider one of the possiigteran diagrams in Figure 7.3,

for the procespp — 4y. In this example of pp — 4y background event, a prompt photon would

q Y1

Y2

Y3

q Ya

Figure 7.3: An example Feynman diagram for the processppdy. In this example of a pp> 4y
background event, a prompt photon would be defined as one of thiabmiled photons.

be defined as one of the four labelled photgnss 4. Defining photons in such a manner allows

us to collect up all other interacting particles, including radiated soft pspiatotruth jets Truth
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7.2 Generator-Level Analysis Model Search For a Light Fermiopholgg#iSignal

jets are obtained by running the same jet finding algorithm as used in thesteaiion process, but
instead of the inputs being calorimeter clusters the inputs are all final stat@é#ntities (excluding
muons, neutrinos and non-interacting particles). In what follows the trishhgve been created
using a seeded cone algorithm with a cone aRe= 0.4. However, since truth jets are seeded from
all final state truth particles, including prompt photons, overlap betweepritrapt photons and

the truth jets exists. Figure 7.4 shows an example distribution cABé®etween truth jets and the
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Figure 7.4. AR value between truth jets and the nearest prompt truth photon in
(mp, my) = (100,350) GeV/c events.

nearest prompt truth photon in(enn, my) = (100,350) GeV/c? signal samples (where the notation
(100,350) GeV/c? has been adopted fgg — H(350) — hh(100) — 4y). The overlap is removed
by requiring that no truth jet can have a prompt truth photon within a distaintRe: 0.05 from the
truth jet.

7.2.2 Pre-Selection of Prompt Truth Photons and Truth Jets

As will be detailed in Section 7.2.3 truth jets will be considered as candidatdakimg photons.
Therefore, in what follows they will be treated indistinguishably from phetdruth objects (prompt
photons and truth jets) defined above must pass the following pre-seleetjoitements for them
to be considered further. Firstly, objects must be visible to the detectorexaonple, the ATLAS
detector at the LHC is able to identify photons with transverse momentum gtieatet GeV/c [49].
Secondly, objects must lie within the precision physics rafiges 2.5 of the ATLAS detector. This
is motivated by the coverage of the inner detector which plays a cruciainrtte reconstruction of

photons and the separation from jets. In what follows, the previous tyarements are referred to
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7.2 Generator-Level Analysis Model Search For a Light Fermiopholgg#iSignal

asacceptanceuts. Finally, objects must be isolated. Here, a simplistic isolation is used thétagq
that the distance iAR between any pair of photons, any pair of jets or between any photojeand

must be greater than 0.4. A summary of the pre-selection cuts is includedlen7ldb

Pre-selection Cut Cut Value
Kinematic (visible) pry > 1 GeV/c; prj > 1 GeV/c
Acceptance
Fiducial (precision range) Inyl < 25;nj| <25
Isolation ARy, ARy, ARj; > 0.4

Table 7.4: Pre-selection cuts used for truth prompt photons and truth jets in the analisésindex
j is used to represent truth jets, while the inddg used to represent prompt truth photons.

The effect of the pre-selection cuts on the multiplicity of prompt truth photowistauth jets is
shown in Figure 7.5 for an examplen,, my) = (100,350) GeV/c? signal process, and in Figure 7.6

for an example backgrounghp — 4y + 1j) process.
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Figure 7.5. Multiplicities per event of (a) prompt truth photons and (b) truth jets in a
(mp,my) = (100 350) GeV/c? sample, after the application of each of the pre-selection cuts listed
in Table 7.4.

7.2.3 Analysis Model and Treatment of Fake Photons

As stated previously, the primary source of fake (misidentified) photomsnsthe decays of leading
neutral pionsT® — vy, in hadronic jets. In what follows, the rate at which jets fake photons &es b
set at 1/2000. This fake rate can be compared to the fake rates in Fi@uwehieh, for a photon

efficiency of 84%, indicate that 1/2000 is actually a conservative estimatreTare of course other

contributions to the fake rate besides misidentification of jets as photons,idig tiy far the most
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Figure 7.6: Multiplicities per event of (a) prompt truth photons and (b) truth jets inppdy + 1j
events, after the application of each of the pre-selection cuts listed in Table 7.4

dominant contribution [27]. To deal with fakes, the analysis could havptad the approach where

every 2000 events a truth jet is treated as a photon. This approach droweuld have required

tens of millions of events for each background process to have beenagea in order to accurately

determine the selection efficiency. Instead, the analysis presented dseselbpted the approach

whereby in every event, truth jets are treated as photons. When the sektitency is calculated

at the end, the fake rate (depending on the numbers of truth jets fakingnshper event) is then

applied. Therefore, much fewer events than might otherwise have leeeled have been generated.

Figure 7.7 shows the multiplicity of pre-selected truth photons per evennfexample signal

mass point, with a light Higgs mass of 100 G&¥ and a heavy Higgs mass of 350 G&¥. It is
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of pre-selected prompt truth photons from a

(mp,my) = (100 350) GeV/c? signal sample.
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observed that the majority of events contain four pre-selected promptainotions per event. This
distribution is representative of all signal mass points. Therefore, 8tedguirement that is imposed

is that any event must have at least four photons per event. For tivalegtibackground distributions
seen in Figure 7.8, it is observed that the maximum number of pre-selectedtrotons for any
process is never larger than the generated number of prompt photogenéral, for a background
process such app —Ny+Mj (wherej is used to represent truth jet(s)), no event contains more
than N prompt truth photons. Therefore, for background eventsemter number of pre-selected
photons, N, is less than four, (4-N) fake photons (truth jets) are redjdor the event to pass the
requirement that any event must have at least four photons (reakey per event. However, each
additional fake photon (truth jet) required would carry a weight of 1/2@06 fake rate). Using this
information, Table 7.5 shows, for each background process, the maxmnonber of events expected
for a luminosity of fb~! at the LHC, under the assumption that all events contain N photons and

M jets such thalN + M = 4. For example, consider the procepp,— 3y+ 1j which has a cross-

Process OALPGEN Maximum Number Of Expected Events For 1fb1
[fb] 4y+ 0] 3y+1j 2y+2j 1y+ 3] Oy+4j
pp— 4y 3.27x10°1 3.27x10° 1 1.64x10* 8.19x10°% 4.09x10 ! 2.05x10 4
pp— 4y+1j 6.89x10°! 6.89x10° 1 3.44x10* 1.72x107 8.61x10' 4.30x10 %
pp— 3y+1j 3.55<1¢° 0 1.78<10°1 8.88x10°° 4.44x10% 2.22<10°1!
pp— 3y+2j 4.61x10% 0 2.31x101 1.15x10“4 5.76x108 2.88x10°11
pp— 2y+2j 3.27x10° 0 0 8.18<10°2 4.09x10°° 2.04x10°8
pp— 2y+3j 1.71x10° 0O 0 4.28¢107% 2.14x10° 1.07x10°8

Table 7.5: The maximum number of events expected for each set of allowed vahiesf in the
background processes in the background processes. For eaohwsdues of N and M, it is assumed
that all events in the sample contain exactlytM/1j. Based on this assumption the corresponding
maximum number of expected eventslféb— is calculated. For events with M 0 jets, a factor of

(ﬁ))M is applied to the expected number of events.

section, obtained from ALPGEN, of 3.58.0° fb. From Figure 7.8(c) it is seen that there are no
events containing four prompt truth photons. Therefore, the maximum rmuhkegents available of
this type is zero. However, there are events containing three photorgassahe requirement that
there must be at least four pre-selected photons in any event, a truthgefake a photon. These
types of events are denoteg-81j in Table above. If it is assumed that all events in the process are

of this type then the maximum number of events expected for a luminositywfllwould be the
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Figure 7.8: Multiplicity per event of pre-selected prompt truth photons for all of thekgsmund
processes.

cross-section (irf b) times the fake rate. For the columns where more than 1 jet is required to fake a

photon, the fake rate is applied for each jet. Generalising, if all eventsfahe type N+M j such
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thatN + M = 4 then the maximum number of background events expected for a luminosty

(4-N)
fake

X(N)=0-L-R (7.2)

(4-N)
whereR;

jets required.

= (1/2000“*-N) and is the rate for jets faking photons to the power of the number of

In Table 7.5 it assumed all events are of oneHM j type. From Figures 7.8 however, the fraction
of events of each particulan\-M j type is known for every background process. Thus, the fractional

number of expected events for each type can be calculated using thddormu

(4-N) N

X(N)true=0-L- Riake "=
Ntotal

(7.2)

whereX(N)iue is the fractional number of expected events for a particukarMj type, ny is the
number of events containing N pre-selected photons, as seen frone Fiduandn;q4 is the total
number of events in the sample. TREN )irue Values for each type and for each background process

are summarised in Table 7.6. Light shading in cells in the bottom left corneedatiie indicates

Brocess OALPGEN Number Of Expected Events For 1fo !
[fb] 4y+0j 3y+1j 2y+2j 1ly+ 3] Oy+4j
pp— 4y 3.27x10°1 7.43x102 | 6.41x10° 2.19<10°% 3.88<10 ? 2.95x10 16
pp— 4y+1j 6.89x101 1.25x10°1 @ 1.29x10* 5.23x10° 9.76x10 2 6.97x10 16
pp— 3y+1j 3.55x1¢° O 415102 | 3.73x10° 1.31x10°8 1.33x10 12
pp— 3y+2j 4.61x10% 0 4391072 4.70x10°° 1.74<10°% 2.43x10° 12
pp— 2y+2j 3.27x10° 0 0 2.24x1072 | 1.96x10°  4.99x10°
pp— 2y+3j 1.71x10° O 0 1.20x10°2 | 1.02x10° 2.58x<10°

Table 7.6: Table showing the relative number of events expected for each set oédlimlues of

Ny-+Mj in the background processes. Light shading in the bottom left corgécates that no events
with Ny+Mj are observed. Heavy shading in the top right of the table indicates thdswevents

with Ny+Mj are observed, the maximum number of events of this type is too lowcehgrared to

the dominant contribution, indicated by no shading.

that no events with WM j are observed for the process. Heavy shading in the top right of the table
indicates that the fractional number of expected events for a spegiid¢/N type is too small when
compared to the dominant contribution (no shading). This is based uporssbenption that the

remaining event selection, described in the next section, has the sanemeifior all Ny+M j types.
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The conclusion from the table above is that for a process supipasNy+M j, the main contri-
bution to the background to the signal would come from events which contpie-elected prompt
truth photons and at least (M4-N) pre-selected jets. Therefore, the event is rejected if the above
conditions are not met. It should be noted that if there are more than thige@qumber of pre-
selected truth jets then all permutations of photons and jets, satisfying théacaiveve, are cycled
through and tested to see if they pass all event selection cuts. If a permusgdtiond to have passed
all the cuts, then the event is selected. If no permutation exists that pdissets athen the event
is rejected. The only difference for the signal is that only events contpiexactly 4 pre-selected
prompt truth photons, and thus no fakes, are considered further.

To illustrate the analysis model a flowchart of the implementation of the analysisecaeen in

Figure 7.9.

7.2.4 Event Selection

In this section the development of the event selection is detailed. For eaclistubutions are shown
after the application of previous cuts, to motivate the present cut. A sumrhatlytbe cuts used is

shown in Table 7.7.

Emulation of photon trigger

The first cut implemented is the requirement that the event must pass a ptrager”. In this
analysis it is not possible to implement a real trigger as only truth informatiored. usistead, an
approximation of the ATLAS primary photon triggers for a centre-of-massgy of 14 TeV is used

as follows:

- g60 The event must contain at least one photon with transverse momentutergiiesn

60 GeV/c;

- 292Q The event must contain at least two photons, both with transverse momegndaier

than 20 GeVc.

For this analysis, events must pass either the g60 or 2g20 trigger.

Photon Transverse Momentum

As described in Section 7.2.3, events are required to have at leastfotong (real or fake). Figure
7.10 shows the transverse momentum of the 4 highesp{byphotons in events from all background

processes and a select group of signal samples. The signal samgdiess tkis figure, have been
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Prompt Truth

Pass
Pre-Selection?

S Pre-Selected Jefs
Photons

Pre-Selected Yes
Photons and Jets

Yes Build a Combination
of Ny + (4-N)jets
Another Pass Yes
Cuts?

Exactly N
Photons?

Reject Event

No

Reject Event Combination

Exists?

Figure 7.9: Flow diagram demonstrating the analysis model for an individual evente Hee value
"N” is the required number of prompt truth photons per event. For eglmin the pp~ 3y + 1]
sample N=3, whereas for the signal N=4 and no truth jets are required te fddotons.

selected in such a manner that they represent differing regions {mtheny ) mass plane (see Figure
7.2). Additionally, the transverse momentum distributions seen in Figure 7\ dlbbeen nor-
malised to unit area. For signal samples whepe>m100 GeV/c? or where ny >> my, it can be
seen that separation from the background could be achieved byingghiat either the leading photon
must havepr = 60 GeV/c or that the sub-leading photon hgs = 50 GeV/c. The second require-
ment is equivalent to requiring that there must be two photons in the evémnitb pr > 50 GeV/c.
However, for low mass samples close to thg m 2m, threshold, these requirements lead to losing

significant numbers of signal events. Since this search does notpedswwledge of preferred re-

128



7.2 Generator-Level Analysis Model Search For a Light Fermiopholgg#iSignal

L B e e B B B B
a

45 A —— dy+1jet

2 451 o ay+ljet = 2 5~ —
s F —— 4 B s C o —— 4 ]
p} E ' B =) [ HE . .
> 4B ; --+-- 3y +2jet = > L I --+-- 3y +2jet ]
I E : - By+1jet 7 IS} - i - y+1jet -
3 35 : o 2y+3jet 3 2 4= o 2y+3jet 4
z E ; - 2y+2jet E Z r - —a 2y+2jet ]
N ; —— (100,350) E r P —— (100,350) ]
E : -+~ (50,100) E L D -+~ (50,100) 1
E : . 550,600) E 3= . 550,600) —
25 ; -~ (140,280) = r it -~ (140,280) 9
E : -+ (140,600) E r A -+ (140,600) ]
21— : = - o -
= ; E 2 —
15 = F ]
i ERE 5 :
0.5 HT o MWy T LIRSl 4 L U ]
P d ol peritittds ST IR

0 20 40 60 80 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200
P, [GeVic] o [GeVic]

(a) pr of leading photon (b) pr of sub-leading photon
A e e B I T — -
2 5 k —— dy+1jet — 2 L H —— dy+lje ]
5 [ ——dy ] 5 5 : ——dy —
> C -+ By+2jet 4 > C - y+2jet ]
< - " g/yﬁé]‘ei B < L - glyﬂéj'e; 4
= 41— - +3el — = - - +3jef 4
b r —e 2y+2jet b £ 4 —e 2y+2jet —
r —— (100,350) ] r —— (100,350) ]
L -+~ (50,100) i = --+--(50,100) B
3 +- (50,600) — r +- (50,600) q
- 5140,280) q 3 5140,280) ]
r -~ (140,600) ] L -~ (140,600) 1
2 - 2 —
- . 1= A
L N T et I b= . ]
O %0 40 60 80 100 120 140 160 180 200 % 20 40 60 80 100
P, [GeVic] P, [GeVic]
(c) pr of third photon (bypr) (d) pr of fourth photon (bypr)

Figure 7.10: Comparisons of thepof the four highest p truth photons (real) or truth jets (fake)
from all background and selected signal samples. Distributions have heenalised to unit area
and all events are required to have passed the trigger cut. The dashedite in (d) indicates the
cut placed at 15GeV/c on the transverse momentum of the fourth photon.

gions in the(my,my) plane, the most generic (to all mass points) selection has been implemented.
The requirement used here, as indicated by the vertical blue line in FigLO&ly, is to select events
where there are four photons all wigh > 15 GeV/c.

Figure 7.11 shows the transverse momentum of the three higheptJIphotons after the appli-
cation of the aforementioneglr cut. Again, for these distributions, advantage for high Higgs mass
signals over the background could be obtained by requiring that the ¢epgdin- 50 GeV/c or the
sub-leadingpr > 40 GeV/c. However, as with the previous set of distributions this will reduce the
selection efficiency for signals with lowgnclose to the m = 2m, threshold. Therefore, no cut has

been applied to these distributions.
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Figure 7.11: Comparision of the p of the three highestptruth photons (real) or truth jets (fake)
in signal and background events. Distributions have been normaliseditarea and all events are
required to have passed the trigger and contain four photons with-fL5 GeV/c.

Invariant Mass of Photon Pairs - 1

As we are working with a range of jxand my values it is not possible to select events on the basis
that the invariant mass of a photon pair should correspond to a spegifi@loe. However, it is
possible to require that the invariant mass of any pair of photons caargthter than half the value
of the invariant mass of all four photons in the event. For each eventsialheady been required
that there are four photons. These can only be arranged in threeimkapt combinations of photon
pairs. The number of combinations which satisfy, m ms/2 and ny < m4/2, is shown in Figure
7.12 for all backgrounds and in Figure 7.13 for the selected signal samipighis notation, mis

the invariant mass of all four photons angl,my, are the invariant masses of the independent photon
pairs, where the indicesjik,| are integers in the range 1-4 and obey the relatignji k = | for

any one combination.

130



7.2 Generator-Level Analysis Model

Search For a Light Fermiopholgg$iSignal

Events

Events

Events
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in the text.
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The distributions for all of the backgrounds are similar in shape. For theaklypwever, in-
teresting differences between different mass points are observedist\&th signals away from
the my = 2my threshold have similar distributions, it is noted that the two signals on threshold
(mp,my) = (50,100) GeV/c? and(my, my) = (140,280) GeV/c?, are different. First consider the
(mp,my) = (50,100) GeV/c? signal. For a 100 GeXe? heavy Higgs boson, the intrinsic width is
very narrow (see Figure 7.14(a)) and therefore, is almost exclysiveduced with an invariant mass
of 100 GeV/c?. In the centre-of-mass frame of the heavy Higgs, the two light Higgs Isosanpro-
duced at rest with invariant masses of 50 @eleach. Subsequently, each light Higgs boson decays

to a pair of back-to-back photons. The invariant mass of a pair of peagon
mf = 4EE;jsir’ 6} /2 (7.3)

where for back-to-back photofily = nandnﬁ- = 4EE;. Therefore, it can be deduced that for the
(mp,my) = (50,100) GeV/c? casefF; = Ej = Ex = E. For the correct pairingy; is a maximum
of 50 GeV/c?, whereas for an incorrect pairing this value is lower. Thereforeafyrcombination
of photon pairs m < my/2 and ny < my/2 is always true, and is consistent with the distribution
in Figure 7.13(a). In contrast to then,,my) = (50,100) GeV/c?) signal, the other on-threshold
signal (mp, my) = (140,280) GeV/c? does not always contain three combinations of photon pairs
that satisfy ;j < my/2 and ny < my/2 (see Figure 7.13(b)). This difference is attributed to the
intrinsic width of the heavy Higgs, which for a heavy Higgs approachir®y @&\V/c? is significantly
broader than the width for one of 100 G&7 (see Figure 7.14(a)). The result is that the heavy Higgs
is produced with a minimum invariant mass of 280 GeX/ Therefore, if the heavy Higgs is produced
with a mass greater than 280 G&Y, the two 140 GeYc? light Higgs bosons receive a small boost.
Therefore, energy is no longer shared equally between pairs of hétam the decay of the light
Higgs. Thus, in some combinations of the wrong photon pairs, the conditiomha: ms/2 and
my < my/2 will no longer hold. However, for the combination with the right pairing obfaims the
condition will still be true. This last statement is true for all signals considieréus analysis.

Taking into account all of the distributions, the analysis requires that st tage combination

satisfying mj < ms/2 and ny < ms/2 must be present in the event.
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Invariant Mass of Photon Pairs - 2

The invariant mass relation between the two light Higgs bosons has alse&keleited to separate
signal events from background. Figure 7.15 shows the signal arkgtwamd distribution ofm; —
my | for all three combinations in each event. As indicated by the blue line, thesimadquires at

least one combination of photong, k, | that satisfiegm; —my| < 5 GeV/c?.

T ‘ T T I
—— dy+ljet

T L\#"!‘H‘
.
L3
+
)

@D
o)
| \\HH‘

T
+
L)
L
+
L,
o
1

: : - 2y+2jet
- ' —— (100,350)
; ' --+--(50,100)
: : -+ (50,600)
o : -----(140,280)
: : -+--(140,600)

Arbitrary Units

10t

107

\
.
.
'
'
¥
N
.
.
N
i
i
4
|
X
}
.
Ll

1
it
|

‘ “““‘\f’, T

P o - N -
‘a}—iﬂh,‘k,f,kff—{r B it RS SRR SN 5
H

! R ! ! L
8 10 N
|mij—mk,| [GeVice]

Figure 7.15: Absolute difference between the invariant mass of photon pairs for aé tombina-
tions in each event. Both signal and background distributions are showrtteey have been nor-
malised to unit area.

134



7.2 Generator-Level Analysis Model

Search For a Light Fermiopholgg$iSignal

x10° x10°
o a o Fr 9
=4 = . =4 —
g = 4 g 40 =
w 50— — i} C 3
C ] 35 =
40~ - 30F- 3
C ] 25 =
30— ] E E
L i 20— -
20 - 15 E
C ] 10 =
10— 7 = E
F ] 5 4
Cobon bbbt v o v b0 1 Bl b bbb b b b A
%50 05 1 15 5 3 5 45 %5 0 05 1 15 2 25 3 45

Good Combinations Per Event Good Combinations Per Event
(@) pp— 2y +2] (b) pp— 2y+3;j

x10° x10°
R AR R AR A R AR RRR S R R R R AR R R R AR R A R R AR RRR RS
2 701 = 2 3] B
[ - - [ C |
i C ] i E 3
60— = 30 E
50/ & 25— 3
40 3 20— -
30— - 15 3
20 - 10— =
10 - 5 =
P T P Se e e S P T P T T P S Sy P T
-((}).5 0 0.5 1 15 2 25 3 35 4.5 -%.5 0 0.5 1 15 2 25 3 35 4.5

Good Combinations Per Event Good Combinations Per Event
(c) pp— 3y+1j (d) pp— 3y+2]

x10° x10°
o 9OFETTTTT = o Frr =
S E 7 S £ 3
G 80 - o O E
70 - 60— =
e E 501 =
50F- E E B
£ 4 40— -
40 E = E
= E 30— 3
30— - C 3
= E 20 3
20— — E 3
10F = 10 E
= T PR B el it S N R B el it
%50 05 1 15 2 25 3 35 4 45 950 05 1 15 2 25 3 35 4 45

Good Combinations Per Event

(e) pp— 4y

Good Combinations Per Event

() pp— 4y+1j
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Figure 7.17:

Number of combinations in each of the select signal samples satisfying

Imj —my| < 5 GeV/c2. Distributions shown only contain events which have passed all previous

cuts described in the text.
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The number of combinations meeting this requirement is shown in Figure 7.lt6ddvack-
ground and in Figure 7.16 for the selected signal samples. For the sigeral ighalways a minimum
of one combination per event wheji@; —my| < 5 GeV/c?. However, for the background sam-
ples, a significant number of events do not contain a combination of phaimntpat do not satisfy
Imj —my| <5 GeV/cZ. Therefore, in this analysis, events are required to have at leasoanta-c

nation whergm; —my| < 5 GeV/c2.

(mn, my) Search Range

Since the search is restricted to the allowed ranges,a&fmd my, two additional requirements can be
used. Firstly, the invariant mass of photon pairg, m, must lie in the range 35 m, < 145 GeV/¢c?,
where the upper and lower bound of the range have been extendedaugiional 5 Geyc? over
the nominal search range to account for any mass resolution effecandg the invariant mass of

all four photons in the event, ;nmust lie in the range 7& my < 610 Ge\//cz.

Heavy Higgs Decay

Both the heavy Higgs boson and light Higgs boson are scalars. Foyslanelving scalars, the
quantity | cos6*|, defined as the magnitude of the daughter particle’s decay angle in that’pare
rest frame with respect to the parent’s flight direction in the laboratomdrashould be uniform.
The distribution of| cos8*| - in this case the parent is the heavy Higgs and the daughter is one of
the light Higgs bosons - is shown in Figure 7.18. For the signal, the distrilsuticmapproximately
uniform, but they are seen to decreasecasy;| — 1. This effect is due to acceptance and kinematic
cuts which tend to suppre$sos6},| values towards one, where the light Higgs bosons are collinear
with the flight direction of the heavy Higgs. Background distributions aes $e have the opposite
behaviour agcos8*| — 1. Consequently, events are required to have valu¢sasfo},| < 0.9, as
indicated by the blue line. A summary of the full event selection used in this sinagn be seen in

Table 7.7.
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Cut Number Cut Name Details
Oa Ny Exactly N prompt truth photons in the event
Ob Mj At least M truth jets in the event
1 Trigger At least two photons withr > 20 GeV/c or one photon wittpr > 60 GeV/cin the event
2 Kinematic 1 At least four photons withy > 15 GeV/cin the event
3 Invariant Mass Pairs 1 At least one independent combination of plpaiosisatisfying m < ms/2 and ny < my/2
4 Invariant Mass Pairs 2 At least one independent combination of pipaiesisatisfyingm;; — my| < 5 GeV/c?
5 Light Higgs Boson Mass Range The invariant mass of any pair of paeotarst lie within 35< m, < 145 GeV/c?
6 Heavy Higgs Boson Mass Range  The invariant mass of all four phatasslie within 70< my < 610 GeV/c?
7 Heavy Higgs cos6},| |cosOy| < 0.9

Table 7.7: Listing of all event selection cuts used in the analysis. Each individual agfised in the text of the current section, apart from cuts Oa
and Ob which are requirement stemming from Section 7.2.3. The horidZm&aifter cut Ob indicates at what point in the analysis truth jets are treated

indistinguishably from truth prompt photons.
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Figure 7.18: Distribution of |cos8y|, defined in the text, for the heavy Higgs boson. Distributions
are shown for selected signal samples and all background samplesibDi®ns are normalised to
unit area.

7.3 Event Selection Efficiencies

Event selection efficiencies for both signal and background eveatsadzulated using the following

formula:
N

= 7.4
MNtotal (74

&

whereg; is the selection efficiency after cubhas been appliedy is the number of events passing cut
i andnq is the total number of events in the sample. After all cuts have been appliettidgioaal
factor is applied based on whether the event contains fake photont dihedinal selection efficiency

(after all cuts) is obtained by the formula:
g(N) =¢g7- RN (7.5)

whereg(N) is the final selection efficiencyy is the efficiency after cut 7 has been applied a{ﬁg’;)

is the jet-photon fake rate to the power of the numbkr= 4— N, of jet(s) in the event. Only signal
events with exactly four prompt truth photons are considered,hus4 andM = 0 which means
Rrake = 1 and for the signad(N) = €7. The following section present the selection efficiencies for

signal and all background samples.

139



7.3 Event Selection Efficiencies Search For a Light Fermiophobic Higgebig

7.3.0.1 Signal Efficiencies

The selection efficiencies for signal events are shown for fixed valueg in Figure 7.19(a) and for
all of the signal mass points in the {pmy) plane in Figure 7.19(b). The efficiency, for a fixed value
of my, is seen to rise with g Equally, for fixed values of mthe efficiency increases withynSignal
efficiencies after the application of each cut, listed in Table 7.7, are shoWwabie 7.8 for a select
group of mass points. For signal events, the dominant cut in the analysesrisghirement that the

event must contain exactly four photons.

Cut Signal (m,,my) Efficiency (%) After Cut
Efficiency (50,100) (140,280) (100,350) (50,600) (140,600)

€0a 48.1(2) 60.02) 66.8(1) 47.32) 71.5(1)
€0 48.1(2) 60.02) 66.8(1) 47.3(2) 71.5(1)
€1 42.3(2) 60.0(2) 66.8(1) 47.32) 71.5(1)
£ 255(1) 57.9(2) 57.1(2) 32.0(1) 67.1(1)
€3 255(1) 57.9(2) 57.1(2) 32.0(1) 67.1(1)
€4 255(1) 57.922) 57.1(2) 32.0(1) 67.1(1)
& 255(1) 57.922) 57.1(2) 32.0(1) 67.1(1)
€6 255(1) 57.9(2) 57.1(2) 32.0(1) 67.1(1)
&7 23.0(1) 52.3(2) 52.3(2) 30.1(1) 61.9(2)

Table 7.8: Signal efficiencies in percent after the application of each cut (see Tabjdor a selected
group offn,, my) mass points, where the masses are quoted in uniSe/c?. The uncertainty on
the last digit of the efficiency is indicated in parenthesis.

7.3.0.2 Background Efficiencies

Selection efficiencies for all of the background processes, arershiowerms of the ALPGEN cross-
section for the process, in Table 7.9. After all cuts have been appliethtddecross-section for the
background is 4.2810~2 fb. Thus, for a luminosity of £b—1 0.0428 events are expected. If instead
the MadGraph cross-section obtained for each background is used then the totsiseotion for

the background is 4.3910 2. Comparing the total background cross-sections obtained from using
either the ALPGEN or MadGraph cross-sections for each processgieisthat the total background

cross-section agrees within 4%.

3Note that MadGraph is unable to calculate a cross-section for the prpgess 2y+ 1j. In what follows here the
ALPGEN cross-section is used for this process.
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Figure 7.19: Signal selection efficiencies for events passing all cuts listed in Table TicieBfies
are shown for (a) fixed values of, and (b) across then(,, my) plane.
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Cross-Section

Background Cross-Sectiofb]] After Cut

After Cut pp — 4y pp— 4y+1j pp— 3y+1j pp— 3y+2] pp— 2y+2] pp — 2y+3
Ototal 3.27x10!  6.89x10°! 3.55x 107 4.61x 107 3.27x10° 1.71x10°
Ototal X €02 2.05x10°1  4.01x10°! 2.34x 107 2.79x 107 2.25x10° 1.12¢<10°
Ototal X €b  2.05x10° 1  4.01x10°! 2.20x10? 2.75x 107 1.95x10° 1.07x10°
Ototal X €1 1.68x10°1  3.28x10°1 1.39x 107 1.69x 107 8.01x 10" 4.72x10*
Ototal X €2 7.15x1072  1.27x10°1 2.75x10" 3.52¢10! 2.03x10* 1.43x10*
Ototal X €3 7.06x102  1.25x10°1 2.72x10t 3.48x10! 2.00x 10 1.42x<10*
Ototal X €4 1.19x102  2.09x10°?2 1.25x 10 2.00x 10! 1.20x10% 1.00x10*
Ototal X €5 1.19x102  2.09x10°?2 1.25x 10 1.99x 10! 1.20x10% 1.00x10%
Ototal X €6 9.83x10°2  1.73x10°? 1.19x< 10" 1.93x 10 1.16x10* 9.83x1C°
Ototal X €7 8.10x10°3  1.44x10°? 1.13x10* 1.87x 10" 1.13x10% 9.66x10°
Ototal X €(N)  8.10x10°3  1.44x10°? 5.67x1073 9.36x10°3 2.82¢<10°3 2.42x<107°3

Total Background Cross-Section: 4.2&1072 fb

Table 7.9: Effective cross-section (from ALPGEN) in fb for all background samgdftes the application of each cut listed in Table 7.7.
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7.4 Search Sensitivity Search For a Light Fermiophobic Higgs Signal

7.4 Search Sensitivity

Results are presented in two sections: Section 7.4.3 presents the expdrgapsitavity across the
(mp, my) mass plane, whilst Section 7.4.4 presents the exclusion limits at 95% corfitket in
each of the benchmark models defined in Section 2.3. Under the assumptio tsignal events
are seen, the upper limit on the signal cross-section at 95% confidemt&és been calculated for
each mass point in the gymy) mass plane. Additionally, for each benchmark the upper limit on the
signal cross-section is compared to the theoretical cross-sectign-at14 TeV for all allowed mass

points. In what follows two integrated luminosity scenarios are considéril:* and 10fb~2.

7.4.1 Confidence Limit Calculations

The upper limit on the signal cross-section at 95% is calculated using thé&naslin CLs Method

[1, 2]. The CLs value is defined as:

Cls = CI—&#b _ I:)Hl (Nobs|Ns+ Nb)
Cly Pro (Nobs/Nb)

(7.6)

wherePy, is the probability of the signal plus background hypotheBig,is the probability of the
background only (null) hypothesis amNdps, Ns, Ny are respectively the number of observed events
and expected number of signal events and background events. Ingeca of a signad,,s would
follow a Poisson distribution with megm= N,. To set an upper limit at the 95% confidence level
on Ns, or equivalently on the signal cross-sectmf? = Ns*/(L x &) (whereepsilon is the signal
efficiency after all cuts), the value bk is found such that the CLs value converges to 0.05. From this,
the upper limit on the cross-section can be obtained for a dilgn For each one of 10,000 values
of Nops, the CLs value is calculated and the mean CLs value is obtained. At(eachmy) mass
point, Nops is obtained for 10,000 background-only toy Monte-Carlo experiments;diresponding
CLs upper limits at 95% confidence level on the cross-section are calt@atethe mean value is
determined.

The total background cross-section has been obtained in the preéotisns and was found
to be 4.2810 2 fb after event selection. Thus, for calculating the 95% CLs upper limit on the
cross-section for an integrated luminosity ofti?, the number of expected background events is
Np = 0.0428, where additionally we have assumed a systematic error on this vali€®®§ (see the

following Section).
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7.4.2 Background Uncertainties

To ascertain an estimate of the systematic uncertainty on the total effectkgrband cross-section,
the uncertainties relating to the factorisation and renormalisation $@&led parton density func-
tion (PDF) have been calculated for the dominant backgrounds. Togétadackgroundpp— 4y,
pp— 4y+1j andpp— 3y+ 2j contribute approximately 75% to the total effective background
cross-section. Therefore, systematics associated with these samplesmiibte.

In Alpgen, the factorisation and renormalisation scale has been variei@btipg OZSQ% <@’ <
4Q3, whereQ? is the effective scale an@j is the scale choice, which for all backgrounds has been
chosen to b&3 = Zprg + Zpr?. The nominal leading order PDF used in this analysis is CTEQ6L1.
To estimate the systematic uncertainty related to the PDF, the effective bankigrmss-section is
found using another leading order PDF: MRST2002LO. A summary ofytsiesatics found before

the event selection has been applied is detailed in Table 7.10. A similar tablevis shtable 7.11 for

Background  o(Q3) [fb] 0(0.25Q3) [fb] 0(4Q3) [fo] o(MRST2001LQ [fb]

pp— 4y  3.27x10! 2.93x10°! (-10.3%) 3.6x10°! (+10.3%) 3.1%10 ! (-4.5%)
pp — 4y+1j 6.89x101 7.31x10°! (+6.1%) 6.4 107 1(-6.7%) 6.66<1071 (-3.4%)

pp— 3y+2] 4.61x107  4.91x 107 (+6.4%) 4.30<10? (-6.6%) 4.45¢10° (-3.6%)

Table 7.10: Summary of systematic QCD uncertainties in the dominant backgrourioe kevent
selection. Hereo(Qg) represents the background cross-section (fb) obtained from Alpgen wg:
ing a factorisation and renormalisation scalgg@ Zprj + Zprf and PDF: CTEQ6L1. The third
and fourth columns contain the Alpgen cross-section when varying the Isga factor 0.25 and 4
respectively. The last column contains the Alpgen cross-section whenateeG = ZpT?, + ZpTJ2
is fixed and the PDF is changed from CTEQ6L1 to MRST2002LO. Numbpesentheses indicate
the relative differences (in percent) of the background cross-sectiomtiie nominab(Q%) case.

the effective cross-section after the event selection has been agfiegiach of the samples listed in
Table 7.11, the systematic uncertainty related to varying the factorisatioeaodwalisation scale is
symmetrised and combined in quadrature with the uncertainty relating to the BKIkgThe average
value, a systematic uncertainty ©7.1%. To account for other source of systematics not considered
here, a conservative value @f10% has been chosen to represent the systematic uncertainty on the

effective background cross-section.
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Background  0ef(Q3) [fb]  Oer(0.25Q3) [fb] Oe1£(4Q3) [fb] Oetf(MRST2001LQ [fb]

pp — 4y 8.10x1073  7.51x10°3 (-7.2%) 8.66<1073 (+6.9%) 7.581073 (-6.4%)
pp — 4y+1j 1.44x102  1.52<10 2 (+5.5%) 1.3%10 2 (-4.7%) 1.38<10 2 (-4.3%)

pp— 3y+2] 9.36x10°°  9.59x1073 (+2.5%) 9.10<10°3 (-2.8%) 8.95¢1073 (-4.4%)

Table 7.11: Summary of systematic QCD uncertainties in the dominant background®aétet se-
lection. Hereoef(Q3) represents the effective background cross-section (after the evectice has
been applied) when using a factorisation and renormalisation scél&Q:pTg + ZpTJ2 and PDF:
CTEQ6L1. The third and fourth columns contain the effective backgrowsg-sections when vary-
ing the scale by a factor 0.25 and 4 respectively. The last column contaims$féutive background
cross-section when the scal§ @ =prJ + Zprf is fixed and the PDF is changed from CTEQS6L1 to
MRST2002LO. Numbers in parentheses indicate the relative differeingesr¢ent) of the effective
background cross-section from the nomigéQ3) case.

7.4.3 Experimental Sensitivity

In this section the experimental sensitivity in terms of the upper limit on the sigosé-sectiongs”,
is presented. For ea¢my, my) mass point the 95% confidence level upper limit on the signal cross-
section has been calculated using the CLs method, as described in SectloMAetupper limit for
each(mn, my) mass point is shown in Figure 7.20 for an integrated luminosityfdf £. Using one
particular mass point as an example, it is seen that the upper limit on thesetssa for the (60,200)
signal is~10fb. Thus, in the absence of any detected signal events and with a bactgrb0.0428
events at b1, if the theoretical cross-section for a (60,200) signal is greater thanpiber limit,
then the signal hypothesis is excluded at the 95% confidence level @arhigh

For the mass plane as a whole, the search presented here is experimemnakbgensitive to high
my, and ny values. This is wholly driven by the event selection and thus the selecfioierties for
background and signal. Improving the background rejection or tuningetteetion cuts for lower m
and my masses would lower the upper limit on the cross-section for these signafajdiu impact

upon the sensitivity for higher grand my mass signals.

7.4.4 Sensitivity to Fermiophobic Model Benchmarks

In this section the exclusion limits are presented for each benchmark déefisettion 2.3. Theo-
retical cross-sections fgmy,, my) mass points in the sensitive regions of each benchmark have been
provided [45, 79], in accordance with Reference [28]. The ceassion for a given (mmy) signal

depends on the unknown parameterfamn order to present conservative results, we have used the
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Figure 7.20: Upper limit on the signal cross-section at 95% confidence level as &dwmaf (mp, my)

for an integrated Luminosity of 1 3. The upper limit is calculated via the CLs method, as described
in the text. The limit on cross-section is set in the absence of a signal, fidretefb~1, there are
0.0428 expected background events with1d% systematic error assigned.

minimum predicted cross-secti@g‘”(mh,mH), determined from a scan of all allowed tawvalues
in each benchmark. For each signal, the ratio of the minimum theoreticalsgoten to the 95%
confidence level upper limit on the cross-section, is defined as:

O-trﬂin(mh’ mH)

as”(Mp, my) (7.7)

Rexcl(Mh, My) =

Therefore, for amp, my) signal, if Rexcl is greater than or equal to unity then the signal is excluded at
least at the 95% confidence level. ConverselRRif; < 1 then the signal is not excluded at the 95%
confidence level.

The excluded region wheRuyc > 1 is shown for an integrated luminosity of b~ in the four
fermiophobic benchmarks with negative valuesvit in Figure 7.21 and in the three fermiophobic
benchmarks with positive values M? in Figure 7.22. Additionally, dependent upon the model,
regions of parameter space excluded either by theoretical argumenisesineental limits are indi-

cated where appropriate. It is observed that the region of exclusiosaises with increasing values
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Figure7.21: Exclusion limits, calculated using the generator-level analysis, for the foonid@hobic
benchmarks with negative values 0f.M95% confidence level exclusion contours are shown for
1fb L.

of negativeM?, whilst the exclusion regions shrink with increasing values of poski¢esuch that
for theM? = (75 GeV)2 benchmark no exclusion limit can be placed.

The exclusion limits for each fermiophobic benchmark are also shown nfantegrated lumi-
nosity of 10fb~1 in the four benchmarks with negative values\f in Figure 7.23 and in the three
benchmarks with positive values dI? in Figure 7.24. Comparing the exclusions with those from the
1fb~! scenario, it is observed that the exclusion regions only increase lagtioft for benchmarks
with small values of either positive or negative valueMsf For the benchmarks with larger values of
either positive or negative values Mf, the exclusion region is seen to approximately double in size.
However, as per the exclusions wittili-t, no exclusion limit can be placed in th? = (75 Ge\)?

benchmark due to small signal cross-sections.
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Figure7.22: Exclusion limits, calculated using the generator-level analysis, for the foonidég@hobic
benchmarks with positive values 02 M 95% confidence level exclusion contours are shown for
1 fb~L. Whilst a figure is shown for K= (75 Ge\)?, it should be noted that no exclusion limit can
be placed in this benchmark.
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Figure7.23: Exclusion limits, calculated using the generator-level analysis, for the fomnié@hobic
benchmarks with negative values 0P M95% confidence level exclusion contours are shown for
10 fb L.
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Figure7.24: Exclusion limits, calculated using the generator-level analysis, for the foonidéghobic
benchmarks with positive values 02 M 95% confidence level exclusion contours are shown for
10 fb1. Whilst a figure is shown for K= (75 GeV)?, it should be noted that no exclusion limit can
be placed in this benchmark.
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7.5 Detector-Level Analysis and Results

In what has been presented so far, no detector effects barringtance requirements, have been
investigated. To give an idea of how a detector such as the ATLAS detegybt affect the results
of the search, the analysis has been repeated to include detector, effaugsthe ATLAS fast simu-
lation. Additionally, the photon reconstruction efficiency parameterisatoes;ribed in Chapter 6,
have been applied to fast simulation reconstructed photons in order id@rewalistic reconstruction
efficiencies of photons.

In this section the key differences between the generator-level anayssented above, and the
fast simulation analysis are described. The search sensitivities haveegisae-calculated and are

compared with those derived from using only generator-level information

7.5.1 Simulation of Detector-Level Event Samples

To model the effects of the ATLAS detector, the fast simulation programFART-1 has been used.
The program itself is described in Section 4.3.1. ATLFAST-I takes as itmgugenerator-level infor-
mation of an event and simulates the response of the ATLAS detector. Imghi®h, corresponding
detector-level samples of all the signal and background generatdrdamnples, used above, have
been created. It should be noted that exactly the same events were tleedémerator-level samples
and in the detector-level samples. The key difference is that the deteetbisamples now contain
both truth objects and reconstructed objects.

In addition, the photon reconstruction efficiency parameterisations, tjecswf Chapter 6, are
applied to reconstructed photons in all detector-level samples. This istd@msure realistic recon-

struction efficiencies are present, especially as a multi-photon final staisibvestigated.

7.5.2 Analysis Model and Event Selection

The analysis model and event selection, used for the generator-falgsis in Section 7.2, remains
unchanged for the purposes of this reconstructed analysis. Howheex is a key difference between
the two analyses. Truth prompt photons are now replaced by ATLFA®Ednstructed photons,
which have the photon reconstruction efficiency parameterisations appidoth the signal and
background, it is expected that a reduction in the selection efficiency wiklden, characterised
by ~80% (the average reconstruction efficiency) per photon required ifirthestate. Since the
signal and two of the backgrounds require four photons in the final, steteselection efficiency can

be expected to drop to approximatéB0%)* = 41% of its previous value. However, for photons
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with low transverse momentunp{ < 50 GeV/c), the average reconstruction efficiency is more like
60— 70%. Therefore, for signals with low light Higgs boson masses and qaesdy lowerpr
photons, it is expected that the selection efficiency will drop to values less4h% of previous
values.

Whilst for the reconstructed analysis there may be some benefit in optimisiegeheselection,
for the purposes of a direct comparison with the generator-level asafys optimisation has been

performed and the event selection remains the same.

7.5.3 Selection Efficiencies

Selection efficiencies are presented for the reconstructed analysigfiad and background events.

The selection efficiencies are calculated in the same manner as in Section 7.3.

7.5.3.1 Signal

The selection efficiencies for simulated detector-level signal eventhavendor fixed values of m

in Figure 7.25(a) and for all of the signal mass points in(thg, my) plane in Figure 7.25(b). Signal
efficiencies after the application of each cut, listed in Table 7.7, are alsensimoTable 7.12 for a
selected group of mass points. Compared to the selection efficiencies innbge-level analy-
sis (see Figure 7.19(b) and Table 7.8) it is seen that as expected,athfinmass signals decrease
in efficiency due to the application of the photon reconstruction efficiemcameterisations. For
high (m,, my) mass signals the efficiency on average drops to approximately 40% afritespgond-
ing generator-level efficiency. This is in agreement with the expectatidmed earlier. For lower
(mp, my) mass signals the efficiency drops to 10-20% of the correspondingagenéevel efficiency.
Again this in agreement with the expectation that the efficiency would fall bfotim¢h power of the

average photon reconstruction efficiency for a lpywphoton: (70%)* ~ 25%.

7.5.3.2 Background

Detector-level selection efficiencies for all of the background pseEgsare shown, in terms of the
ALPGEN cross-section for the process, in Table 7.13. After all cute teeen applied, the total

cross-section for the background is 72802 fb. Thus, for a luminosity of b~ 0.0078 events
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Figure 7.25: Signal selection efficiencies for detector-level events passing all cutsilist@ble 7.7.
Efficiencies are shown for (a) fixed valueswf and (b) across thenf,, my) plane.
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Cut Signal (mn,my) Efficiency (%) After Cut
Efficiency (50,100) (140,280) (100,350) (50,600) (140,600)

€0a 4.04(6) 18.2(1) 22.0(1) 8.64(9) 28.3(1)
€0b 4.04(6) 18.2(1) 22.0(1) 8.64(9) 28.3(1)

&1 3.70(6) 18.2(1)  22.0(1) 8.64(9)  28.3(1)
£ 2.37(5) 17.4(1)  19.6(1) 6.55(7)  26.8(1)
€3 2.37(5) 17.4(1) 19.6(1) 6.55(7)  26.8(1)
€4 2.37(5) 15.7(1)  19.4(1) 6.54(7)  26.2(1)
€5 2.37(5) 15.7(1)  19.4(1) 6.54(7)  26.2(1)
€6 1.103) 15.6(1) 19.2(1) 6.50(7)  25.9(1)
£7 0.97(3) 14.1(1) 17.8(1) 6.12(7) 24.1(1)

Table 7.12: Signal efficiencies (in percent) in detector-level events after the applicafieach cut
(see Table 7.7), for a selected group of,(my) mass points, where masses are quoted in units of
GeV/c?. The uncertainty on the last digit of the efficiency is indicated in parenthesis

are expected. If instead the MadGréminoss-section obtained for each background is used, then the
total cross-section for the background is 8«1® 3. Comparing this value with the total background
cross-section in the generator-level analysis, it is observed thatddia#t simulation analysis the
total background cross-section falls to abed0% of the generator-level analysis value. Again this
is as expected, since background events contain mainlhyplophotons, for which the average photon

reconstruction efficiency is:60-70%.

7.6 Search Sensitivity

Results for the detector-level analysis are presented in two sectiort®rSeé.1 presents the exper-
imental sensitivity across the (ymmy) mass plane, whilst Section 7.6.2 presents the exclusion limits

at 95% confidence level in each of the fermiophobic benchmarks defirgettion 2.3.

“Note that MadGraph is unable to calculate a cross-section for the prpgess 2y+ 1j. In what follows here the
ALPGEN cross-section is used.
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Cross-Section

Background Cross-Sectiofb]] After Cut

After Cut pp — 4y pp— 4y+1j pp— 3y+1j pp— 3y+2] pp— 2y+2] pp — 2y+3
Ototal 3.27x101  6.89x10°! 3.55x 107 4.61x 107 3.27x10° 1.71x10°
Ototal X €0a  2.81x102  5.25x10 2 4.58x 10" 5.21x 10 6.65x 10" 3.49x 10
Ototal X €0b  2.81x102  5.25x10 2 3.48x10" 4.65x 10" 3.68x 10" 2.56x 10"
Ototal X €1 2.61x102  4.82x10°? 2.81x 10! 3.66x10! 2.35x10* 1.68x10%
Ototal X €2 1.40x1072  4.82x10°? 9.38x10° 1.20x 10t 7.43x<10° 5.71x10°
Ototal X €3 1.38x1072  2.37x10°? 9.25x<1(° 1.19x 10 7.32¢<10° 5.64x10°
Ototal X €4 2.05x107%  2.34x10°? 2.55x1(° 4.08x1° 2.70x10° 2.38x1C°
Ototal X €5 2.05x107%  3.48x10°° 2.54x<1¢° 4.07x1C° 2.70x10° 2.38x1C°
Ototal X €6 1.68x107%  2.91x10°° 2.33x 1 3.81x1° 2.49<10° 2.24x10°
Ototal X €7 1.41x10°3  2.46x10°° 2.13x 1 3.55x1(° 2.31x10° 2.13x10°
Ototal X E(N)  1.41x10°°  2.46x10°  1.06x10°%  1.77x10°%  576x10*  5.31x10*

Total Background Cross-Section: 7.8%1073 fb

Table 7.13: Effective cross-section (from ALPGEN) in fb for all simulated detectod-lesekground samples after the application of each cut listed in

Table 7.7.
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7.6 Search Sensitivity Search For a Light Fermiophobic Higgs Signal

7.6.1 Experimental Sensitivity

In this section the experimental sensitivity in terms of the upper limit on the sigoss-sectiongs”,
at 95% confidence level is presented for the fast simulation analysigaéblm;,, my) mass point,
the 95% confidence level upper limit on the signal cross-section hasdad@rated using the CLs
method, as described in Section 7.4.1. The upper limit for €aghmy) mass point is shown in

Figure 7.26 for an integrated luminosity of hi~1. Compared with the generator-level upper limits

my, [GeV/c]
=
Q

[ERN
R

[
o
Upper Limit Onay [fb] at 95% CL

L= 1.0fb

40 50 60 70 80 90 100 110 120 130 140
m, [GeV/C]

Figure7.26: Upper limit on the signal cross-section at 95% confidence level as &idwmaf (M, my)

for an integrated luminosity of 1 f. The upper limit is calculated using the CLs method, as de-
scribed in the text. The limit on cross-section is set in the absence of d,sigrae for 1 flbl, there

are 0.0078 expected background events, with an assumed uncerfairtp%. A Log scale has been
used due to the variation iog".

on the cross-section (see Figure 7.20) it is seen that for (nighmy) mass signals that the upper
limit on the cross-section increases by a factor of approximately 3. Fofrimuwmy) mass signals
the upper limit increases by a factor of approximately 5. Consequentlyptlierfo exclude signals

is reduced in detector-level analysis.
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7.6.2 Sensitivity to Fermiophobic Model Benchmarks

Exclusion limits, calculated using the results of the detector-level analysisfénraiophobic bench-

marks for integrated luminosities offb~! and 10fb~! are presented below.

Exclusion Limits for 1 fb—1
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Figure 7.27: Exclusion limits, calculated using the detector-level analysis, for the fourhrearks
with negative values of Rl 95% confidence level exclusion contours are shown for 1.fb

157



7.6 Search Sensitivity

Search For a Light Fermiophobic Higgs Signal

560 . e AR Aaaaananay @60,‘; e AR AAaaananay
S % Excluded at 95% CL. S r £ % Excluded at 95% Gl
() ] () = ]
S 50 L= 0w 9. 500 L= 0w
I n I r £ n
IS M =300 GeViE e rs M =300 GeViE
40 m, = 300 GeV/é 1 40 0; 8 m, = 300 GeV/g 1
M? = (25 GeVf B ra M? = (50 GeV§ B
] L i ]
30 - 300-3 -
A |~ A
_—— ] [ —— ]
///// 4 - ///// 4
20 _— — 200 _— —
_— ] L B ]
_— Excluded By Kinematics ] C Excluded By Kinematics 7]
P N I N R BT R N 100 e S
40 50 60 70 80 90 100 110 120 130 140 40 50 60 70 80 90 100 110 120 130 140
m, [GeV/c] m, [GeV/c]
(a) M2 = (25 GeV)? (b) M2 = (50 GeV)?
60 T

g 800 ]

> L = ]

() r 2 ]

9. 500 ) L= 10 =

T r £ ]

IS r 3 m,.=300GeVE 7

- & m,=300GeViA

[ g ]

400: 2 M? = (75 GeV} ]

|- E -

300 E -

o S -

o w 7

L _— ]

200— _— ]

L _— ]

C ///// Excluded By Kinematics 7]

100 ]

i IR AR Y VO AR R A I AR
40 50 60 70 80 90 100 110 120 130 140

m, [GeV/d]

(c) M? = (75 GeV)?

Figure 7.28: Exclusion limits, calculated using the detector-level analysis, for the fourhrearks

with positive values of K1 95% confidence level exclusion contours are shown for.fvhilst a

figure is shown for M = (75 GeV)?, it should be noted that no exclusion limit can be placed in this

benchmark.
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Exclusion Limits for 10 fb1
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Figure 7.29: Exclusion limits, calculated using the detector-level analysis, for the fourhmearks
with negative values of # 95% confidence level exclusion contours are shown for 16.fb

159



7.6 Search Sensitivity

Search For a Light Fermiophobic Higgs Signal

560 A R R RaansnsaTY 5607! e AR AAaaananay
S %Excluded at 95% Cl. S r £ %Excluded at 95% Gl
() ] () = ]
9. 50 L= 1000 — 9. 500 L = 1001 =
I n I r £ n
IS My =300 GeViE e rs M =300 GeViE
40 m, = 300 GeV/é 1 400; 8 m, = 300 GeV/g 1
M? = (25 GeVf B ra M? = (50 GeV§ B
] L i ]
30 - 300 2 -
1 r = 1
] rw ]
_— B - _— B
20 _— ] 200j _— ]
- Excluded By Kinematics E E Excluded By Kinematics E
10 I A B B N ST EETE S R 100 [ T
40 50 60 70 80 90 100 110 120 130 140 40 50 60 70 80 90 100 110 120 130 140
m, [GeV/c] m, [GeV/c]
(a) M2 = (25 GeV)? (b) M2 = (50 GeV)?

T T

3 r E ]

9. 500 4] L = 1001 —

T r £ ]

IS r 3 m,.=300GeVE 7

+ & m,=300GeV

[ g ]

400: 2 M? = (75 GeV} ]

|- o -

L ks ]

300— 2 ]

R X ///‘

L w ]

|- // -

200— _— B

E _— - Excluded By Kinematics E

100 1 T

40 50 60 70 80 90 100 110 120 130 140
m, [GeV/d]

(c) M? = (75 GeV)?

Figure 7.30: Exclusion limits, calculated using the detector-level analysis, for the fourhrearks
with positive values of K 95% confidence level exclusion contours are shown for 16.f\Whilst a
figure is shown for M = (75 GeV)?, it should be noted that no exclusion limit can be placed in this
benchmark.
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Search For a Light Fermiophobic Higgs Signa

7.7 Comparison of Generator-Level and Detector-Level Exclusions

The exclusion limits, calculated using the results from detector-level analgsisvo fermiophobic

benchmarks are compared with the exclusions, calculated in the gerlexaticanalysis for the same

benchmarks. Firstly, the exclusion limits (afti!) for each analysis in th#1?> = —(50 GeV)?

benchmark are shown in Figure 7.31. As expected, the exclusion reigilmtestor-level is smaller,
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Figure 7.31: Comparison of the exclusion limits (for 1H from the (a) generator-level and (b)
detector-level analyses for the?M= —(50 GeV)? benchmark.

but only by a small fraction. This small reduction in the exclusion region is sdratetypical of all
negativeM? benchmarks considered in this thesis (see Figures 7.27 and 7.29 fosierdimits in
all negativeM? benchmarks at ib—* and 10fb—? respectively).

Figure 7.32 compares the exclusion limits (dtat!) for each analysis in th#? = (50 GeV)?
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Figure 7.32: Comparison of the exclusion limits (for 1H from the (a) generator-level and (b)
detector-level analyses for the?M= (50 Ge\)2 benchmark.
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benchmark. In this benchmark it is noted that the detector-level exclusion lirelised by approx-
imately half with respect to the generator-level exclusion. Whilst the exclusiots are reduced in
the detector-level analysis all benchmarks bartiffy= (75 GeV)? still have regions of parameter

space that can be probed with justit ! of LHC data.
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Chapter 8

Conclusions and Outlook

The Standard Model of particle physics has proven to be one of the mostssful fundamental
theories to date. Indeed several particles predicted by the theoryuitaseogiently been discovered in
particle physics experiments. However, there still remains one fundanpemtile predicted by the
Standard Model that has not been observed in nature. This particlekBghe boson, which arises
from the need to introduce the Higgs (doublet) field into the Standard ModwreTis, however,
no reason why just one Higgs field is needed. Nothing stops the inclusiomo fields into the
theory and thus increase the number of physical Higgs particles. The sinegtension is to add
two doublets of fields. These models, known as Two Higgs Doublet MogEIBIMS), are described
in Chapter 2. In 2HDMs the number of physical Higgs particles increaséiseo 2HDMs are
sub-divided into four Types depending as to how the Higgs fields intan#ttfermions. In Type-I
2HMDs a phenomenon called fermiophobia is observed where the coupling light Higgs boson
to fermions vanishes. In the fermiophobic limit a light Higgs boson decays alexciisively to a
pair of photons. Thus, not only is the decay of the Higgs boson to a pg@hatbns an important
channel in the Standard Model search for the Higgs but it is also of impmetam 2HDMs searches.
The efficient reconstruction and identification of photons by the ATLASder is, therefore, of great
importance in Higgs searches.

Whilst it is always preferential to study physics channels with fully simulatedte-Carlo events,
this is not always possible as CPU time for simulation is a limited resource. Onarwagd this lim-
itation is to simulate events with the ATLAS fast simulation package, ATLFASTRictvcan reduce
the CPU processing time per event by a factor of 1000. However, siece th no modelling of
interactions between particles and the detector media in ATLFAST-I, particda®constructed with
100% efficiency. To incorporate realistic efficiencies into ATLFAST-ked of photon reconstruc-

tion efficiency parameterisations have been derived from detailed stoidial simulation events.
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The parameterisations, described in Chapter 6, additionally take into dadt@uabservation that
converted and unconverted photons have differing reconstrucficieaties. It is demonstrated that
it is possible to accurately parameterise the reconstruction efficiencydlatéd photons with just
the transverse momentum and pseudorapidity of photons. The paranietesibave been validated
with several samples with photons in the final state. For samples containingisplaotons in the
final state, it is demonstrated that when the parameterisations are applied FASI-I photons
the reconstruction efficiency profile of full simulation photons is accuratgyoduced. However,
it is observed that in samples that contain a significant fraction of nortésbfghotons the param-
eterisations overestimate the full simulation reconstruction efficiency byoappately 2.5%. This
overestimation of the reconstruction efficiency, however, is still far bétgar the default behaviour
of ATLFAST-I. To correct the overestimation, a method is proposed in fvthe reconstruction ef-
ficiency of non-isolated photons is parameterised in termgpf|f|) and the transverse energy of
the nearest jet, whilst the reconstruction efficiency for isolated photess the newly derived set of
parameterisations described above.

In Chapter 7, the search for a light fermiophobic Higgs signal was ptedeThe search centres
on a newly proposed 2HDM channglg — H — hh — 4y, which was described in Chapter 2. The
signal is characterised by four isolated highphotons in the final state. In this search a scan across
the allowed range of light and heavy Higgs boson masses in signals asped and event samples
at each mass point were generated with PYTHIA. The backgroundsrtal sibaracterised by four
isolated photons in the final state were identified as: backgrounds arisimgtifie production of
four isolated photons and backgrounds arising from events with at éeasfake photon. At the
LHC, the primary source of fake photons will be from jets containing népiens. Therefore,
backgrounds involving photons and at least one jet were of main inteerékis study. All event
samples of background processes were generated with the ALPGExagan To separate out the
signal events from the background events, a generator-level analgslel and event selection was
derived. Selection efficiencies were presented for both signal ackbtmund events and for an
integrated luminosity of 1b~1, 0.0428 background events are expected. In the absence of detection
of signal events the upper limit on the signal cross-section is set at 96ftlence level for all mass
points. For the seven benchmark models described in Chapter 7 the trearsdgs-section was
compared to the upper limit on the signal cross-section and exclusion segitime(mp, my) plane
were defined. It was observed that for an integrated luminosityfof 4 exclusion regions exist for
all benchmarks barring thil> = (75 GeV)? benchmark. For an integrated luminosity of fl0'%,

the exclusion region was also seen to grow, and in some fermiophobic megimarks was seen
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to double in reach.

In addition to the generator-level analysis, a detector-level analysigy A5LFAST-I simulated
events, was performed. The analysis model and event selection useddetéttor-level analysis
were the same as the ones used in the generator-level analysis. Thédf&eynde was the use
of reconstructed photons from ATLFAST-I to which the photon recaigsion parameterisations of
Chapter 6 were applied. This was the perfect scenario in which to usethmeterisations, since
multiple isolated photons were required in the final state. As expected selefft@ancies for both
signal and background events decreased compared to the codegpealues in the generator-level
analysis. However, exclusion regions in the benchmark models wergseemain, albeit with a
moderate reduction in reach.

The LHC is now fully operational and collecting data at a centre-of-masgsof 7 TeV. The
current plan foresees the LHC running until the end of the year 2@&f@rda year-long shut-down
and upgrade in order to prepare for the designed 14 TeV collisions.eBartth of 2011 it is estimated
that 1fb~! of data will have been collected. If this indeed is the case, then it might sbpeso
exclude regions of parameter space in the two Higgs doublet models withdhgsiarpresented in

this thesis.
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Appendix A

Full Photon Reonstruction Efficiency

Parameterisations

In this appendix the full set of reconstruction efficiency parametrisafmmtifastC are shown. Full
details of their derivation and validation can be found in Chapter 6. Phetamstruction efficiencies

as a function ofn| for all 12 py ranges defined in Chapter 6 are seen, for unconverted photons in
Figures A.1, A.2 and A.3, and for converted photons in Figures A.4, AdbAaB. Unconverted
(converted) photons witht > 120 GeV/c are assumed to be reconstructed with the same efficiency
as in Figure A.3(d) (Figure A.6(d)). All regions not covered by theapagtrisations are defined to

have 0% efficiency since they represent ranges commonly not usedenagjanalyses.
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Full Photon Reonstruction Efficiency Parameterisations
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Figure A.1: Full set of unconverted photon reconstruction efficiency parametaiss showingn|
distribution for the first 4 p ranges.
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distribution for the second 4+pranges.
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Appendix B

The Search For a Light Fermiophobic
Higgs Signal

This appendix contains supplemental information for Chapter 7.

Efficiency Tables For All Signal Mass Points

The table below contains the selection efficiencies, calculated in the gerleragiband detector-level
analyses, for al{mp, my) mass signal mass points defined in Chapter 7. The efficiencies shown are
after all event selection cuts have been applied. Efficiencies at dentreel are contained in the

columns titledegen, Whilst efficiencies at detector-level are contained indbleimn titledeget.
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Event selection efficiencies for signal
(Mh,MH)  €gen  Edet (Mh,MH)  €gen  Eqet
(70,140) 37.84 4.98 (100,200) 46.15 9.31

(Mh,MH)  €gen  Edet
(40,80) 6.04 0.03

(Mh,My)  €gen  Edet
130,060) 51.21 13.37

(40,100) 6.83 0.66 (70,150) 34.69 55 (100,220) 4550 11.05 (130,280) 50.91 14.34
(40,150) 17.62  3.46 (70,160) 34.44 6.28 (100,250) 47.70 5413.  (130,300) 52.27 16.09
(40,200) 2610 6.18 (70,200) 36.15 8.86 (100,300) 50.54 1316.  (130,350) 55.37 18.92
(40,250) 31.95 6.35 (70,250) 38.73 11.43 (100,350) 52.38.8717  (130,400) 57.46 20.64
(40,300) 3512 5.27 (70,300) 42.06 13.47 (100,400) 53.61.4319  (130,450) 59.02 21.97
(40,350) 3570  4.88 (70,350) 44.99  14.9 (100,450) 54.84 220.  (130,500) 60.00 22.89
(40,400) 32.00 4.99 (70,400)  47.29 14.46 (100,500) 55.34.4120  (130,550) 60.69 23.21
(40,450) 2558  4.58 (70,450)  49.13 13.32 (100,550) 56.08.2120  (130,600) 61.18 23.51
(40,500) 21.13  3.97 (70,500)  49.25 12.27 (100,600) 56.26.5319

(40,550) 19.03  3.49 (70,550)  49.38 11.57

(40,600) 18.08 3.24 (70,600) 48.92 11.35

(50,100) 22.96 0.98 (80,160) 41.78 6.96 (110,220) 47.94 7610.  (140,280) 52.26 14.13
(50,120) 17.21  2.20 (80,180) 39.30 8.17 (110,240) 47.56 4712.  (140,300) 52.16 15.40
(50,150) 20.66  4.02 (80,200) 40.62  9.67 (110,250) 48.75513.  (140,350) 55.28 18.58
(50,200) 27.82 7.12 (80,250) 42.94 12.44 (110,300) 51.64.5616  (140,400) 57.95 20.91
(50,250) 33.93 9.42 (80,300) 44.70 14.52 (110,350) 53.99.5818  (140,450) 59.37 22.13
(50,300) 38.18 9.29 (80,350) 47.22 16.25 (110,400) 55.74.2120  (140,500) 60.76 23.04
(50,350) 40.81 8.17 (80,400) 49.08 17.07 (110,450) 57.06.1721  (140,550) 61.08 23.47
(50,400) 41.91  7.12 (80,450) 50.71 16.71 (110,500) 57.41.621  (140,600) 61.90 24.10
(50,450) 41.15 6.84 (80,500) 51.42 15.69 (110,550) 58.02.8821

(50,500) 38.33 6.74 (80,550) 51.87 14.71 (110,600) 58.36.5721

(50,550) 34.42  6.49 (80,600) 52.09 14.18

(50,600) 31.83 6.13

(60,120) 32.19 2.68 (90,180) 43.91 7.95 (120,240)  49.81 15L2.

(60,140) 27.44  4.24 (90,200) 42.99 9.77 (120,250)  48.92 9712.

(60,150) 27.22 4.71 (90,250) 46.22 13.44 (120,260) 49.57.5113

(60,200) 30.76  7.89 (90,300) 48.35 15.29 (120,300) 52.43.6216

(60,250) 36.07 10.53 (90,350) 50.02 17.36 (120,350) 55.08.87L

(60,300)  40.01 12.20 (90,400) 51.02 18.15 (120,400) 57.16.62

(60,350) 43.36 12.15 (90,450) 52.92 18.92 (120,450) 58.19.572

(60,400) 4519 10.83 (90,500) 53.80 18.62 (120,500) 58.98.4%

(60,450) 46.29  9.67 (90,550) 53.79 17.69 (120,550) 59.36.742

(60,500) 4590 9.06 (90,600) 54.37 17.09 (120,600)  59.89.642

(60,550) 44.85 8.69

(60,600) 43.31 8.72

Table B.1: Event selection efficiencies, in percent, of the generiatet €4er) and detector-levelghrc) analyses described in Sections 7.2 and 7.5, respectioelg,
signal sample (m my) (masses given in GeVfc The efficiencies shown are after all event selection cane been applied. Efficiencies at generator-level are doath

in the columns title&gen, Whilst efficiencies at detector-level are contained in¢bkimn titledeget.
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