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ABSTRACT

Several calculations have been carried out using the transition operator technique.

The radiative decay in a two-level quantum system with excited state coupled by an external perturbation has been investigated and an expression obtained for $P(t)$, the probability of finding the atom in its excited state at time $t$. This is seen to possess a steady value for $\gamma t \gg 1$ and a third term which decays at nearly half the rate of its second.

Next radiative decay of an atom with two close-lying excited states is considered and $|b_q|^2$, the spectral density for spontaneous emission from the uppermost level, calculated. This shows that the proximity of the upper two levels makes the line-shape non-Lorentzian.

Heisenberg equations of motion were then derived for the transitions operators of an $l$-level atom undergoing radiative decay, the possibility of overlapping pairs of levels being ignored. These master equations were then used to obtain the spectral profiles of certain atomic lines, employing the so-far avoided Markoff approximation.

First the spectral density of the scattered radiation was found for transitions between levels $5P_{3/2}$ and $4S$ (ground state), and $6S$ and $5P_{3/2}$ in the potassium atom when driving fields of arbitrary strength coupled levels $6S$ and $4P_{3/2}$ and $4S$. Triple-peaked profiles were obtained.

Spectral profiles for emission were then derived for transitions between levels $3P$ and $1S_{1/2}$ (ground state), and $3P$ and $2S_{1/2}$ in the hydrogen atom when a driving field of arbitrary strength coupled levels $2S_{1/2}$ and $3P$. The former profile was double the latter quadruple-peaked.

Lastly master equations were derived for an atom, with two excited levels undergoing radiative decay, when allowance was made for the
possibility of their overlapping. A driving field of arbitrary magnitude coupled the uppermost and ground states. The spectrum for the scattered light resulting from transitions between the uppermost and ground state was found and graphs computed for various field strengths and separations of the excited states.
CHAPTER I

INTRODUCTION

A. Summary

Several calculations concerning radiative decay have been carried out. They involve use of the transition operator technique described by Lehmberg in references [1] and [2].

In Section B of the present chapter a review is given of the background to the calculations. This review explains the terminology and the derivations of certain equations used in the following chapters and is given so that it may be referred back to in the subsequent chapters and detailed explanations need not be given in the body of the text. It is not an original part of the thesis.

Chapter VIII complements Chapter I Section B in giving a discussion of the various approximations used in the thesis and their validity. It also contains reasons for choosing our method of approach and points out the limitations of the Lehmberg method, on which the major part of the calculations is based.

The first two calculations described in Chapters II and III, are outlined in the attached papers published jointly with Dr. L. M. Bali [3], [4]. In Chapter II, [3], radiative decay in a two-level system with excited state coupled by an external perturbation has been considered. The quantum system is simultaneously coupled by a quantised radiation interaction, describing the decay, and by a classical external perturbation. As in Lehmberg's papers [1], [2] the approximation used is that no appreciable secular change occurs in the atomic states during the times of the order of an atomic period. The solutions are valid for times very much greater than the reciprocal of the atomic resonance frequency and
these times may or may not be very much greater than the atomic life-time. The problem is essentially the same as that of Keller and Robiscoe [5] but their theory has been worked out for a time scale very much greater than the atomic life-time, a restriction we have avoided. They also assume the classical external perturbation to be less than the atomic level separation. We do not necessarily assume this but we do assume \( \mu(=|\lambda|^2/\omega^2) \) and \( \beta(=2\gamma/\omega) \ll 1 \) and neglect powers higher than their first order, where \( \lambda \) is a c-number coupling parameter, \( \gamma \) is the decay constant and \( \omega = \omega_0 - \Omega \), where \( \omega_0 \) is the level separation and \( \Omega \) the frequency shift. Our more complete solutions lead to entirely different conclusions from those of Keller and Robiscoe about the effect of the external perturbation on the radiative decay of the system, our most important conclusion being that the equations result in the non-appearance of the new type of modulation factor discovered by Keller and Robiscoe [5]. Our solutions have the advantage of enabling evaluation of expressions for the state populations to be made in a very simple and direct way and they do lead to conclusions similar to those derived, for the three-level problem, by Fontana and Lynch [6].

In Chapter III, [4], the radiative decay of an atom with two closely-lying excited states is considered and the effects on the line shape of spontaneous emission of the atom as a result of the presence of this second excited state is calculated on the assumption no direct transitions can occur between the two close-lying states. Mollow and Miller [7] have shown, in detail, how the effect of spontaneous emission of an atom can be described by considering coupling of the atom to a "bath" of harmonic oscillators representing modes of the electromagnetic field. They consider a two-level atom. Lehmberg's method [1], [2] is an improvement on this as it does not require the use of the Markoff approximation or
that the coupling between the atom and the bath be sufficiently weak to consider its effect up to second order of the coupling constants. The resulting equation is the same as that of Morozov and Shorygin [8], derived using the Heitler–Ma method, when all decay rates are assumed to be equal. It shows that inclusion of the exchange of virtual photons between the excited levels causes a change in the emission line contours which becomes increasingly noticeable when their separation, A >> the decay constants γ. This change involves a shifting of the peak intensity to left or right depending on whether the atom is initially in the uppermost or next to uppermost state respectively.

The spectral profile for the atomic decay (essentially the Fourier transform of a two-time correlation function) is obtained without use of the fluctuation-regression theorem. This method is therefore useful for describing situations where calculations based on perturbation theory become invalid; e.g. in the presence of a very intense radiation field such as that of a laser.

In Chapter IV we consider the problem of a multi-level atom undergoing radiative relaxation. Heisenberg equations of motion are derived for the transition operators using, as previously, a Hamiltonian obtained under both dipole and rotating wave approximations for an atom at the origin of co-ordinates. Contrary to LehMBERG [1], we do not restrict ourselves to specific regions of the spectrum, but rather consider the broad spectrum limit. The possibility of overlapping pairs of levels is ignored in order to simplify the equations, although in Chapter VII this is allowed for in the relatively simple case of the three-level atom. The master equations so derived are used to obtain a general expression for the 2-time atomic correlation function, employing the so-far-avoided Markoff approximation in the manner of Mollow's
paper [9]. This general expression is used in Chapters V and VI to calculate the spectral density of the scattered light for various transitions in potassium and hydrogen atoms. The use of the Markoff approximation, instead of Lehmbreg's approach is necessary at this stage since the equations otherwise require the introduction of various tedious complications for their solution. This is due to the fact that multiplying the transition operator equations, modified by the addition of driving terms, on the right by vacuum state $|0\rangle$ for all $q$ photons does not reduce the number of equations and lead to easy solution as in [2]. Our calculations nevertheless still have the advantage over Hollow's of not being restricted to second order in the coupling constants.

In Chapter V the spectral density of the scattered radiation is found for transitions between (a) levels $5P_{3/2}$ and $4S$ (ground state) and between (b) levels $6S$ and $5P_{3/2}$ in the potassium atom, when strong driving fields couple levels $6S$ and $4P_{3/2}$, $4P_{3/2}$ and $4S$. In both cases (a) and (b) triple-peaked spectral profiles are obtained. The model used consists of 10 of the levels between level $4S$ (ground state) and level $6S$; i.e. ignoring the degeneracy of levels $4S$, $5S$, $4D$ and $6S$. The initial time $t'$ is kept arbitrary in both cases so that we can consider the overall effect of several multiphoton processes and not just single processes of emission or absorption.

Next, in Chapter VI, we apply the general equations to the specific case of emission spectra in the hydrogen atom when strong radiation couples levels $2S_{1/2}$ and $3P$. The two cases considered are the spectral densities of the emitted light for transitions from (a) state $3P$ to $1S_{1/2}$ (ground state) and from (b) state $3P$ to state $2S_{1/2}$ when the atom is naturally initially in state $3P$. Five of the levels between $1S_{1/2}$ (ground state) and $3P$ are considered, namely levels $1S_{1/2}$, $2P_{1/2}$, $2S_{1/2}$, $2P_{3/2}$ and $3P$. In case (a) a double-peaked and in (b) a 4-peaked profile was obtained.
The results of the calculations for the potassium atom are compared with numerous experimental papers on potassium,[10] to [31], bearing in mind that our calculations refer to the overall effect of all the individual types of transitions mentioned in these papers. In ref. [11], the origin of the 3 lines obtained for transitions (b) is said to be a 2- or 3-photon processes. In [28], it is stated that "the observed effects are connected with the splitting of the atomic levels in the external field" as described by the wave function in their expression (1) which shows the splitting of the non-degenerate states of the atom, namely states $4P_{3/2}$ and $6S_{1/2}$, due to the external field. In [29] also they stress "the field origin of absorption line splitting at the $4S_{1/2} \rightarrow 5P_{3/2,1/2}$ transition". They also point out in [29] that when the emission intensity is high enough, distinction between processes involving different numbers of photons becomes groundless. In other words, the perturbation theory approach becomes invalid, as stated earlier. In particular, they use the structure of the $4S_{1/2} - 5P_{3/2} (\lambda = 4044 \text{Å})$ absorption line, as an example, to show that 1-, 2- and 3-photon processes are "mixed-up" in an intense resonance field so that under these conditions it is more relevant to talk about "a SINGLE process of violet absorption in which the line structure is interpreted as a result of FIELD SPLITTING of atomic levels". They point out that "such an approach is in full accord with the spirit of non-linear spectroscopy" and they regard their data "as an experimental verification of one of its main theses". In reference [29], equation (A.8.) for the atomic absorption spectrum also contains a set of equidistant TRIPLETS. In other papers the theoretical stress is on the calculation of cross-sections and population densities.

The results obtained for the hydrogen atom are compared with those of Zernik [32] and Rautian and Sobel'man [33]. In Zernik's paper, he
neglects spontaneous decay from level 3P to 2S when using the strong
signal theory whereas we haven't neglected it entirely. However our
results cannot truly be compared with his, since he considers the
2-photon transition $2S_{1/2}$ to $1S_{1/2}$ through the intermediate level 3P,
whereas we consider only the SINGLE photon processes 3P to $1S_{1/2}$ and 3P
to $2S_{1/2}$. We could only consider such SINGLE photon processes since
we restricted the initial time to $t' = 0$. It was necessary to consider
the processes as starting at level 3P and that the atom had been excited
to that level by the field long ago. Had we not done this but assumed
instead the atom to be initially in level $2S_{1/2}$, the spectral densities
for emission would have been identically zero so that the only alternative
would be to consider $t'$ to be arbitrary as in the previous chapter. In
the paper of Rautian and Sobel'man, a hypothetical atomic system is
considered where $\gamma_{32} \ll \gamma_2$ (in their notation), but we do not assume this,
though for weak fields, we assume $\gamma_{53} \ll \frac{1}{\gamma_{53} + \gamma_{51} - \gamma_{32}}$
their notation $\gamma_{32}$ small, i.e. $\gamma_{32} \ll \gamma_{31} - \gamma_2$ since Zernik
says that spontaneous decay from 3 → 2 is negligible, i.e. $\gamma_{31} \gg \gamma_2$.
We do not specifically assume $\gamma_{32} \ll \gamma_2$. Our calculation is an
improvement on these two papers in that it removes these two restrictions
but all the same it unfortunately only covers single photon emission
processes. We point out how we could modify our calculations to take
into account the 2-photon process at the end of the chapter.

In the following chapter, Chapter VII, we derive equations of
motion for a general 3-level atom allowing for the possibility of over­
lapping of the upper two levels and from these derive an expression for
the power spectrum of the scattered light for transitions between the
uppermost level, 3, and lowermost level, 1, when a strong driving field,
of arbitrary magnitude, couples levels 3 and 1. Curves for the spectral
profiles are computed for various separations of levels 3 and 2 and 
for various magnitudes of the driving field for the case of resonance 
when all decay rates have equal magnitude, as in Chapter III, i.e.
\[ \gamma_{31} = \gamma_{21} = \gamma'_{31} = \gamma'_{21} (= \gamma) \]. A similar model has been used by 
Apanasevich et al. [34] where he considers levels 3 and 2 to be always 
degenerate. In contrast to use, he allows transitions to occur between 
levels 3 and 2. He also limits himself to consideration of a weak field 
so that he can use a linear approximation to obtain two equations, i.e.
equations (2). On the other hand, we have performed a more exact treatment 
involving 9 coupled equations, which is not limited to weak fields.

The computed spectral profiles show that the inclusion of "cross-
type" decay constants, \( \gamma'_{31} \) and \( \gamma'_{21} \), substantially affects the spectral 
profiles for the scattered radiation particularly for values of \( \omega_3 \) around 
\( \omega_3 = 1/2G \), i.e. when the separation of the excited levels is of the 
order of \( \lambda e_c = (\varepsilon_{CL} \Sigma_{21})e_{CD}/\varepsilon \). For this region the profile no longer 
corresponds to that obtained by Hollow in ref. 9, i.e. a central peak 
with 2 side-peaks of equal and lower intensity symmetrically spaced about 
it. For values \( \lambda e_c > \gamma \), when \( \omega_3 < 1/2G \) the LH peak begins to dominate 
over the HH one, until at \( 1/2G \) there are no emission peaks at all. When 
\( \omega_3 > 1/2G \) the LH peak decreases and the HH one increases until the 
Hollow-type situation is again obtained. This phenomenon requires
experimental verification. Calculations taking into account the "cross-
type" decay rates do not appear to have been carried out except for 
weak fields, viz. ref. 34.

Finally we should like to further emphasize that the methods used 
here are preferable to existing methods, particularly the perturbation 
approach, especially when dealing with problems involving strong incident 
radiation.
B. Background

The calculations set out in the following chapters involve the use of the non-relativistic Dirac formulation of quantum mechanics. Before we commence these calculations it would seem fit to explain certain terms which are frequently used.

1.B.1. Hermitian operators

Firstly, most of the operators we shall use, with the notable exception of the boson operators, are hermitian, i.e. they are real linear operators representing dynamical variables which give real numbers when measured. They possess the property of self adjointness so that if $L$ is a hermitian operator

$$L = L^+ \quad (1.B.1)$$

also

$$\langle p | L | b \rangle = \langle b | L | p \rangle^* \quad (1.B.2)$$

for any state vectors $|b\rangle$ and $|p\rangle$. There are two important theorems for all hermitian operators. One being that the eigenvalues of linear hermitian operators are REAL ($\lambda = \lambda^*$), and the other being that two eigenvectors of a linear hermitian operator $L$ belonging to different eigenvalues are orthogonal ($\langle l | l' \rangle = \delta_{ll'}$). The latter theorem is an expression of the orthonormality relation for eigenvectors and applies to the eigenvalue problem in which the norm of vectors, i.e. $\langle l | l \rangle$ is finite, viz.

$$\langle l' | l \rangle = \delta_{ll'} \quad \text{where} \quad \delta_{ij} \text{ is the Kronecker delta} \quad (1.B.3)$$

The completeness or closure relation for discrete, as opposed to continuous, eigenvalues of an observable is
\[ \sum_i \langle l | i \rangle \langle i | l \rangle = I \] where \( I \) is the identity operator. (1.B.4)

These hermitian operators having such a complete set of eigenvectors \( \{ | l \rangle \} \) are called observables. The symbol \( \{ | l \rangle \} \) signifies that the set of vectors is complete and also that the set may be regarded as a particular set of orthogonal unit basis vectors in the sense of

\[ \langle l'| l \rangle = \delta_{l', l} \] (1.B.5)

1.B.2. Matrices

Ket and bra vectors, viz. \( | l \rangle \) and \( \langle l | \) respectively, and linear operators in a space have a matrix representation. The trace of a square finite matrix \( A \) is defined as the sum of the diagonal elements, viz.

\[ \text{Tr}(A) = \sum_i A_{ii} \] (1.B.6)

where \( \text{Tr} \) is the abbreviation for trace and \( A_{ii} \) is the \( i \)th diagonal element. The trace of a product of finite square matrices is invariant under cyclic permutations, i.e.,

\[ \text{Tr}(ABC) = \text{Tr}(BCA) = \text{Tr}(CAB) \] (1.B.7)

1.B.3. Representations

There are three pictures of quantum mechanics: the Schrödinger picture, the Heisenberg picture (which we shall use), and the interaction picture.

In the Schrödinger picture

1. observables (\( p, q \) and \( H \)), which are hermitian operators, are time independent

2. eigenvectors of operators \( p_s, q_s \) and \( H_s \) are stationary (time
independent) vectors \( l_p^>s, l_q^>s, l_E^>s \) and may be taken as basis vectors to represent operators and state vectors, i.e. basis vectors are stationary.

(3) the dynamical state vector \( l\psi_S(t)^> \) moves.

In the Heisenberg picture

(1) operators are time-dependent \( A_H(t) \)
(2) basis vectors move
(3) state vectors remain stationary \( l\psi_H(t_0)^> \).

In the interaction picture

(1) operators are time-dependent \( A_I(t) \)
(2) basis vectors move
(3) state vectors move \( l\psi_I(t)^> \), this marking its sole difference from the Heisenberg picture.

All these descriptions of quantum mechanics are physically equivalent and so any one can be used depending on which is convenient for a particular situation.

The state vectors in the Schrödinger and Heisenberg pictures are related, by definition, by

\[
1\psi_S(t)^> = U(t, t_0)1\psi_H(t_0)^> \quad (1.B.8)
\]

where subscript \( H \) designates Heisenberg picture and \( S \), Schrödinger picture.

The average value of an operator \( A_S \), when it is known with certainty that system is in state \( \psi \), is

\[
\langle A \rangle = \langle \psi_S(t)^> l_A l\psi_S(t)^> \quad \text{in the Schrödinger picture} \quad (1.B.9a)
\]

\[
= \langle \psi_H(t_0)^> l_A^< l\psi_H(t_0)^> \quad \text{which is the average value of } A \text{ at time } t \text{ in the Heisenberg picture}
\]
since we define the operator in the Heisenberg picture by

$$A_H(t) = U^+(t,t_0)A_S(t_0)U(t,t_0)$$ (1.B.9b)

thus making the average the same in both pictures. The latter transformation is called a similarity transformation when $U^+ = U^{-1}$, i.e. when $U$ is unitary, and is valid even if $A_S$ has an explicit time dependence.

The form of $U$, the transformation operator, depends on whether the system is conservative or non-conservative, i.e. whether the Hamiltonian $H$, is time independent $H \neq H(t)$ (conservative system) or time dependent $H = H(t)$ (non-conservative system). We shall be considering non-conservative systems.

For a conservative system

$$U(t,t_0) = \exp \left[ \frac{-iH(t-t_0)}{\hbar} \right]$$ (1.B.10)

and for a non-conservative system

$$U(t,t_0) = 1 - \frac{i}{\hbar} \int_{t_0}^{t} H(t') dt' + \left( \frac{i}{\hbar} \right)^2 \int_{t_0}^{t} \int_{t_0}^{t'} H(t'') dt'' dt' + \ldots$$ (1.B.11)

since $U$ is unitary

$$U^+ U = UU^+ = 1.$$ (1.B.12)

The equation of motion for an observable $A$ in the Heisenberg picture can be obtained by differentiating both sides of the equation for the transformation law with respect to $t$. It is necessary to also use the equation

$$i\hbar \frac{dU}{dt} = HU$$ (1.B.13)
and its adjoint

\[ -i\hbar \frac{dU}{dt} = U^*H \]

and (1.B.12).

Thus,

\[ i\hbar \frac{dA_H}{dt} = [A_H^*,H_H] + i\hbar \frac{\partial A_H}{\partial t} \]

and if \( A_H \) has no explicit time dependence

\[ \frac{dA_H}{dt} = \frac{1}{i\hbar} [A_H^*,H_H] \]

This is the formula we shall be using to derive Heisenberg equations of motion for non-conservative systems.

1.B.4. Boson operators

We shall now consider the properties and nature of boson operators. First we recall that particles in nature having the property that any number may occupy the same dynamical states are called BOSONS. Examples of such particles are light quanta (photons), elastic vibrations in crystals (phonons), \( \alpha \)-particles, etc. We shall be interested in photons and phonons only. Boson creation and annihilation operators, \( a^+ \) and \( a \) respectively, obey the commutation relation

\[ [a,a^+] = 1 \]

\( a^+ \) is also known as the raising operator since when it operates on oscillator state \( |n\rangle \), containing \( n \) quanta, it generates state \( |n + 1\rangle \), containing \( n + 1 \) quanta, i.e.
Similarly $a$ is known as the lowering operator since

$$a|n> = \sqrt{n} |n-1> \quad \text{where } n \text{ is an integer } > 0,$$

and

$$a|0> = 0$$

$N = a^+a$ is known as the number operator since

$$N|n> = n|n> \quad \text{where } n = 0, 1, \ldots , n$$

$n$ being the number of quanta in the wave.

Other commutation relations can be derived from eq. (1.B.17)

$$[a, a^+a] = a$$

$$[a^+, a^+a] = -a^+$$

Although operators $a$ and $a^+$ are non-hermitian the Heisenberg equations of motion still apply, viz.

$$\frac{da}{dt} = \frac{1}{i\hbar} \left[ a, H \right]$$

$$\frac{da^+}{dt} = \frac{1}{i\hbar} \left[ a^+, H \right]$$

For a single boson, of frequency $\omega$, we shall see later that the Hamiltonian is

$$H = \frac{1}{2}(a^+a + \frac{1}{2})$$

where the zero point energy $\frac{1}{2}\hbar\omega$ can be ignored.

Thus for $H$ given in eq. (1.B.24)

$$\frac{da}{dt} = -i\omega a$$
\[
\frac{da_H^+}{dt} = i\omega a_H^+ \tag{1.B.26}
\]

and the solutions are
\[
a_H(t) = U^+(t,0)a_S U(t,0) = a_S e^{-i\omega t} \tag{1.B.27a}
\]
\[
a^+_H(t) = U^+(t,0)a^+_S U(t,0) = a^+_S e^{i\omega t} \tag{1.B.27b}
\]

where \( U(t,0) = e^{-i\omega a^+_a} \quad U^+(t,0) = e^{i\omega a^+_a} \)

The state \( |n> \) can be generated by using eq. (1.B.18) and applying the operator \( a^+ \) to the ground or vacuum state \( |0> \) \( n \) times. Hence
\[
|n> = \frac{a^n}{\sqrt{n!}} |0> \tag{1.B.28}
\]

From the general theory, the orthonormality relations are
\[
<n'|n> = \delta_{n'n} \tag{1.B.29}
\]

i.e. boson eigenstates are orthogonal

and the completeness relation is
\[
\sum_{n=0}^\infty |n><n| = 1 \tag{1.B.30}
\]

i.e. boson eigenstates are complete.

Since the norm of these vectors is finite, they form a complete set of basis vectors for a Hilbert space.

The energy eigenvalues are
\[
E_n = \hbar \omega (n + 1/2) \tag{1.B.31}
\]

where \( n = 0, 1, 2, \ldots \).
Classically any positive value of energy may be obtained when energy is measured but quantum mechanically only discrete values may be obtained. In the limit of large \( n \) (\( n \) is called a quantum number) the discrete character of eq. (1.B.31) is not noticeable and the quantum result becomes the classical result. Since \( \hbar = 10^{-27} \text{ erg sec.} \), \( \hbar \omega \) is small up to optical frequencies where quantum features become important. Since we will be working in the optical region it is obvious that a quantum approach is vital.

1.B.5. Normal ordering (see also Chapter VIII, Section 7)

In order to enable solution of problems involving non-conservative systems, i.e. where \( H = H(t) \), without use of cumbersome iterated solution, a powerful operator technique is employed. This is known as normal ordering. In any simple product term of creation and annihilation operators, the product is a normal one if all annihilation operators appear to the right of all creation operators, e.g. if \( n \) and \( m \) are integers

\[
\begin{align*}
\alpha^+ a^m & \quad \text{is a normal product} \\
\alpha^m a^+ & \quad \text{is not}.
\end{align*}
\]

(1.B.32a) (1.B.32b)

1.B.6. Quantisation of the radiation field (a brief discussion of the remaining sections of this chapter is given in ref. 36)

The quantisation of the electromagnetic (e.m.) field by Dirac enabled the synthesis of the two aspects of radiation and also explained them in a unified way. The first aspect, the wave-like properties of light radiation, is apparent in interference and diffraction experiments and the second aspect, the particle-like properties, is apparent when the radiation is absorbed or emitted by atoms. In Louisell (1974) pp. 149-153 it is shown how the e.m. field is quantised in a cavity.
This is done by showing that the classical radiation field in a vacuum is equivalent to an infinite set of harmonic oscillators suggesting that the radiation field should be quantised in the same way as a harmonic oscillator.

The radiation field in a source-free cavity, i.e. in a vacuum, may be described classically in m.k.s. units by the vector potential \( A(r,t) \) which obeys the wave equation

\[
\nabla^2 A(r,t) = \frac{1}{c^2} \frac{\partial^2 A(r,t)}{\partial t^2} \tag{1.B.33}
\]

The Coulomb gauge in which

\[
\quad \nabla \cdot A = 0 \tag{1.B.34a}
\]

and the scalar potential

\[
\quad \phi = 0 \tag{1.B.34b}
\]

is assumed.

The electric and magnetic fields are

\[
\quad E(r,t) = \frac{\partial A}{\partial t} \tag{1.B.35}
\]

\[
\quad B(r,t) = \nabla \times A \tag{1.B.36}
\]

We may expand \( A \) in the form

\[
\quad A(r,t) = \frac{1}{\sqrt{E_0}} q(t) u_k(r) \tag{1.B.37}
\]

where

\[
\quad \frac{d^2 q}{dt^2} + \omega_k^2 q = 0 \tag{1.B.38}
\]

\[
\quad \nabla^2 u_k(r) = \left( \frac{\omega_k}{c} \right)^2 u_k(r) = 0 \tag{1.B.39}
\]
When we solve eq. (1.B.39) in a cavity with perfectly conducting walls, we obtain a set of normal modes. The resulting equations for the fields will then represent standing waves. But we still find it convenient to represent the fields in terms of plane travelling waves, and so we will write the vector potential as a linear superposition of plane waves in the form

\[ A(r, t) = \sum_{l, \sigma} \frac{2}{\tau} \sqrt{\frac{\hbar}{2\omega l^0}} \epsilon_{l\sigma} \left( a_{l\sigma} \exp[i(k_L \cdot r - \omega_L t)] + a_{l\sigma}^* \exp[-i(k_L \cdot r - \omega_L t)] \right) \]  

(1.B.40)

In the above expression \( \tau \) is the volume of the cavity, which is assumed to be cubic, i.e. \( \tau = L^3 \), although its shape will be seen to have no effect on the derivations. For radiation in FREE SPACE we will let \( \tau + \to \) after the calculations are complete.

In the expression for \( A(r, t) \), \( \epsilon_{l\sigma} \) and the numbers \( a_{l\sigma} \) and \( a_{l\sigma}^* \) are constants. \( \epsilon_{l\sigma} \) will also be assumed to be real throughout our calculations. The vector \( k_L \) is the propagation constant and since each term in the series (1.B.40) must satisfy the wave equation

\[ k_L^2 = \frac{\omega_L^2}{c^2} \]  

(1.B.41)

From the Coulomb gauge condition \( \nabla \cdot A = 0 \), we obtain the transversality condition

\[ \epsilon_{l\sigma} \cdot k_L = 0 \]  

(1.B.42)

showing that \( E = -\frac{\partial A}{\partial t} \) and \( A \) are transverse to the direction of propagation in absence of sources.

Vectors \( \epsilon_{l1} \) and \( \epsilon_{l2} \) are UNIT vectors specifying the polarisation of the plane wave. Each is INDEPENDENT of the other and thus the total
field in (1.B.40) is summed over BOTH polarisations. They are chosen to be perpendicular for convenience so that

\[ \hat{e}_{\perp} \cdot \hat{e}_{\parallel} = 0 \]  

(1.B.43)

We can also define a unit vector \( \hat{k} \) by

\[ \hat{k} = \frac{k}{|k|} \]  

(1.B.44)

Thus eqs. (1.B.43) and (1.B.44) become

\[ \hat{e}_{\perp} \cdot \hat{e}_{\parallel} = \delta_{\sigma\sigma}, \quad \sigma,\sigma' = 1,2 \]  

(1.B.45a)

\[ \hat{e}_{\perp} \cdot \hat{k} = 0 \]  

(1.B.45b)

In order to make the modes DISCRETE it is convenient to require the vector potential to satisfy periodic boundary conditions on opposite faces of the cavity. Thus if \( \hat{i}, \hat{j}, \hat{k} \) are 3 unit vectors along the cube edges, the position vector is \( \mathbf{r} = x\hat{i} + y\hat{j} + z\hat{k} \) and the propagation vector is \( k_x = k_x \hat{\imath} + k_y \hat{j} + k_z \hat{k} \) then as periodic boundary conditions require that

\[ A(\mathbf{r} + L\hat{i}, t) = A(\mathbf{r} + L\hat{j}, t) = A(\mathbf{r} + L\hat{k}, t) \]  

(1.B.46)

they are satisfied if

\[ k = \frac{2\pi}{L} (l_1 \hat{\imath} + l_2 \hat{j} + l_3 \hat{k}) \]  

(1.B.47)

where \( l_1, l_2, l_3 \) are integers from \(-\infty \rightarrow +\infty\).

Thus the propagation constants \( k_{lx} = \frac{2\pi}{L} l_1 \) etc., are restricted to a discrete set of infinite values, and

\[ \Sigma \begin{bmatrix} \infty & \infty & \infty \\ l_1 \infty = & l_2 \infty = & l_3 \infty = \end{bmatrix} \]  

(1.B.48)
The result of this is that the field can now be described by a COUNTABLY infinite set of variables whereas previously the electric and magnetic fields were determined by the values \( A_x, A_y, A_z \) at each point at time \( t \) and these values were UNCOUNTABLY infinite.

For every triplet \((l_1, l_2, l_3)\) there are 2 travelling modes - one for each polarisation \( \sigma \) according to eq. (1.B.40) so that \((l_1, l_2, l_3, \sigma)\) signifies a mode of a given polarisation. There are also forward and backward modes, since if we let \((l_1, l_2, l_3) + (-l_1, -l_2, -l_3)\)

then \( k_{-1} = -k_{1} \) (1.B.49)

and \( \omega_{-1} = \omega_{1} \) (1.B.50)

It is obvious that \( A(\mathbf{r}, t) \) is real since \( \hat{e}_{\lambda\sigma} \) is real

and

\[
a_{\lambda\sigma} \exp\left[i(k_{\lambda}\cdot\mathbf{r} - \omega_{\lambda}\cdot t)\right] = (a_{\lambda\sigma} + \exp\left[-i(k_{\lambda}\cdot\mathbf{r} - \omega_{\lambda}\cdot t)\right])^* \quad (1.B.51)
\]

If we now let

\[
a_{\lambda\sigma}(t) = a_{\lambda\sigma} e^{-i\omega_{\lambda}\cdot t} \quad a_{\lambda\sigma}^+(t) = a_{\lambda\sigma}^+ e^{i\omega_{\lambda}\cdot t} \quad (1.B.52)
\]

and

\[
u_{\lambda\sigma}(r) = \frac{\hat{e}_{\lambda\sigma} \exp(i k_{\lambda}\cdot r)}{\sqrt{\gamma}} \quad u_{\lambda\sigma}^+(r) = \frac{\hat{e}_{\lambda\sigma} \exp(-k_{\lambda}\cdot r)}{\sqrt{\gamma}} \quad (1.B.53)
\]

where the latter 2 variables satisfy the orthonormality relations

\[
\int_{\text{cavity}} u_{\lambda\sigma}^*(r) u_{\lambda'\sigma'}(r) dr = \delta_{\lambda\lambda'} \delta_{\sigma\sigma'} \quad (1.B.54)
\]

then we may use the following expressions for variables \( a_{\lambda\sigma} \) and \( a_{\lambda\sigma}^+ \) in terms of \( p_{\lambda\sigma} \) (momentum) and \( q_{\lambda\sigma} \) (co-ordinate) to describe the field

\[
a_{\lambda\sigma} = \frac{1}{\sqrt{2\pi\hbar_k}} (\omega_k q_{\lambda\sigma} + ip_{\lambda\sigma}) \quad (1.B.55a)
\]
Thus $A(r,t)$ and $E = \frac{\partial A}{\partial t}$ are now expressible in terms of canonically conjugate variables* and the electric field is

$$E(r,t) = i \sum_{\ell, \sigma} \frac{\hbar \omega}{2c_0^2} \left( a_{\ell\sigma}^+(t) e^{i k \cdot r} - a_{\ell\sigma}(t) e^{-i k \cdot r} \right)$$

(1.56)

and since the magnetic field $H = \frac{\nabla \times A}{\mu_0}$

$$H(r,t) = - \frac{1}{c \mu_0} \sum_{\ell, \sigma} \frac{\hbar \omega}{2c_0^2} \left( \hat{e}_{\ell\sigma} \times \hat{k}_\ell \right) \left( a_{\ell\sigma}^+(t) e^{i k \cdot r} - a_{\ell\sigma}(t) e^{-i k \cdot r} \right)$$

(1.57a)

where

$$\nabla \times \left[ \hat{e}_{\ell\sigma} e^{i k \cdot r} \right] = \frac{i}{c} \left( \hat{e}_{\ell\sigma} \times \hat{k}_\ell \right) e^{i k \cdot r} = \frac{i \hbar \omega}{c} \left( \hat{e}_{\ell\sigma} \times \hat{k}_\ell \right) e^{i k \cdot r}$$

(1.57b)

(N.B. so far $a_{\ell\sigma}$ and $a_{\ell\sigma}^+$ commute classically though later we identify them as boson operators.)

At this point we will convert the formulas into the units we shall use in the rest of the thesis, namely those used also by Lehmburë except that $\hbar$ will not be put equal to 1. For convenience we will show how conversions may be made between the units used in our main references with the help of ref. [36], pp. 729-743.
Table 1.5.1

<table>
<thead>
<tr>
<th>Energy State and e, etc.</th>
<th>Neutralized K, N, C, etc.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\epsilon$ replaced by 1</td>
</tr>
<tr>
<td></td>
<td>$\mu^2_{\text{ref}}$ replaced by $1/4$</td>
</tr>
<tr>
<td></td>
<td>$H = \frac{1}{8} \int (</td>
</tr>
</tbody>
</table>

\begin{align*}
E &= \frac{1}{2} \sum_{i,j} \epsilon \phi_i \phi_j^* \nabla \phi_i \nabla \phi_j^* + \int \nabla \phi \cdot \nabla \phi^* d^3 r \\
H &= \frac{1}{2} \sum_{i,j} \epsilon \phi_i \phi_j^* \nabla \phi_i \nabla \phi_j^* + \int \epsilon \phi \cdot \nabla \phi^* d^3 r \\
\end{align*}
Thus, using the following plane-wave representation for \( \mathbf{E} \) and \( \mathbf{B} \):

\[
\mathbf{E}(r,t) = \sum_{l \sigma} \frac{\sqrt{2 \pi \hbar \omega}}{V} \mathbf{e}_{l \sigma} e^{i \mathbf{k}_l \cdot r} \left\{ a_{l \sigma} e^{i \mathbf{k}_l \cdot \mathbf{r}} + a_{l \sigma}^+ e^{-i \mathbf{k}_l \cdot \mathbf{r}} \right\}
\]

\[
\mathbf{B}(r,t) = \sum_{l \sigma} \frac{\sqrt{2 \pi \hbar \omega}}{V} \mathbf{k}_l \times \mathbf{e}_{l \sigma} \left\{ a_{l \sigma} e^{i \mathbf{k}_l \cdot \mathbf{r}} + a_{l \sigma}^+ e^{-i \mathbf{k}_l \cdot \mathbf{r}} \right\}
\]

(1.B.58, 1.B.59)

We can derive the Hamiltonian for the field in the cavity, i.e.

\[
H_R = \frac{1}{8 \pi} \iint_{\text{cavity}} \left| \mathbf{E} \right|^2 d^3r
\]

(1.B.60)

and following the procedure outlined in Appendix A of Louisell [35] we finally obtain

\[
H_R = \frac{1}{2} \sum_{l \sigma} \hbar \omega_l \left( a_{l \sigma} a_{l \sigma}^+ + a_{l \sigma}^+ a_{l \sigma} \right) \quad (\text{the order of } a \text{ and } a^+ \text{ being kept since they will later be treated as non-commuting operators})
\]

\[
= \frac{1}{2} \sum_{l \sigma} \left( p_{l \sigma}^2 + q_{l \sigma}^2 \right)
\]

(1.B.61)

In order to quantise the radiation field hermitian operators are associated with variables \( p_{l \sigma} \) and \( q_{l \sigma} \). Since photons are bosons we may postulate that \( q_{l \sigma} \) and \( p_{l \sigma} \) satisfy boson commutation relations.

Quantisation is necessary to show the particle nature of light. In terms of non-hermitian operators \( a_{l \sigma} \) and \( a_{l \sigma}^+ \) these relations are

\[
[\hat{a}_{l \sigma}, a_{l' \sigma'}^+] = \delta_{l, l'} \delta_{\sigma, \sigma'}
\]

(1.B.62)

i.e. they commute for different oscillators because they are independent,

also

\[
[a_{l \sigma}, a_{l' \sigma'}^+] = 0 = [a_{l \sigma}^+, a_{l' \sigma'}^+]
\]

(1.B.63)

Hence
but the zero-point energy can be neglected since one can change the level from which the energy is measured. Even if it is left in it would not affect the Heisenberg equations of motion. Thus we use

\[ H_R = \sum_{l,\sigma} \hbar\omega_{l\sigma} a_{l\sigma}^+ a_{l\sigma} + \frac{1}{2} \hbar\omega_{l\sigma} \]  

(1.5.64)

Photons are bosons and so satisfy the earlier results given for bosons except that now instead of one oscillator there are an infinite number of independent field oscillators.

Since each cavity mode is independent, a complete set of state vectors may be written as a \textit{single} product of state vectors for each mode; i.e. a state vector for the radiation field may be written as

\[ \mid n_1 \rangle \mid n_2 \rangle \ldots \mid n_m \rangle = \mid n_1 \rangle, n, \ldots, n_m \rangle \]  

(1.5.65)

where each subscript 1, 2, ... stands for the quartet of integers \((l_1, l_2, l_3, \sigma)\). Also the state vector for an assembly of non-interacting bosons must be symmetric under the interchange of any 2 of the bosons.

The effect of \(a_{l\sigma}^+\) and \(a_{l\sigma}\) on the state vectors of eq. (1.5.66) is given by

\[
\begin{align*}
    a_{l\sigma}^+ 1, \ldots, n_{l\sigma}, \ldots, \rangle &= \sqrt{n_{l\sigma} + 1} 1, \ldots, n_{l\sigma} + 1, \ldots, \\
    a_{l\sigma} 1, \ldots, n_{l\sigma}, \ldots, \rangle &= \sqrt{n_{l\sigma}} 1, \ldots, n_{l\sigma} - 1, \ldots, \\
    a_{l\sigma} 0, \ldots, \rangle &= 0 \\
    N_{l\sigma} 1, \ldots, n_{l\sigma}, \ldots, \rangle &= n_{l\sigma} 1, \ldots, n_{l\sigma}, \ldots,
\end{align*}
\]

(1.5.67)

and with this choice, these state vectors are normalised to unity. As in the case of the single oscillator, these operators are in the
Schrödinger picture but may be generalised to the Heisenberg picture; e.g. Heisenberg equations of motion for $a_{\lambda \gamma}(t)$ are

$$\frac{\hbar}{i} \frac{da_{\lambda \gamma}(t)}{dt} = [a_{\lambda \gamma}(t), H_R]$$

$$= -i\omega_k a_{\lambda \gamma}(t)$$ for $H_R$ the radiation field in a vacuum

also

$$a_{\lambda \gamma}(t) = U^*(t, t_0)a_{\lambda \gamma} U(t, t_0)$$

We shall consider what happens in the free space limit $L \to \infty$.

In this limit when we sum over discrete values of $l (l_1, l_2, l_3)$ the values $l_1/L, l_2/L, l_3/L$ became practically continuous and we may replace sums by integrals so that

$$\frac{1}{L^3} \sum_{l} \to \frac{1}{(2\pi)^3} \int \int \int dk_x dk_y dk_z$$

since $k_x = 2\pi l_1/L$ etc.,

and if we transform $(k_x, k_y, k_z)$ from rectangular to spherical polar co-ordinates by means of

$$k = k (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$$

so that the element of volume in $k$ space is

$$dk_x dk_y dk_z = k^2 dk \sin \theta \, d\phi \, d\theta$$

where $\Omega_k$ is the element of solid angle about direction of propagation.
Then

\[ \frac{1}{L^3} \sum L(\phi) \rightarrow \frac{1}{(2\pi)^3} \int k^2 dk \int \sin \theta d\theta \int \frac{2\pi}{0} d\phi(\phi) \]

\[ \rightarrow \frac{1}{(2\pi)^3} \int k^2 dk \int \frac{4\pi}{0} d\phi(\phi) \]

\[ \rightarrow \frac{1}{(2\pi)^3} \int \omega^2 d\omega \int \frac{4\pi}{0} d\phi(\phi) \]  

(1.B.73)

The summation over polarisation index \( \sigma \) will be done as follows,

\( \hat{k}_x, \hat{e}_{k1}, \hat{e}_{k2} \) are all mutually perpendicular

Fig. 1.B.2

If \( \hat{x}_i \) and \( \hat{x}_j \) are unit vectors along \( x_i \) and \( x_j \) axes respectively then

\[ (\hat{e}_{k1})_i = \cos (\hat{e}_{k1} \cdot \hat{x}_i) \]

\[ (\hat{e}_{k2})_j = \cos (\hat{e}_{k2} \cdot \hat{x}_j) \]

\[ (k_i)_1 = \cos (\hat{k}_i \cdot \hat{x}_i) \]  

(1.B.74)
and by the properties of direction cosines

\[(\hat{e}_{\lambda,1})_{\lambda,1} \cdot (\hat{e}_{\lambda,2})_{\lambda,2} + (\hat{\xi}_{\lambda,1})_{\lambda,1} \cdot (\hat{\xi}_{\lambda,2})_{\lambda,2} + (\hat{k}_{\lambda,1})_{\lambda,1} \cdot (\hat{k}_{\lambda,2})_{\lambda,2} = \delta_{ij}\]

or

\[\sum_{\sigma=1}^{2} (\hat{e}_{\lambda,\sigma})_{\lambda,\sigma} \cdot (\hat{e}_{\lambda,\sigma})_{\lambda,\sigma} = \delta_{ij} - (\hat{k}_{\lambda,\sigma})_{\lambda,\sigma} \cdot (\hat{k}_{\lambda,\sigma})_{\lambda,\sigma} = \delta_{ij} - \frac{(k_{\lambda,1})_{\lambda,1} \cdot (k_{\lambda,1})_{\lambda,1}}{k_{\lambda}^2}\]  

(1.B.75)

1.B.7. Interaction of radiation with matter

In the Dirac theory of radiation an atom (A) and the radiation field (R) with which it interacts are considered as a single system and the energy of this system is represented by:

1. the energy of the atom alone, \(H_A\)
2. the energy of the radiation field alone, \(H_R\)
3. a small term = the coupling energy between atom and field, \(V_{AR}\), since atom and field affect one another.

The non-relativistic Hamiltonian for a 1-electron atom in the presence of a radiation field, is

\[H = \frac{1}{2m} (\mathbf{p} - eA)^2 + eV(R) + H_R\]  

(1.B.76)

where electron spin is neglected since energies are not considered to be sufficiently large enough for relativistic effects to be important. In ref. 40, p. 176 it is said that:

"Even for heavy atoms the energy of the K-shell is still \(<mc^2\) and the relativistic correction, though appreciable for X-rays emitted in transitions to the K-shell, does not seriously affect the results."

We shall anyway not be considering heavy atoms here.
Equation (1.B.76) also applies to single valency atoms such as alkali metals, e.g., potassium, which we consider in Chapter V, as well as to hydrogen which we consider in Chapter VI.

\( e \) is the charge on the electron

\( m \) is the mass of the electron

\( V(\mathbf{r}) \) is the potential in which the atom is situated at position \( \mathbf{r} \)

(i.e., Coulomb interaction between electron and nucleus)

\( \mathbf{p} \) is the electron momentum

\( \mathbf{A} \) is the vector potential describing the radiation field.

In the Coulomb gauge \( \nabla \cdot \mathbf{A} = 0 \), hence

\[
H = H_A + H_R + V_{AR}^{(1)} + V_{AR}^{(2)}
\]

\[
= H_0 + V_{AR}^{(1)} + V_{AR}^{(2)}
\]

where

\[
H_A = \frac{\mathbf{p}^2}{2m} + eV(\mathbf{r})
\]

\[
H_R = \frac{1}{8\pi} \int_{\text{cavity}} (|\mathbf{E}|^2 + |\mathbf{B}|^2) d^3\mathbf{r}
\]

\[
= \sum_{\lambda, \sigma} \hbar \omega_\lambda \left( \mathbf{\sigma}_\lambda \cdot \mathbf{a}_\lambda \mathbf{a}^\dagger_\lambda + \frac{1}{2} \right)
\]

when the radiation field is quantised and source-free.

\[
H_0 = H_A + H_R
\]

is the unperturbed Hamiltonian.

\[
V_{AR}^{(1)} = -\frac{e}{m} \mathbf{A} \cdot \mathbf{p}
\]

represents interaction between electron \( \mathbf{p} \) and radiation field \( \mathbf{A} \) and is \( \ll H_0 \). It is of first order in coupling constant \( e \).
represents mutual interaction between different radiation oscillators of the radiation field through coupling of the electron to the field. 

\[ v_{AR}^{(2)} = \frac{e^2}{2m} \Delta^2 \]  

(1.2.80)

\( v_{AR}^{(1)} \gg v_{AR}^{(2)} \) is the only term of importance in our applications. If we use mixed Gaussian units the denominator of \( v_{AR}^{(2)} \) is \( mc^2 \) and so is very large, making it obvious why \( v_{AR}^{(2)} \) is so small. \( v_{AR}^{(2)} \) is important in dispersion and Compton scattering.

The Hamiltonian is in the Schrödinger picture and so must use \( A \) in the Schrödinger picture also and then solve the Schrödinger equation of motion. This cannot be solved exactly and a perturbation approach is used which results in an infinite set of coupled equations for the probability amplitudes. Various approximation techniques can then be used to solve these.

The techniques used depend on the size of the interaction times \( t \) involved compared with the coupling constant, \( g \), in \( v_{AR}^{(1)} \). N.B. in (1.2.79) \( g = e \).

(1) In the case of (a) absorption of radiation by atoms and (b) spontaneous emission by excited atoms the interaction times, \( t \ll g^{-1} \)
and a solution involving perturbation expansion in powers of \( gt \ll 1 \) is adequate.

(2) In the case of the theory of natural line width interaction times, \( t \gg g^{-1} \)
and development in powers of \( gt > 1 \) will converge too slowly to be useful. In this case Wigner-Weisskopf approximation (W-W approximation) can be used to obtain approximate results.

N.B. In the theory of emission and absorption of radiation by atoms
their energy levels can be assumed infinitely sharp even though it is known from experiment that emission and absorption lines have finite width owing to the reaction of the radiation field on the atom. This reaction is caused since the emitting atom generates a radiation field which reacts back on the atom causing the emitted spectral line to have a natural line width. It is with this reaction which we shall be concerned and so this reason we shall not be using a perturbation approach.

Time-dependent perturbation theory (P.T.) is valid only for times short enough that initial state does not change during the course of the interaction. An initially excited atom is bound to change its state and so in order to measure the energy-level separation a sufficient time must be allowed to allow its state to change significantly (according to Heisenberg's uncertainty principle). Perturbation theory is therefore inadequate and one alternative is the W-W approximation.

As an alternative to the W-W method which involves solving the Schrödinger equations of motion, we use the method of Lehmberg which involves solving Heisenberg equations of motion using the Hamiltonian in the Heisenberg representation where $a_{\lambda\sigma}$ and $a_{\lambda\sigma}^\dagger$ are time-dependent. We are particularly interested in radiation damping which results in atoms having a finite line width and so it is obvious that perturbation theory (P.T.) is invalid here as stated above. The initial state will change during the course of the interaction and this is another reason for not using P.T. In Mollow and Miller's paper they point out that 1st. order P.T. only holds good when the density operator for the atom corresponds to a PURE state throughout the interaction. This is just another way of saying that the initial atomic state must not change. We shall explain why this is so later.
1.B.8. Phenomenological model for loss mechanism

When an atom (A) is coupled to a radiation field (R) it spontaneously decays with a finite lifetime which is responsible for the natural line width of the atom. This decay can be visualised as a single quantum system (the atom) coupled to a large number of harmonic oscillators (the radiation field) into which the energy of the atom goes and is thus dissipated. We know that this process involves a loss mechanism (L) and so in order to find the quantitative effect of spontaneous emission a phenomenological model for L must be found. It will be equivalent to, though not the same as, the single atom (A) coupled to the radiation field (R) discussed in Section 1.B.7.

Non-rigorous treatment

The model for L we shall use is based on the model used for the natural theory of line width and is that also used by Senitzky.\(^{[42]}\)

The Hamiltonian for a single mode, frequency \(\omega_0\), of the radiation field in a cavity is

\[
H_A = \hbar \omega_0 A^\dagger A
\]

(see eq. (1.B.61) where \(\omega_\kappa = \omega_0\) and \(\sigma\) is not specified).

(This single mode will later be taken to represent the atom, hence subscript A.) The solution of the Heisenberg equation of motion for \(A(t)\)

\[
\frac{dA}{dt} = i\frac{1}{\hbar} [A, H_A] = -i\omega_0 A
\]

is

\[
A(t) = Ae^{-i\omega_0 t}
\]

If we put in the cavity a phenomenological loss term by analogy with a circuit resistance we then obtain damped solutions of the form
\[
A(t) = Ae^{-i\omega_0 t} - \gamma/2t
\]

(1.B.84a)

\[
A^\dagger(t) = A^\dagger e^{i\omega_0 t} - \gamma/2t
\]

(1.B.84b)

by replacing \(\omega_0\) by \(\omega_0 + i\gamma/2\). But the commutator of \(A\) and \(A^\dagger\) is then

\[
[A(t), A^\dagger(t)] = e^{-\gamma t}
\]

(1.B.85)

since \([A, A^\dagger] = 1\) since \(A\) and \(A^\dagger\) are boson operators. Thus for times \(t << \gamma^{-1}\) all is well but when \(t >> \gamma^{-1}\) the commutator in (1.B.85) approaches zero, violating the uncertainty principle. Since we are interested in times \(t >> \gamma^{-1}\) an ordinary damping term is not an adequate phenomenological model for loss since the Heisenberg operator equations should be identical in form to the classical equations of motion. This model only accounts for the action of the cavity on the loss but we require one which also allows for reaction of the loss back on the cavity.

N.B. If the life-time of the excited atom is very large, i.e. \(\gamma^{-1} >> t\) (the interaction time) we could account for emission and absorption by 1st. order P.T. neglecting reaction of radiation field back on the atom but when the lifetime is short \(\gamma^{-1} << t\) we must take into account the reaction of the field on the atom which results in the natural line width.

In order to describe a loss cavity, we now let a single cavity mode represent the atom and let it be coupled to elastic vibrations in a dielectric material. These vibrations are expanded in normal modes and their energy is then equivalent to a large number of "elastic" oscillators which are then quantised as were the em oscillators earlier. The quanta are known as PHONONS for the elastic waves and as they obey Box-Einstein statistics their Hamiltonian (cf. eq. (1.B.65) is
\[ H_L = \hbar \sum_{\sigma} \omega_{l \sigma} a_{l \sigma}^\dagger a_{l \sigma} \]

\[ = \hbar \sum_q \omega_q a_q^\dagger a_q \quad (1.B.86) \]

There are about \(10^{23}\) atoms in a solid and at the initial time all are at the same frequency \(\omega = \omega_q\). When the atoms are coupled in a solid \(\omega\) spreads into a band of frequencies about the initial frequency \(\omega_q\). Thus

\[ \sum_{q} \omega_q = \frac{10^{23}}{10} \quad (1.B.87) \]

Because the frequencies are very closely spaced with density \(p(\omega_q)\), we shall be able to replace sums over \(q\) by integrals when convenient.

[cf. ref. 1, eq. (2.13) and ref. 2, eq. (11)]

In Hollow and Miller's paper \([7]\) the atom is said to be damped by its coupling to a (ZERO-temperature) "bath" of harmonic oscillators \((L)\) which are taken to represent modes of the em field \((R)\). In this way the damping mechanism represents the effect of spontaneous emission. According to Lehmerberg's Ist. paper it is not necessary either for the bath to be at zero temperature or to specify the initial state of the bath at all although we do find the latter to be necessary.

To summarise, the phonons are thus equivalent to an ensemble of harmonic oscillators in thermal equilibrium with a heat bath at temperature \(T\). We also assume that the dielectric is in a cavity with a mode of frequency \(\omega = \omega_q\).

---

1. We shall see in Chapter VIII, Section 8 that, because of the BROAD nature of the spectrum of loss oscillators, we may use the Markoff approximation when desired. It is also important in other respects also as we shall see.
Phenomenological model for loss mechanism - schematically represented

A - cavity with mode of frequency $\omega_0 = \omega_q$ representing the atom.

In fact a radiation field is emitted by the atom and this field then reacts back on the atom. It is the mode of this field which represents the atom.

L - dielectric material containing elastic vibrations whose energy is quantised in PHONONS. This represents the radiation field. In fact the damping reservoir L is composed of phonons equivalent to \( \varepsilon \) in thermal equilibrium with H.

\( \varepsilon \) - ensemble of harmonic oscillators.

H - heat bath at temperature T.

L is referred to as R, the radiation field,\(^1\) in Lehemberg [1], [2], and also elsewhere in this thesis when we refer to it as the e.m. radiation field. At this point it is referred to as L only to make clear its significance as a loss mechanism. L is referred to as B, the bath, in Hollow's papers [7], [9].

---

1. According to von Foerster [42], normal modes of the e.m. radiation field in a macroscopic cavity are sufficiently numerous and have a sufficiently dense spectrum that they serve as a heat bath for the atom.
A is referred to as S in Lehnberg [1], [2] and later on in this thesis when it is referred to as the atom cavity system.

Before the two systems L and A are coupled, the Hamiltonian for the loss oscillators (phonons) and the cavity mode (photons) as

$$H_0 = H_A + H_L$$

$$= \hbar \omega_0 A^\dagger A + \hbar \sum_{q} \omega_q a_q^\dagger a_q$$

(1.B.88)

where \([A, A^\dagger] = 1, [A, \{A, A^\dagger\}] = 0\) and the A's and a_q's all commute with each other. Here \(a_q\) and \(a_q^\dagger\) are PHONON annihilation and creation operators respectively. We assume that \(H_0\) describes the state of the whole system before \(t = 0\) when the cavity mode (e.m. field) \((A)\) is uncoupled from the lattice modes (elastic field, L).

---

1. In fact for an atom with two levels this would be an anti-commutator if, for levels \(l_1\rangle\) and \(l_j\rangle\), where \(j > 1\), the operators \(A\) and \(A^\dagger\) are identified as

$$A = l_1\rangle\langle j_1 = P_{ij}$$

$$A^\dagger = l_j\rangle\langle l_1 = P_{ji}$$

(see Lehmberg [1] for definition of \(P_i\))

(1.B.89)

and then \([A, A^\dagger] = P_{ij} - P_{ji} \neq 1\), whereas the anti-commutator \([A, A^\dagger] = P_{ij} + P_{ji} \neq 1\).

If \(A\) and \(A^\dagger\) are defined by eq. (1.B.89) then they are pseudo-spin operators for the atom and have entirely different properties from boson operators (cf. pp. 81-84, ref. [35]) and it is because fermions obey the Pauli exclusion principle that they do not satisfy the relation \([A, A^\dagger] = 1\).

Fermion operators also satisfy

$$A^{\dagger 2} = A^2 = 0$$

since

$$A^{\dagger 2} = l_j\rangle\langle j_1 l_i\rangle\langle l_1 = \delta_{ij} l_1\rangle\langle l_1 = 0 \text{ for } i \neq j$$

and

$$A^2 = l_1\rangle\langle j_1 l_i\rangle\langle j_1 = \delta_{ij} l_1\rangle\langle j_1 = 0 \text{ for } i \neq j$$

(1.B.90)

Further properties of these operators are given on pages 131-134 of ref. [35].

In eq. (1.B.88) \(A\) and \(A^\dagger\) are identified as boson operators for the atom since the atom is represented as a cavity mode of frequency \(\omega_0 \approx \omega_q\).
Let \( \rho^{(A)}(0) \) be the density operator describing the ensemble of radiation oscillators at \( t = 0 \), while \( \rho^{(L)}(0) \) describes the ensemble of loss oscillators. \( \rho^{(L)}(0) \) is specified in Louisell, p. 257 \([35]\) as a Boltzmann distribution, since \( L \) is assumed to be in thermal equilibrium at temperature \( T \).

\[
\rho^{(L)}(0) = \frac{e^{-\beta H_L}}{\text{Tr}(e^{-\beta H_L})}
\]  \hspace{1cm} (1.8.91)

where \( \beta = (KT)^{-1} \) and \( K \) is Boltzmann's constant. We shall specify \( \rho^{(A)}(0) \) later.

In order for the e.m. field \( (A) \) to interchange energy with the lattice vibrations \( (L) \) there must be a coupling between the two fields e.g. for an ionic lattice this would be accomplished by charges on the ions interacting with the e.m. field, whereas in a crystal there may be dipoles that interact with the field. We shall, in fact, be considering atomic vapours in which the atomic dipoles interact with the field but, no matter what the mechanism for coupling, the simplest energy preserving Hamiltonian is

\[
V_{AL} = \sum_q (g_q A_q^\dagger + g_q^* A_q^\dagger A)
\]  \hspace{1cm} (1.8.91)

where the operators are normally ordered. (Compare eq. (1.8.91) with \( V_{AR}^{(1)} \) of (1.8.79) which is of the same order.) This is the interaction Hamiltonian in the resonant form. The coupling coefficients \( g_q \) will later be assumed REAL. They are small compared with \( \omega_0 \) or \( \omega_q \) and will depend on the parameters involved in the actual coupling mechanism, such as charge, or dipole moments of crystal atoms (see rigorous treatment). Physically, the above phenomenological coupling terms couple significantly only those phonons for which \( \omega_q \approx \omega_0 \), the cavity mode frequency.
Eq. (1.B.91) is hermitian, but a term of the form

\[ g_q a_q^* A^t + g_q^* A a_q \]  

(1.B.92)

is also hermitian and of the same order in the strength of coupling. It is not included since its effect would be small. When there is no coupling, \( g_q = 0 \) and, from eq. (1.6.88)

\[
\frac{dA(t)}{dt} = \frac{1}{i\hbar} \left[A, H_0\right] = -i\omega_0 A
\]

(1.B.93)

\[
\frac{da_q(t)}{dt} = \frac{1}{i\hbar} \left[a_q, H_0\right] = -i\omega_q a_q
\]

hence

\[ A(t) = A e^{-i\omega_0 t} \]

(1.B.94)

and

\[ a_q(t) = a_q e^{-\omega_q t} \]

Since \( g_q \ll \omega_q \ll \omega_0 \), we expect that when the coupling is turned on \( A \) and \( a_q \) on the RHS of (1.B.94) will be only slowly varying functions of time, i.e. little altered by the small coupling terms. Thus,

\[ a_q^+(t)A^+(t) = e^{i(\omega_q - \omega_0)t} \]

\[ = e^{2i\omega_q t} \]

\[ a_q^+(t)A(t) = e^{i(\omega_q - \omega_0)t} \]

\[ = 0 \]

\[ = 1 \]

I.E. terms in (1.B.91) are approximately d.c. whilst those in (1.B.92) are rapidly varying and according to von Foerster[43] only contribute to physical processes as higher order terms and can therefore be neglected. In fact the interaction will be in effect for many cycles of \( \omega_q \) so that

\[ g_q = \omega_q^{1/2} \] (see eq. (1.B.99)).
terms in eq. (1.B.92) will almost average to zero compared with those of (1.B.91) and so the former are neglected in order to simplify the equations. This is known as the rotating-wave approximation, the importance of which will be discussed in Chapter VIII, Section 3. When the coupling becomes stronger, i.e. when $g_q$ is large, neglecting these extra terms would not be justified.

We assume that the interaction starts at $t = 0$ and that the Hamiltonian for a single cavity mode coupled to many oscillators is approximately given by

$$H = H_0 + V_{AL}$$

$$= \hbar \omega_0 A^+ A + \hbar \sum \omega_a \hat{a}_a^+ \hat{a}_a + \hbar \sum (g_a \hat{a}_q^+ + g_q^* \hat{a}_a)$$  \hspace{1cm} (1.B.95)

---

**Table 1.B.2**

<table>
<thead>
<tr>
<th>Notation of main references:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Louisell [35]</strong></td>
</tr>
<tr>
<td><strong>Atom</strong></td>
</tr>
<tr>
<td><strong>Loss Mechanism</strong></td>
</tr>
<tr>
<td><strong>Density (photon)</strong></td>
</tr>
</tbody>
</table>

1. We shall see that $g_q = \frac{2\pi a_q}{\hbar V^{1/2}} \sqrt{\frac{\hbar}{2}} (e_q^2)$ eq. (1.B.99), so that $g_q$ would be large, if $\hbar$, $\omega_q^{1/2}$ and $e_q^2$ are large and $V^{1/2}$ is small, although the latter will not occur since we shall be considering free-space where $V = \infty$. 

---
Rigorous treatment

According to Lehmborg [2], $V_{AL}$, the Hamiltonian for the coupling between the e.m. field and the lattice vibrations, can be written, in the dipole approximation (see Chapter VIII, Section 2 for a discussion on this), as

$$V_{AL} = -E(r,t) \cdot P(A + A^\dagger)$$

$$= -E(r,t) \cdot d(t) \quad \text{in Hollow's notation} \quad (1.B.96)$$

where $d(t) = P(A(t) + A^\dagger(t))$ is the dipole moment operator for the atom and $P = \langle j dl i l \rangle$. $E(r,t)$ is given by (1.B.58), viz.

$$E(r,t) = \sum_{k,\sigma} \frac{2\pi\hbar \omega}{V} \hat{e}_{k \sigma} \cdot \mathbf{\hat{P}} \{ a_{k \sigma} e^{-ik \cdot \mathbf{r}} + a^{\dagger}_{k \sigma} e^{-ik \cdot \mathbf{r}} \} \quad (1.B.97)$$

for transverse plane wave modes.

Substituting we obtain

$$V_{AL} = -\sum_{k,\sigma} \frac{2\pi\hbar \omega}{V} \hat{e}_{k \sigma} \cdot \mathbf{\hat{P}} \{ a_{k \sigma} e^{ik \cdot \mathbf{r}} + a^{\dagger}_{k \sigma} e^{-ik \cdot \mathbf{r}} \} (A + A^\dagger)$$

$$= -\sum_{k,\sigma} \frac{\hbar \omega}{\hbar V} \hat{e}_{k \sigma} \cdot \mathbf{\hat{P}} \{ e^{ik \cdot \mathbf{r}} A^\dagger a_{k \sigma} + e^{-ik \cdot \mathbf{r}} a^{\dagger}_{k \sigma} a A$$

$$+ e^{-ik \cdot \mathbf{r}} A^{\dagger} a_{k \sigma} + e^{ik \cdot \mathbf{r}} a^{\dagger}_{k \sigma} a^{\dagger} \} \quad (1.B.98)$$

where $\hat{e}_{k \sigma} = \frac{2\pi\hbar}{\hbar V} \hat{e}_{k \sigma} \cdot \mathbf{\hat{P}}$ and therefore $\hat{e}_{k \sigma}$ is real for $\mathbf{\hat{P}}$ real, since $\hat{e}_{k \sigma}$ has already been assumed real.

For the atom at the origin of co-ordinates in the dipole and R.W. approximations

$$V_{AL} = -\sum_{k,\sigma} \frac{\hbar \omega}{\hbar V} (A^\dagger a_{k \sigma} + a^{\dagger}_{k \sigma} A) \quad (1.B.100)$$

which, but for the negative sign, which could be absorbed in the definition
of $\varepsilon_{\lambda\sigma}$ by the introduction of a phase factor $e^{i\pi}$, agrees with (1.B.95).

We shall see, in Chapter II, that phase factors in the Hamiltonian have no effect.

In Appendix I we shall show what happens when the Hamiltonian is used with

$$V_{AL} = -\sum_{\lambda,\sigma} E_{\lambda\sigma}(S a_{\lambda\sigma} e^{ikz \cdot R} + e^{-ikz \cdot R} a_{\lambda\sigma}^\dagger S)$$  \hspace{1cm} (1.B.101)

where $S = A + A^\dagger$.

It is shown there that this more rigorous treatment only results in negligible high frequency terms, and frequency shift modifications, which we can neglect, as they are not our main concern.

Hence the complete Hamiltonian for a 2-level atom, considering radiation damping, in the dipole approximation, is

$$H = \hbar \omega A^\dagger A + \frac{1}{8\pi} \int (|E|^2 + |B|^2) d^3r - E(|z\cdot t),B(A + A^\dagger)$$  \hspace{1cm} (1.B.102)

where $H, A, A^\dagger, E, B$ are all time-dependent in the Heisenberg picture.

This becomes, on using eqs. (1.B.58) and (1.B.59), for operators normally ordered,

$$H = \hbar \omega A^\dagger A + \sum_{\lambda,\sigma} E_{\lambda\sigma} a_{\lambda\sigma}^\dagger a_{\lambda\sigma} - \sum_{\lambda,\sigma} \hbar E_{\lambda\sigma}(Sa_{\lambda\sigma} e^{ikz \cdot R} + a_{\lambda\sigma}^\dagger e^{-ikz \cdot R})$$  \hspace{1cm} (1.B.103)

when the zero point energy is discarded,

where

$$\varepsilon_{\lambda\sigma} = \sqrt{\frac{2\pi \omega}{hV}} \varepsilon_{\lambda\sigma} \cdot \vec{k}$$

$$S = A + A^\dagger$$

$V$ is the normalisation volume

$\varepsilon_{\lambda\sigma}$ is the unit polarisation vector

$\vec{k} \lambda$ is the propagation vector.
\[ \hat{e}_{x \sigma} \hat{k}_z = 0, \text{ for the Coulomb gauge, i.e. } E \text{ and } B \text{ transverse to direction of propagation } \hat{k}_z. \]

\( a_{x \sigma} \) and \( a^+_{x \sigma} \) are the annihilation and creation operators of the \( i^{th} \) mode of polarisation \( \sigma \), and \[ [a_{x \sigma}, a^+_{x \sigma}] = \delta_{x \sigma} \delta_{i j} \delta_{\sigma \sigma^*}, \] since they are boson operators.

According to von Foerster, \[ [43] \] in the simplest case, the internal structure of the atom is irrelevant and its energy levels are sufficiently widely spaced that only 2 levels are important: a ground state and an excited state. If the atomic states are \( \mid i \rangle \), the ground state, and \( \mid j \rangle \), the single excited state of energy \( \hbar \omega_0 \), then transitions between these states can be described mathematically by the operators,

\[
\begin{align*}
A &= \mid i \rangle \langle j \mid = P_{ij}, \text{ the lowering operator for the atom} \\
A^+ &= \mid j \rangle \langle i \mid = P_{ji}, \text{ the raising operator for the atom} \\
A^+ A &= \mid j \rangle \langle j \mid = P_{jj}
\end{align*}
\]

where \( P_{ij} \) and \( P_{ji} \) are transition operators as defined in ref. \[ 1 \].

\[
\begin{align*}
A \mid j \rangle &= \mid i \rangle \langle j \mid \mid j \rangle = \mid i \rangle \\
A^+ \mid i \rangle &= \mid j \rangle \langle i \mid \mid i \rangle = \mid j \rangle
\end{align*}
\]

and this shows why \( A \) and \( A^+ \) are referred to as lowering and raising operators respectively.

\[ \begin{array}{c}
\text{Excited state} \\
\mid j \rangle, E_1 = \hbar \omega_0
\end{array} \]

Ground state 
\[ \mid i \rangle, E_1 = 0 \]

Fig. 1.B.4
Since the atomic states form a complete set, i.e.:

\[ |i > < i| + |j > < j| = I \]

one can expand an arbitrary operator in terms of basis operators

\[ |i > < i| = \mathbf{A} \mathbf{A}^\dagger \]

and

\[ |j > < j| = \mathbf{A}^\dagger \mathbf{A} \]

We shall be considering the dipole matrix element for the atom,

\[ \mathbf{p} = < j | e | i >, \]

to be real. Since the matrix is hermitian \( \mathbf{p} = \mathbf{p}_{ji} = \mathbf{p}_{ij}^* \)
and so far \( \mathbf{p} \) to be real this means that \( \mathbf{p} = \mathbf{p}_{ji}^* \) also so that in all

further equations the ordering of the indices of \( \mathbf{p} \) will be considered

unimportant.

Finally, in this section, we shall give the form of the Hamiltonian
to be used in our calculations. It includes the R.W.A., and assumes the
atom to be at the origin of co-ordinates, since, when its interaction
with other atoms is negligible, its position relative to them has no
significance (see Chapter VIII, Section 2, where this is shown to be true
in the long wavelength limit). The Hamiltonian is

\[ H = \hbar \omega \mathbf{a}^\dagger \mathbf{a} + \sum_{l, l'} \hbar \omega_{l l'}^{x x} \mathbf{a}^\dagger_{l l}^{x x} \mathbf{a}_{l l}^{x x} - \sum_{l, \sigma} \hbar \omega_{l l}^{x x} \mathbf{a}^\dagger_{l l}^{x x} + \mathbf{a}_{l l}^{x x} \mathbf{a}_{l l}^{x x} \]

(1.B.105)

1.B.9. Density matrix formation

According to Mollow and Miller, the coupling of the atom (S) to the bath (R) makes it necessary to describe the state of the atom by means of a density operator, since an initially pure state becomes mixed under the influence of the damping mechanism. (In Chapter VIII, Section 6 various papers for, and one against, considering the states becoming mixed are discussed.)
As pointed out by Lehmberg,[1] in most treatments, three assumptions are made:

(i) R has a broad continuum of modes coupled more or less uniformly to S.

(ii) The initial full density operator can be written as

\[ \rho(0) = \rho^S(0)\rho^R(0) \]  \hspace{1cm} (1.B.106)

where \( \rho^S(0) \) describes the initial state of S, which is an arbitrary mixed state, and \( \rho^R(0) \) is the thermal equilibrium distribution for R which is in a pure state.

Eq. (1.B.106) means that at \( t = 0 \), before the loss oscillators are coupled to the cavity, system S and reservoir R are independent and so the density operator factors into a direct product.

(iii) R is only slightly affected by its interaction with S.

The last assumption need not be used in Lehmburg's method and is made only so that the approximation

\[ \rho(t') = \rho^S(t')\rho^R(0), \]  \hspace{1cm} (1.B.107)

namely the Markoff approximation, which will be discussed in Chapter VIII, Section 8, can be used to replace the actual density operator \( \rho(t') \) by the factorised expression \( \rho^S(t')\rho^R(0) \) when it occurs in second order terms. According to Mollow and Miller,[2] the criterion given for this approximation is that excitations induced in the bath R by its interaction with the atom S remain small throughout the experiment and so, as far as its effect on the atom is concerned, the state of R at any time may be approximated by its initial state, i.e. \( \rho^R(t') = \rho^R(0) \). This is true when the reservoir, R, is very large, i.e. in other words, if the radiation field is very strong.
If $H$ and $\rho(t)$ represent the complete Hamiltonian and density operator respectively and if $S$ is described by basis states $|l_m\rangle$ and eigenstates $\{m\}$ then the components of the reduced density operator can be written in the Heisenberg picture as:

$$
\rho_{l,m}^{(S)}(t) = \langle l | \text{Tr}_R \rho(t) | m \rangle = \text{Tr}(\rho(0)P_{m,l}^{(S)}(t)) = \langle P_{m,l}^{(S)}(t) \rangle
$$

(1.6.108)

where $\text{Tr}_R$ denotes trace over reservoir co-ordinates only, and $\text{Tr}$ denotes trace over both reservoir and system co-ordinates.

Eq. (1.6.108) can be explained more fully as follows:

$$
\rho_{l,m}^{(S)}(t) = \langle l | \text{Tr}_R \rho(t) | m \rangle, \text{ since } \text{Tr}_R \rho(t) = \rho^{(S)}(t) \text{ and } \text{Tr}_S \rho(t) = \rho^{(R)}(t)
$$

$$
= \langle l | \langle R | \rho(t) | R \rangle | l \rangle \text{ from eq. (1.6.6)}
$$

$$
= \sum_{R} \langle l | \langle R | \rho(t) | R \rangle | l \rangle \text{ from eq. (1.6.6)}
$$

$$
= \sum_{R} \langle l | \langle R | \rho(t) | R \rangle | l \rangle \text{ since the eigenstates of } S \text{ form a complete set, i.e. } 11S \langle S | = I
$$

$$
= \sum_{S,R} \langle l | \langle R | \rho(t) | R \rangle | l \rangle \text{ since the eigenstates of } S \text{ form a complete set, i.e. } 11S \langle S | = I
$$

$$
= \sum_{S,R} \langle l | \langle R | \rho(t) | R \rangle | l \rangle \text{ from eq. (1.6.6)}
$$

$$
= \sum_{S,R} \langle l | \langle R | \rho(t) | R \rangle | l \rangle \text{ from eq. (1.6.6)}
$$

$$
= \sum_{S,R} \langle l | \langle R | \rho(t) | R \rangle | l \rangle \text{ from eq. (1.6.6)}
$$

$$
= \text{Tr}_{S,R}(\rho(t)P_{m,l}^{(S)}(0)) = \text{Tr}_{S,R}(\rho(t)P_{m,l}(0)) \text{ since } \rho(t) = U_{\rho}^{(0)}U_{\rho}^{\dagger} \text{ as will be shown in eq. (1.6.125)}
$$
\[ = \text{Tr}_{S,R} \{ \rho(0) U_m^* (O) U \}, \quad \text{since} \ \text{Tr}(AB) = \text{Tr}(BA) \]

(see eq. (1.B.7))

\[ = \text{Tr}_{S,R} \{ \rho(0) p_{m,t}(t) \}, \quad \text{from eq. (1.B.96), i.e.} \]

\[ p_{m,t}(t) = U^* p_{m,t}(0) U \]

\[ = \langle p_{m,t}(t) \rangle \quad \text{by definition} \]

\(p_{m,t}(t)\) is known as a generalised projection operator or transition operator and is defined in the Heisenberg picture as

\[ p_{m,t}(t) = \langle \lambda_m^t | t \rangle = e^{i\frac{H_0}{\hbar} t} \langle \lambda_m^0 | t \rangle e^{-i\frac{H_0}{\hbar} t} \quad \text{(1.B.109a)} \]

and in Chapter II is put equal to \( A_m^+ (t) A_m(t) \), where the atomic operators satisfy \( [A_m^+, A_m^+] = 0 \), \( [A_m^+, A_m] = \delta_{m,m'} \).

Also

\[ p_{m,t}(0) = \langle \lambda_m^0 | \lambda \rangle \quad \text{(1.B.109b)} \]

where it is assumed that \( \lambda_m^0 = \lambda_m^0, t=0 \) and \( \lambda \lambda = \langle \lambda, t=0 \rangle \).

In the formalism presented in Lehmerg's lst. paper\([1]\) the dynamical properties of the damped system are calculated from \( p_{m,t}(t) \) rather than \( \rho(t) \). Damped equations of motion can be derived for all \( p_{m,t}(t) \) if \( R \) consists of a BROAD-land distribution of harmonic oscillators even if \( S \) is a multi-level system. (We shall consider multi-level systems in later chapters.) The initial states of \( R \) need not be specified and the treatment need not be restricted to 2nd. order in the S-R coupling, i.e. to 2nd. order in \( g_q \).

If \( R \) is a collection of harmonic oscillators, then one can derive damped equations of motion for the amplitude operators of \( S \), without explicitly using assumptions (ii) or (iii). Only unperturbed reservoir
co-ordinates appear in these equations, the perturbation due to $S$ being entirely absorbed in the damping constant and frequency shift. Similar damped equations are derived in Chapters V onwards for the reduced density-matrix elements of multi-level atoms which provide a convenient and nearly exact starting point for studying their interaction with known radiation fields.

Although the initial state of the damping radiation need not be specified, when it is, the transition operator equations lead immediately to those for the reduced density matrix as we shall show using assumption (ii) also.

1. We find equations of motion for $P_{m_0}(t)$,
2. we derive from them equations of motion for $X_{m_0}(t) = <ii|P_{m_0}(t)|ii>_R$,
3. and, from these, equations of motion for $\rho_{l,m_0}^{(S)}(t) = \sum_l <S1X_{m_0}(t)|\rho^{(S)}(0)|lS>_R$ where $|ii>_R$ is the initial state of $R$.

Now

$$\rho_{l,m_0}^{(S)}(t) = \text{Tr}_{R,S}\{\rho(0)P_{m_0}(t)\} = <P_{m_0}(t)> \quad \text{from eq. (1.B.108)}$$

$$= \text{Tr}_{R,S}\{P_{m_0}(0)\rho(0)\} \quad \text{since Tr}(AB) = \text{Tr}(BA)$$

$$= \sum_l <R_S S_{l,m_0}(t)\rho(0)|lS>_S \quad \text{see (1.B.7)}$$

$$= \sum_l <R_S S_{l,m_0}(t)\rho^{(S)}(0)|\rho^{(R)}(0)|lS>_S \quad \text{from (1.B.106)}$$

$$= \sum_l <R_S S_{l,m_0}(t)\rho^{(S)}(0)|il><il|lS>_S \quad \text{since } \rho^{(R)}(0) = |ii><ii|, \text{ i.e. reservoir is in a pure state at } t = 0.$$
From this we conclude that we never need all the information contained in \( \rho(t) \) (see p. 184, ref. 34) but only need the reduced density operator defined by

\[
\rho^{(S)}(t) = \text{Tr}_R \rho(t).
\]

N.B. 

\[
a_{ii} = \sqrt{i} a_{i-1}
\]

where \( i \) = no. of photons in reservoir mode at \( t = 0 \)

or if \( ii \rangle = 10 \rangle

\[
a_{10} = 0
\]

We shall be considering the initial state of \( R \) to be a vacuum state when we consider external fields classically. But when we consider driving fields in Chapters V onwards we shall consider them both classically in which case \( ii \rangle \) equals \( 10 \rangle \), and also quantum mechanically using Glauber's notation. Both methods will be seen to give the same result except that Glauber's approach is more consistent.

We might add that in the case of a WEAK field Hollow and Miller [7] say that one can assume the atom remains in a pure state and add a phenomenological damping term [as in their eq. (3.13)] to the equation...
for the time derivatives of the amplitude of the excited state. They use a 1st. order P.T. approximation and assume the density operator for the atom corresponds to a pure state, i.e.

$$\rho^{(S)}(t)' = \lim_{\Delta t \to 0} \frac{\rho(S)_{tt} - \rho(S)}{\Delta t}$$ for an initially unexcited atom

where

$$\lim_{\Delta t \to 0} \rho(S)_{tt} = \lim_{\Delta t \to 0} \rho(S)$$

and

$$\rho(S)_{tt} = \langle j | \rho^{(S)}(t)' | l \rangle$$

But in the general case they point out that the initially unexcited atom becomes MIXED as a result of coupling to its bath R.

We shall be considering in Chapters V onwards the effects of fields which are not necessarily weak and so even were the atom initially unexcited (which it probably won't be anyway) P.T. cannot be used in this way.

From the above explanations some meaning of density operators has emerged but we shall explain their properties and importance a little further before proceeding to use them in the following chapters.

Basically density operators, first introduced by von Neumann, are necessary because in both classical and quantum mechanics, though for different reasons, a lack of knowledge of the system under study requires a statistical approach. In quantum mechanics this lack is due to the fundamental nature of the disturbance caused by the measure itself. There are 2 main situations:

(1) in which the state of the system can be represented by a definite wave function or state vector $|\psi\rangle$ and hence the system is said to be in a pure state. I.E. we have as much knowledge about the system as is allowed quantum mechanically.
(2) the state of the system is not completely known and it is said to be in a mixed state.

In case (1) each system in the ensemble, similar to the one under study, is the same, whereas in case (2), each system is in a different possible state weighted by a probability \( p_\psi \), according to some partial knowledge of the system.

For case (1) the ensemble average of an observable \( A \), which is the same as the value of \( A \) for the system, is

\[
\langle A \rangle = \frac{\langle \psi | A | \psi \rangle}{\langle \psi | \psi \rangle} = \langle \psi | A \phi \rangle \quad \text{for} \quad \langle \psi | \psi \rangle = 1
\]

(1.B.112)

whereas for case (2) if there is a probability \( p_\psi \) that the system is in state \( \psi \rangle \), then

\[
\langle A \rangle = \sum_\psi p_\psi \langle A \rangle \quad \text{for} \quad \langle \psi | \psi \rangle = 1
\]

\[
= \sum_\psi p_\psi \langle \psi | A | \psi \rangle
\]

(1.B.113a)

where \( \langle \psi | \psi \rangle = 1 \) is assumed.

N.B. different states \( \psi \rangle \) are not necessarily orthogonal, i.e. \( \langle \psi | \psi' \rangle \) is not known.

\( \Sigma \) is over all possible states \( \psi \rangle \) of the system.

Also \( p_\psi \geq 0 \) and \( \sum_\psi p_\psi = 1 \) (properties of probability) (1.B.113c)

The density operator \( \rho \) was introduced in order to aid in calculating ensemble averages. It is defined by
\[ \rho = \sum \psi_p \langle \psi_1 \rangle \]  

for mixed states, and describes an ensemble of quantum systems.

Since \( \rho \) is an operator it can have a matrix representation, e.g.

for an ensemble of harmonic oscillators with basis vectors represented

by energy eigenvectors \( \{ \langle n \rangle \} \) we can write eq. (1.B.114) in this

representation, as the density matrix

\[ \langle n l \langle n' \rangle = \sum_{\psi_p} \langle \psi_n \rangle \rho_{\psi_p} \langle \psi_n \rangle \]  

(1.B.115)

The density operator has various properties which are proved in

ref. 35, pp. 222 onwards.

(i) \( \text{Tr} \rho = 1 \)  

(1.B.116)

(ii) \( \text{Tr} \langle \psi \rangle \langle \psi_1 \rangle = \langle \psi \langle \psi_1 \rangle \rangle \)  

(1.B.117)

N.B. A trace may be taken in any representation, viz.

\( \text{Tr} \langle \psi \rangle \langle \psi_1 \rangle = \sum_{n} \langle \langle n \rangle \rangle \langle \langle n \rangle \rangle \langle \langle n \rangle \rangle \langle \langle n \rangle \rangle \) as long as the set \( \{ \langle n \rangle \} \) is complete.

(iii) \( \langle A \rangle = \text{Tr} \rho A \)  

(1.B.118)

Also \( \langle f(A) \rangle = \text{Tr} \rho f(A) \)

(iv) \( \rho = \rho^\dagger \) i.e. \( \rho \) is hermitian  

(1.B.119)

(v) \( \rho \) is positive definite

since if \( \langle \psi \rangle \) is any ket

\[ \langle \psi \langle \psi_1 \rangle \rangle = \sum_{\psi_p} \langle \psi_1 \rangle \langle \psi_1 \rangle \]  

\[ = \sum_{\psi_p} \langle \psi_1 \rangle \langle \psi_1 \rangle \]  

(1.B.120)

\[ \geq 0 \quad \text{since} \quad \rho_{\psi_p} \geq 0 \]  

and real since \( \rho_{\psi_p} \) is real and \( 1 \langle \psi_1 \rangle \langle \psi_1 \rangle \) is real.
Therefore diagonal matrix elements of $\rho$ are always real and positive.

Since $\text{Tr} \rho = 1$

we also have $\sum_n \langle n | \rho | n \rangle = 1$ i.e. $\sum_n \rho_{nn} = 1$

so each diagonal element of $\rho$ in any representation possesses a real value between 0 and 1, i.e. $0 \leq \rho_{nn} \leq 1$.

We can now define a density operator as a positive definite hermitian operator of trace 1 which can represent an ensemble. It may be written in form (8.9.9).

(vi) $\text{Tr} \rho$ is invariant under a unitary transform.

If $S$ is the unitary transformation matrix

$$S^\dagger = S^{-1}$$

and if $S \rho S^\dagger = \rho'$

then $\rho'$ is diagonal.

$$\text{Tr} S \rho S^\dagger = \text{Tr} \rho'$$

but $\text{Tr} S \rho S^\dagger = \text{Tr} \rho S^\dagger S$ since trace is invariant under cyclic permutation (see eq. (1.B.7))

$$= \text{Tr} \rho$$

since $S^\dagger S = S^{-1} S = I$ (see eq. (1.B.12))

\[ \text{Tr} \rho = 1 = \text{Tr} \rho' \] (1.B.121)

(vii) In diagonal representation the diagonal matrix elements of $\rho'$ are $\rho'_{nn}$; they are real and satisfy

$$\sum_n \rho'_{nn} = 1 \text{ and } 0 \leq \rho'_{nn} \leq 1$$

thus if $\rho'$ is hermitian, positive definite and possesses a trace 1, it can be written in its diagonal representation (where $|n\rangle = S |n\rangle$) as
\[ \rho' = \sum_{n} \rho'_n |n> <n| \]  \hspace{1cm} (1.B.122)

where \( \rho'_n \) are the non-degenerate eigenvalues.

The date vectors \( \{|n>\} \) form a complete orthogonal set since

\[ \text{Tr} \rho' = 1 \]

and

\[ \sum_{n} \rho'_n = 1 \]

and also since eigenvalues of hermitian operators are real and positive

\[ 0 \leq \rho'_n \leq 1 \]

\( \rho'_n \) therefore possesses the properties of statistical weights and therefore \( \rho' \) is a density operator of a mixture of states \( |n> \) each with weight \( \rho'_{nn} = \rho'_n \).

(viii) \[ \text{Tr} \rho'^2 \leq 1 \]  \hspace{1cm} (1.B.123)

since

\[ \text{Tr} \rho'^2 = \text{Tr} \rho'^2 = \sum_{n} \rho'^2_{nn} \leq (\sum_{n} \rho'^2_{nn})^2 = (\text{Tr} \rho'^2)^2 = 1 \]

where

\[ \sum_{n} \rho'^2_{nn} \leq (\sum_{n} \rho'^2_{nn})^2 \]

is a general mathematical inequality.

It can be shown by means of a procedure similar to that used in deriving (1.B.17) that the equation of motion for \( \rho(t) \) is

\[ \frac{d\rho}{dt} = \frac{1}{i\hbar} [H, \rho(t)] \]  \hspace{1cm} (1.B.124)

N.B. \( \rho \) is a function of time in the Schrödinger picture although most other variables are not in this picture.

In deriving this, we use the fact that \( \rho(t) \), for a statistical mixture,
undergoes a unitary transformation as time progresses, i.e.

\[ \rho_S(t) = \sum_\phi p_\phi |\psi_\phi(t)\rangle \langle \psi_\phi(t) | \quad \text{from (1.B.9)} \]

\[ \rho_S(t) = U(t,t_0) \rho_H(t_0) U^\dagger(t,t_0) \quad \text{(1.B.125)} \]

where \( \rho(t_0) \) is the initial density operator

\[ \rho_H(t_0) = \sum_\phi p_\phi |\psi(t_0)\rangle \langle \psi(t_0) | \quad \text{(1.B.126)} \]

In the Schrödinger picture the expectation value of \( A_S(t_0) \) at time \( t_0 \) is

\[ \langle A_S(t_0) \rangle = \sum_\phi p_\phi |\psi_\phi(t)\rangle A_S(t_0) |\psi_\phi(t)\rangle \rangle = \text{Tr}_S(t) A_S(t_0) \quad \text{(1.B.127a)} \]

On transforming to the Heisenberg picture by means of (1.B.125)

\[ \langle A \rangle = \text{Tr}(U \rho_H(t_0) U^\dagger A_S(t_0)) \]

\[ = \text{Tr}(\rho_H(t_0) A_H(t)) \quad \text{(1.B.127b)} \]

since \( U^\dagger A_S(t_0) U = A_H(t) \).

Thus we again see that, whether we evaluate ensemble averages in either picture, the result is the same. In our applications the Heisenberg picture is easier.

In the case of the system being in a pure state \( |\psi\rangle \), \( p_\psi = 1 \) and \( p_\phi = 0 \) for all \( \phi' \neq \phi \). Every system of the ensemble is in state \( |\psi\rangle \) and therefore

\[ \rho = \rho_\psi = |\psi\rangle \langle \psi | \quad \text{(1.B.128)} \]
Hence

\[ \rho_\psi^2 = \rho_\psi \]
\[ \text{Tr}_\psi \rho_\psi = 1 \]
\[ \text{Tr}_\psi \rho_\psi^2 = \text{Tr}_\psi \rho_\psi = 1 \]  

(1.B.129)

N.B. For a mixed state \( \text{Tr}_\psi \rho_\psi^2 \leq 1 \).

So the necessary and sufficient condition that a density operator represents a pure state is that

\[ \text{Tr}_\psi \rho_\psi^2 = 1, \]

assuming that it can be proved that \( \rho \) is hermitian, positive definite and \( \text{Tr}_\psi \rho = 1 \) also.

When the ensemble represents a pure state, then

\[ \langle A \rangle = \text{Tr}_\psi A \]

\[ = \text{Tr} \sum \psi'n \rho'_\psi \langle \psi' \rangle A \]

\[ = \sum \langle n \psi' \rangle <\psi' \rangle A |n \rangle \langle n | \psi' \rangle \]

\[ = \sum <\psi' \rangle A |n \rangle \langle n | \psi' \rangle \]

\[ = <\psi' \rangle A |n \rangle \langle n | \psi' \rangle \]

\[ = <\psi' \rangle A |n \rangle \langle n | \psi' \rangle = \langle \psi' | A | \psi' \rangle \]

since \( \sum \psi'_\psi = \delta_{\psi \psi'} \)  

(1.B.130a)

as given also in (1.B.112), i.e. ensemble averages, for systems in a definite state \( | \psi \rangle \), are ordinary quantum ensemble averages.
Therefore density operators are useful in calculating ensemble averages whether one has complete (see (1.B.130a)) or incomplete knowledge (see (1.B.127)) of the state of the system.
CHAPTER II

A 2-Level System with Excited State Coupled by a Classical External Perturbation

A. Heisenberg Equations of Motion

We shall consider a 2-level quantum system $S$ to be simultaneously coupled by a quantised radiation interaction $R$, describing the decay, and in addition, by a classical time independent external perturbation, $E$. The bath of oscillators $B$ are assumed to be closely spaced in frequency such that their frequencies overlap the atomic resonance frequency.

For comparison of notation with that of later Chapters V, VI and VII, where method (i), based on Kollwits classical treatment of the external field is used, see Appendix II.

We shall use the following Hamiltonian for the entire system of atom, bath and external perturbation:

$$ H = H_o + H_i $$

where $H_o = H_S + H_B$ is the unperturbed Hamiltonian

and $H_i = V_{SH} + V_{SB}$ is the interaction Hamiltonian

$$ H_S = \sum_i \omega_i a_i^+ a_i $$

is the Hamiltonian for the atomic system

$$ H_B = \sum_i \omega_i a_i^+ a_i $$

is the Hamiltonian for the bath of loss oscillators

$$ V_{SB} = \sum_i \omega_i a_i^+ a_i e^{-i\theta_k} + \kappa \sum_{i,j} a_i^+ e^{-i\theta_k} A $$

is the Hamiltonian for the interaction between the atom and bath in resonant form

$$ V_{SE} = \sum \lambda^\dagger e^{-i\psi} A^\dagger + \sum \lambda e^{i\psi} A $$

is the Hamiltonian for the interaction between atom $S$ and external perturbation $E$ in resonant form.
\( g_{\lambda \sigma} \) and \( \lambda' \) are c-number coupling parameters. (It is shown elsewhere that they are identifiable as \( g_{\lambda \sigma} = \sqrt{\frac{i \pi}{\hbar} \frac{\omega}{E} g_{\lambda \sigma}} \), see eq. (1.89), and 
\[ \lambda' = -\lambda c_{2} \rho \rho' \text{ and } \lambda'' = -\lambda c_{2} \rho \rho' e^{-i\phi}, \text{ see eq. (II.8), when the perturbation is a time independent electric field, } E = 2c_{2} \rho \rho' \] 
\( \theta \) and \( \psi \) denote arbitrary phases.

We now derive the Heisenberg equations of motion for \( A(t) = P_{ij}(t) \), the number operator \( Q(t) = A^\dagger(t) A(t) - P_{ij}(t) \) and \( a_{\lambda \sigma}(t) \), using eq. (2.4.1) and the relations

\[
\begin{align*}
[A, A^\dagger] &= 1 \\
[a_{\lambda \sigma}, a_{\lambda' \sigma'}^\dagger] &= \delta_{\lambda \lambda'} \delta_{\sigma \sigma'} \\
[A, A^\dagger] &= 1 - 2Q
\end{align*}
\]

and

\[
\begin{align*}
[A^\dagger, A^\dagger A] &= -A^\dagger = [A^\dagger, Q] \\
[A, A^\dagger A] &= A = [A, Q]
\end{align*}
\]

\[
\dot{a}_{\lambda \sigma} = i/\hbar \left[ H, a_{\lambda \sigma} \right] \text{ from (1.B.68.) since } [H, a_{\lambda \sigma}] = -[a_{\lambda \sigma}, H] = -i\omega_{\lambda} a_{\lambda \sigma} - ig_{\lambda \sigma} A e^{-i\theta}
\]

NB. \( H \) is time dependent in the Heisenberg picture.

with formal solution\(^46\)

\[
a_{\lambda \sigma}(t) = a_{\lambda \sigma}(0) e^{-i\omega_{\lambda} t} - ig_{\lambda \sigma} \int_{0}^{t} dt' e^{-i(\omega_{\lambda}(t-t') + \theta)} A(t')
\]

(2.4.2)

and hermitian conjugate

\[
a_{\lambda \sigma}^\dagger(t) = a_{\lambda \sigma}^\dagger(0) e^{i\omega_{\lambda} t} + ig_{\lambda \sigma} \int_{0}^{t} dt'' e^{i(\omega_{\lambda}(t-t'') + \theta)} A(t'').
\]

(2.4.3)

\( A(t) = \frac{i}{\hbar} H, A(t) \) from (1.B.82) where \( H \) is now total Hamiltonian

\[
A(t) = -i\omega_{\lambda} A(t) + i 2 (Q(t) - \frac{1}{\hbar}) g_{\lambda \sigma} a_{\lambda \sigma}(t) e^{i\theta} + i 2c_{2} \rho \rho' e^{-i\phi}(Q(t)\psi)
\]

(2.4.4)
\[ \dot{Q}(t) = i/\hbar [H, Q(t)] \]

\[
= -i A(t) \sum_{l, \sigma} g_{l\sigma} a_{l\sigma}(t) e^{i\theta_A(t)} + i \sum_{l, \sigma} g_{l\sigma} a_{l\sigma}^\dagger(t) e^{-i\theta_A(t)} \\
- i A^\dagger(t) \Lambda' e^{-i\psi} + i \Lambda' e^{i\psi} A(t) \quad (2.6.5) 
\]

Consider

\[
\sum_{l, \sigma} g_{l\sigma} a_{l\sigma}(t) = \sum_{l, \sigma} g_{l\sigma} a_{l\sigma}(0) e^{-i\omega t} - i \sum_{l, \sigma} g_{l\sigma} \int_0^t dt' e^{-i(\omega(t-t')+\theta_\lambda)} A(t') \quad (2.6.6) 
\]

Now put, for the quantised part of the field:

\[
\begin{align*}
\frac{E^{(0)}}{\epsilon} (0, t) &= \frac{\sum_{l, \sigma} 2\pi \hbar \omega_{l\sigma}}{V} \epsilon_{l\sigma} a_{l\sigma}(0) e^{-i\omega t} \\
\frac{E^{(0)}}{-\epsilon} (0, t) &= \frac{\sum_{l, \sigma} 2\pi \hbar \omega_{l\sigma}}{V} \epsilon_{l\sigma} a_{l\sigma}^\dagger(0) e^{i\omega t} 
\end{align*} 
\]

i.e. fields are in the Schrödinger representation since operators \( a_{l\sigma} \) and \( a_{l\sigma}^\dagger \) are time independent \( (2.6.7) \)

\[
\frac{E^{(0)}}{\epsilon} (0, t) = \frac{E^{(0)}}{\epsilon} (0, t) + \frac{E^{(0)}}{-\epsilon} (0, t) 
\]

\[N.B. \frac{E^{(0)}}{\epsilon} (0, t) = \frac{E^{(0)}}{-\epsilon} (0, t)\]

so that we can rewrite (2.6.6) as

\[
\begin{align*}
\sum_{l, \sigma} g_{l\sigma} a_{l\sigma}(t) &= \frac{\sum_{l, \sigma} 2\pi \hbar \omega_{l\sigma}}{\hbar V} \epsilon_{l\sigma} p a_{l\sigma}(0) e^{-i\omega t} - i \sum_{l, \sigma} g_{l\sigma} \int_0^t dt' e^{-i(\omega(t-t')+\theta_\lambda)} A(t') \\
&= \sum_{l, \sigma} \frac{1}{\hbar} \frac{E^{(0)}}{\epsilon} (t) p - i \sum_{l, \sigma} g_{l\sigma} \int_0^t dt' e^{-i(\omega(t-t')+\theta_\lambda)} A(t') 
\end{align*} 
\]

(2.6.6)

If we now consider the interaction to take place in free space \( V \to \infty \) and therefore, according to (1.6.73),

\[
\frac{1}{V} \frac{E^{(0)}}{\epsilon} (t) \rightarrow \frac{1}{(2\pi c)^3} \int_0^\infty dw \int_0^{2\pi} d\theta \phi (\omega) 
\]
Naturally
\[ \frac{\Gamma}{\sigma} = \sum_{\sigma=1}^{2} \text{always.} \]

We have dropped the subscripts \( \sigma \) on \( \omega \) and \( \theta \) since \( \omega \) is now the variable of integration. Thus (2.A.8.) becomes

\[
\sum_{\sigma=1}^{2} \int \frac{1}{\hbar} \epsilon_{\lambda \sigma} E_{\lambda \sigma}^{(0)}(t) \cdot \mathbf{p} = -i \frac{1}{(2\pi)^2} \int \frac{2\pi \omega}{\hbar} d\omega \int d\Omega_{\mathbf{k}} \sum_{\sigma=1}^{2} \left( \epsilon_{\lambda \sigma} \cdot \mathbf{p} \right)^2 \\
\times \int_{0}^{t} dt' e^{-i(\omega(t-t')+\theta)} A(t')
\]

\[
= -i \frac{p^2}{4\pi c \hbar} \int d\omega \int d\Omega_{\mathbf{k}} \sum_{\sigma=1}^{2} \left( \epsilon_{\lambda \sigma} \cdot \mathbf{p} \right)^2 \\
\times \int_{0}^{t} dt' e^{-i(\omega(t-t')+\theta)} A(t')
\]

(2.A.9.)

To find \[ \sum_{\sigma=1}^{2} \left( \epsilon_{\lambda \sigma} \cdot \mathbf{p} \right)^2 = \left( \epsilon_{\lambda 1} \cdot \mathbf{p} \right)^2 + \left( \epsilon_{\lambda 2} \cdot \mathbf{p} \right)^2 \]
we choose rectangular coordinate axes \( \hat{x}, \hat{y} \) and \( \hat{k}_L \), where \( \hat{k}_L \) is the direction of propagation of the photon, and \( \hat{x} \) and \( \hat{y} \) are any arbitrary directions perpendicular to each other and in a plane perpendicular to \( \hat{k}_L \). Since \( \epsilon_{\lambda \sigma} \cdot \hat{k}_L = 0 \) in the Coulomb gauge, \( \epsilon_{\lambda \sigma} \) is in the \((x, y)\) plane, \( \mathbf{p} \) is not in any fixed direction.

Fig. 2.A.1
Using spherical polar coordinates as in the above diagram, we can write

\[ \theta_{10} = 2 \cos \psi_e + \gamma \sin \psi_e \]
\[ \beta = 2 \cos \psi_p \sin \theta + \gamma \sin \psi_p \sin \theta + \hat{k} \cos \theta \]

\[ \therefore \quad \hat{\theta}_{10} \cdot \beta = \cos \psi_e \cos \psi_p \sin \theta + \sin \psi_e \sin \psi_p \sin \theta \]
\[ = \cos (\psi_e - \psi_p) \sin \theta \]
\[ (\hat{\theta}_{10} \cdot \beta)^2 = \cos^2 (\psi_e - \psi_p) \sin^2 \theta \]

Now for each mode \( l \) there are 2 polarisations, hence there are 2 polarisation vectors \( \hat{\ell}_{11} \) and \( \hat{\ell}_{12} \) and since these are both in the (x, y) plane and perpendicular to each other (see eq (1.E.4.3.) \( \hat{\ell}_{11} \cdot \hat{\ell}_{12} = 0 \)) they can be used as axes to replace \( \theta \) and \( \gamma \).

Then

\[ \beta = \hat{\ell}_{11} \cos \alpha \sin \theta + \hat{\ell}_{12} \sin \alpha \sin \theta + \hat{k} \cos \theta \]

\[ \therefore \quad \sum_{\sigma=1}^{2} (\hat{\theta}_{10} \cdot \beta)^2 = (\hat{\ell}_{11} \cdot \beta)^2 + (\hat{\ell}_{12} \cdot \beta)^2 \]

\[ = \cos^2 \alpha \sin^2 \theta + \sin^2 \alpha \sin^2 \theta \]
\[ = \sin^2 \theta \]
\[ = 1 - \cos^2 \theta \]
\[ = 1 - (\beta \cdot \hat{k})^2 \] (2.A.10.)
Substituting (2.A.10.) in (2.A.9.) we obtain

\[ \sum_{l_1} g_{l_1} a_{l_1} E_{l_1}^{(0)}(t) \cdot p = - \frac{1}{n} \frac{2}{3} \int_{0}^{t} d\omega \frac{2}{3} \int_{0}^{t} \frac{4\pi}{3} \int_{-\infty}^{t} \frac{4\pi}{3} \int_{0}^{t} d\omega' \cdot (1 - (\beta \cdot k)^2) \left( A(t') - i(\omega(t-t') + \theta) A(t') \right) \]

Now \[ \int_{0}^{4\pi} d\Omega_k = \int_{0}^{\pi} \sin \theta d\theta \int_{0}^{2\pi} d\phi \]

Hence \[ \int_{0}^{4\pi} d\Omega_k \left( 1 - (\vec{k} \cdot \vec{\phi})^2 \right) = \int_{0}^{\pi} \sin \theta (1 - \cos^2 \theta) d\theta \int_{0}^{2\pi} d\phi \]

\[ = 2\pi \int_{-1}^{1} (1-x^2) dx \]

where \[ x = \cos \theta \]

\[ = \frac{8\pi}{3} \]

Thus eq. (2.A.11.) becomes

\[ \sum_{l_1} g_{l_1} a_{l_1} E_{l_1}^{(0)}(t) \cdot p = - \frac{12p^2}{3\pi c} \int_{0}^{t} d\omega \frac{3}{3} \int_{0}^{t} dt' e^{-i(\omega(t-t') + \theta)} A(t') \]

(2.A.14.)

Now according to Lehmerg^\textsuperscript{1}, although the \( \omega \) integral extends to \( \omega = \omega_B = c/a_B = 10^{10} / 10^{-8} = 10^{18} \) per sec.

where \( a_B \) is the Bohr radius, i.e. the radius of the ground state of the hydrogen atom and so \( \omega_B \) is therefore related to the hydrogen atom and is \( \gg c \) for any other atom with levels \( l_y > 1 \).

In a more exact treatment, \( p \) should be replaced by some function \( p(\omega) \) which decreases exponentially for \( \omega > \omega_B \)

\[ p(\omega) = p_0 e^{-\omega} \] for \( \omega > \omega_B \)

\[ p(\omega) = p_0 \] for \( 0 < \omega < \omega_B \)

\[ p(\omega) = p_0 e^{-\omega} \] for \( \omega > \omega_B \)

\[ p(\omega) = p_0 \] for \( 0 < \omega < \omega_B \)
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i.e. the integral effectively cuts off around $\omega^* \omega_B$, i.e. we should have $\int_0^{\omega_B} d\omega$ and not $\int_0^{\infty} d\omega$. For a given atom the most important values of $t'$ lie within a region on the order of $\omega_B^{-1} (=10^{-18} \text{ sec})$ around $t$ i.e. $(t'-t)_{\text{max}} = \omega_B^{-1}$. Since $\omega_B >> \omega_0$ (in fact for the Na line $\lambda = 10^{-5} \text{ cm.}$

so that important values of $t'$ lie within a region $\omega_B^{-1} \ll \tau$ around $t$)

we can replace

$$A(t') \text{ by } A(t) e^{-i \omega_0 (t'-t)} \quad (2.A.15a.)$$

and

$$A'(t') \text{ by } A'(t) e^{-i \omega_0 (t'-t)} \quad (2.A.15b.)$$

In fact $A(t) e^{-i \omega_0 (t'-t)}$ has a maximum value $A(t) e^{-i \omega_0 \omega_B}$ but since $\omega_0/\omega_B$ is very small ($10^{-18} \omega_0$ i.e. $10^{-3}$ for the Na line) even when we consider $(t'-t)$ at its maximum for all $t'$ it still only affects $A(t)$ very slightly and this modification could be either added on so that

$$A(t') = A(t) + A(t) e^{-i \omega_0/\omega_B}$$

or

$$A(t') = A(t) e^{-i \omega_0 (t'-t)}$$

and is substituted in and integrated over $t'$.

Either method makes little difference.

With replacement (2.A.15a.), (2.A.14.) becomes:

$$\frac{1}{2} \delta_{\omega_0} \frac{p}{h} \int \frac{E_0(t')}{E_0(t)} \left( - \frac{1}{h} \frac{p}{\omega_0} \frac{E_0(t')}{E_0(t)} \right) = \frac{-2pA(t)e^{-i\theta}}{3\pi c^3 h} \int_0^\omega \int_0^t dt' e^{-i((\omega-\omega_0)(t-t'))}$$

(2.A.16.)

Now

$$\int_0^t dt' e^{-i(\omega-\omega_0)(t-t')} = \left[ \frac{e^{-i(\omega-\omega_0)(t-t')}}{i(\omega-\omega_0)} \right]_0^t$$
\[
\omega_o \gg 1 \quad \pi \delta(\omega - \omega_o) = i \quad \frac{p}{\omega - \omega_o}
\]

(2.A.17.)

according to ref. 40 p.66-69, where \( p \) is the principal part.

The last approximation is made since we are only interested in times

\[ t \gg \omega_o^{-1} \quad (i.e. 10^{15} \text{ sec. for Na}) \]

Hence

\[
\int \frac{d\omega}{\omega} \delta(\omega - \omega_o) = \int \frac{dx}{x} \left( \frac{x + \omega_o}{\omega} \right)^3
\]

where \( x = \omega - \omega_o \)

\[
\left[ \frac{1}{3} \left( \frac{3\omega}{2} \frac{2}{\omega_o} \right) \log e x \right]^{x=\omega_o}
\]

(2.A.18.)

since \( \int_0^\infty d\omega \delta(\omega - \omega_o) = f(\omega) \) is not singular at \( \omega = \omega_o \) and is true since \( \omega_o \) is positive and is included in the integral \( 0 \to \infty \).

In the second term \( p \) can be ignored as no singularity is involved.

Now

\[
\int \frac{d\omega}{\omega^2} \omega_o^3 = \int \frac{dx}{x} \left( \frac{x + \omega_o}{\omega} \right)^3 \quad \text{where} \quad x = \omega - \omega_o
\]

\[
= \left[ \frac{1}{3} \left( \frac{3\omega_o}{2} \frac{2}{\omega_o} \right)^2 \log e x \right]^{x=\omega_o}
\]

(2.A.19.)

and this diverges unless we introduce a cut-off around \( \omega_B = c/s_B \) - 10^{18}

so that the upper limit is \( \omega_B \). Since we know that \( \omega_B \gg \omega_o \) this is a
reasonable approximation and it makes the integral finite

\[ N.B. \quad \int_0^{\infty} dw \frac{3}{\omega - \omega_o} \]

has a singularity but the same reasoning applies.

Thus (2.A.18.) becomes

\[ \mathcal{G} \mathcal{A} \mathcal{G} (t) = \left[ \frac{2p}{3h^3} \delta (\omega - \omega_o) \right] e^{-(\omega - \omega_o)/\gamma} \]

where \( \gamma = \frac{4p^2 \omega_o^3}{3\hbar^3} \) is the decay constant,

and \( \Omega = \frac{\gamma}{\omega_o^3} \int_0^{\infty} dw \frac{w^3}{2\pi \omega} \int_0^{\infty} dk \frac{k^3}{k + k_o} \)

is the frequency shift, where \( k = \omega/c, k_o = \omega_o/c \).

The hermitian conjugate is:

\[ \mathcal{G} \mathcal{A} \mathcal{G} \mathcal{A} \mathcal{G} (t) = \frac{1}{\hbar} \mathcal{G} \mathcal{A} \mathcal{G} \mathcal{A} \mathcal{G} (t) \cdot p + i(\Omega + i\Omega) \mathcal{G} \mathcal{A} \mathcal{G} (t) e^{i\theta} \]

(2.A.22.)

Substituting (2.A.20.) and (2.A.22.) in (2.A.4.) and (2.A.5.), we obtain

\[ A(t) = -i\omega_o A(t) + \frac{i}{\hbar} \mathcal{G} \mathcal{A} \mathcal{G} \mathcal{A} \mathcal{G} (t) \cdot p + i(\Omega + i\Omega) \mathcal{G} \mathcal{A} \mathcal{G} (t) e^{i\theta} \]

(2.A.23.)

since \( Q(t) A(t) = 0 \)

\[ Q(t) = -\frac{i}{\hbar} \mathcal{G} A \mathcal{G} \mathcal{A} \mathcal{G} (t) \cdot p + \frac{i}{\hbar} \mathcal{G} \mathcal{A} \mathcal{G} \mathcal{A} \mathcal{G} (t) \cdot p A(t) \]

(2.A.24.)

\[ A(t) = 2 (Q(t) - i) \mathcal{A} (q^1 + \lambda e^{-i\psi}) - (i + i \psi) \mathcal{A} (t) \]

(2.A.25.)

\[ Q(t) = -iA \mathcal{G} (t) \mathcal{G} (q^1 + \lambda e^{-i\psi}) + i(q^1 + \lambda e^{i\psi}) A(t) - \gamma Q(t) \]

(2.A.26.)
where 

\[ q = \frac{1}{\hbar} \sum_{\sigma} e^{i \theta_k} \mathcal{E}_{\psi}(0) (t) \cdot p = \sum_{\sigma} \frac{2\pi \omega_k}{\hbar} \mathcal{E}_{\psi} \cdot p \cdot a_{\sigma} (0) \]

\[ \times e^{-i(\omega_k t - \theta_k)} = \sum_{\sigma} \mathcal{E}_{\psi} a_{\sigma} (0) \cdot e^{-i(\omega_k t - \theta_k)} \]

(2.A.27a)

and 

\[ q^+ = \frac{1}{\hbar} \sum_{\sigma} e^{-i \theta_k} \mathcal{E}_{\psi} (0) (t) \cdot p = \sum_{\sigma} \frac{2\pi \omega_k}{\hbar} \mathcal{E}_{\psi} \cdot p \cdot a_{\sigma}^+ (0) \]

\[ \times e^{i(\omega_k t - \theta_k)} = \sum_{\sigma} \mathcal{E}_{\psi} a_{\sigma}^+ (0) \cdot e^{i(\omega_k t - \theta_k)} \]

(2.A.27b)

(The only difference between the definitions of \( q \) and \( q^+ \) here and those of \( q_{mn} \) and \( q_{mn}^+ \) in Chapters IV, V, VI, VII, is phase factor. N.B. \( q \)’s are always time dependent).

\[ B(t) = i(q' + \lambda' e^{-i\psi}) \] is the term quoted in ref. 3, and \( \omega = \omega_0 - \Omega \).

We shall now calculate equations for

\[ X(t) = i \langle i \psi | A(t) | i \psi \rangle \] (2.A.28)

\[ Y(t) = i \langle i \psi | Q(t) | i \psi \rangle \] (2.A.29)

where the initial radiation state is assumed to be a vacuum photon state \( 10 > \).

N.B. \( q' 10 > = 0 \) and \( 0 < 0 | q^+ = 0 \)

since \( a_{\sigma} | 0 > = 0 \) and \( 0 < 0 | a_{\sigma}^+ = 0 \).

Hence

\[ X(t) = i \lambda' e^{-i\psi} Y(t) - i \lambda' e^{-i\psi} -(i \gamma + i \omega) X(t) \] (2.A.30.)

\[ Y(t) = i \lambda' e^{-i\psi} X(t)^+ + i \lambda' e^{i\psi} X(t) - \gamma Y(t) \] (2.A.31.)

We shall now calculate equations for \( \sigma(t) \) and \( P(t) \)

where \( \sigma(t) = \text{Tr} \rho(t) A \) and \( P(t) = \text{Tr} \rho(t) Q \) (2.A.32.)

As explained in the introduction Sec.A.9 eq. (1.B.108).
\( \sigma(t) = \rho^{(S)}(t)_{jj} \) and \( P(t) = \rho^{(S)}(t)_{jj} \) and \( \sigma^*(t) = \rho^{(S)}(t)_{jj} \) \( \text{(2.A.33)} \)

since

\[
\begin{align*}
\sigma(t) &= \Sigma <S,R|\rho(t)|l_i> <l_i|S,R> \quad \text{and} \quad P(t) = \Sigma <S,R|\rho(t)|l_j> <l_j|S,R> \\
S,R & \quad S,R \\
\sigma^*(t) &= \Sigma <j,R|\rho(t)|l_i> <l_i|S,R> \quad \text{and} \quad P^*(t) = \Sigma <j,R|\rho(t)|l_j> <l_j|S,R> \\
S,R & \quad S,R \\
P(t) &= \text{Tr}_{R} <j|\rho(t)|l_i> \quad \text{and} \quad P(t) = \Sigma <j,R|\rho(t)|l_j> <l_j|S,R> \\
S,R & \quad S,R \\
\sigma^*(t) &= \rho^{(S)}(t)_{ji} \quad \text{and} \quad P^*(t) = \rho^{(S)}(t)_{jj} \\
\end{align*}
\( \text{(2.A.34)} \)

Thus \( P(t) \) is the probability of finding the atom in its excited state \( |l_j> \) at time \( t \). \( \sigma(t) \) is the off-diagonal matrix element of the reduced density operator \( \rho^{(S)}(t) = \text{Tr}_{R}\rho(t) \) and \( P(t) \) is the diagonal one.

According to (B.9.5)

\[
\rho^{(S)}(t)_{ji} = \sigma(t) = \Sigma <S|\chi(t)\rho^{(S)}(0)|l_S> \quad \text{and} \quad \rho^{(S)}(t)_{jj} = P(t) = \Sigma <S|\chi(t)\rho^{(S)}(0)|l_S> \\
\text{(2.A.35)}
\]

From eqs. (2.24), (2.25) and the hermitian conjugate of (2.24) we obtain coupled linear differential equations

\[
\begin{align*}
\delta(t) &= \rho^{(S)}(t)_{ji} = 12\lambda' e^{-i\phi} P(t) - i\lambda' e^{-i\phi} - \left( i\frac{1}{2} \gamma + i\omega \right) \sigma(t) \quad \text{(2.A.36)} \\
\delta^*(t) &= \rho^{(S)}(t)_{ij} = -12\lambda'^* e^{i\phi} P(t) + i\lambda'^* e^{i\phi} - \left( i\frac{1}{2} \gamma - i\omega \right) \sigma^*(t) \quad \text{(2.A.37)} \\
\dot{P}(t) &= \rho^{(S)}(t)_{jj} = -i\lambda' e^{-i\phi} \sigma^*(t) + i\lambda'^* e^{i\phi} \sigma(t) - \gamma P(t) \quad \text{(2.A.38)} \\
\end{align*}
\]

since \( \Sigma <S|\rho^{(S)}(0)|l_S> = \rho^{(S)}(0)_{ii} + \rho^{(S)}_{jj} = 1 \)
N.B. If \( \lambda' = 0 \):

\[
\sigma(t) = \sigma(0)e^{-\left(\frac{1}{2} \gamma - i\omega\right)t}
\]

\[
P(t) = P(0)e^{-\gamma t}
\]

i.e. where there is no external perturbation \( \sigma(t) \) decays at half the rate of \( P(t) \). See Hollow and Miller\[7\], p. 469 where this is shown to be an essential feature of the damping process.

B. Time dependence of the occupation of the excited state

Equations (2.A.36) to (2.A.38) can be solved exactly by using the method of Laplace transforms. If we define the Laplace transform of \( A(t) \) as

\[
L(A(t)) = \int_{0}^{\infty} e^{-st} A(t) \, dt = A(s)
\]

where the inverse is

\[
L^{-1}(A(t)) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{st} A(s) \, ds,
\]

then

\[
L(A(t)) = \int_{t'}^{\infty} e^{st} A(t) \, dt
\]

\[
= \left[ A(t) e^{-st} \right]_{t'}^{\infty} + \int_{t'}^{\infty} e^{-st} A(t) \, dt
\]

\[
= -A(t') e^{-st'} + S L(A(t))
\]

\[
= -A(t') e^{-st'} + S \hat{A}(s)
\]

If \( A(t) = A \), a constant independent of time,
L(A) = \int_{t'}^\infty A \, dt \, e^{-st} \\
= A \left[ \frac{e^{-st}}{-s} \right]_t' \infty \\
= A \frac{e^{-st'}}{-s} \\
\tag{2.8.3}

We shall consider the initial time to be \( t' = 0 \) (see Chapter VIII, Section 9) since we shall assume the atom to be initially in the excited state \( |\psi_\ell> \) so that we may find the characteristics of the decay process from level \( |\psi_\ell> \). Thus we assume \( P(0) = 1, \sigma(0) = \sigma^\prime(0) = 0 \).

Thus if we let
\[ \varepsilon = \lambda^\prime e^{-i\phi}, \quad \varepsilon^* = \lambda^\prime e^{i\phi} \]
then on taking Laplace transforms of eqs. (2.8.36) to (2.8.38) we obtain:
\[ (S + \frac{1}{2} \gamma + i\omega) L(\sigma) = 2i\varepsilon L(p) - i\varepsilon \frac{1}{s} + \sigma(0) \]  
\tag{2.8.5}
\[ (S + \frac{1}{2} \gamma - i\omega) L(\sigma^*) = -2i\varepsilon^* L(p) + i\varepsilon^* \frac{1}{s} + \sigma^*(0) \]  
\tag{2.8.6}
\[ (S + \gamma) L(p) = -i\varepsilon L(\sigma^*) + i\varepsilon^* L(\sigma) + p(0) \]  
\tag{2.8.7}

Solving for \( L(p) \) we obtain
\[ L(p) = 2|\varepsilon|^2 \frac{(S + \frac{1}{2} \gamma)(S + \frac{1}{2} \gamma + i\omega)(S + \frac{1}{2} \gamma - i\omega)}{Z} p(0) \]  
\[ + i\varepsilon \frac{(S + \frac{1}{2} \gamma - i\omega)}{Z} \sigma(0) - i\varepsilon \frac{(S + \frac{1}{2} \gamma + i\omega)}{Z} \sigma^*(0) \]  
\[ \tag{2.8.8}
\]
where
\[ Z = (S + \frac{1}{2} \gamma + i\omega)((S + \gamma)(S + \frac{1}{2} \gamma - i\omega) + 2|\varepsilon|^2) \]  
\[ + 2|\varepsilon|^2(S + \frac{1}{2} \gamma - i\omega) \]  
\[ \tag{2.8.9}
\]
\[ = (S - S_1)(S - S_2)(S - S_3) \]
Since $P(0) = 1$ (i.e. we are only considering the emission process) and $c(0) = c''(0) = 0$

$$L(p) = 2|\varepsilon|^2 \frac{(S + \frac{1}{2} \gamma)}{S} + \frac{(S + \frac{1}{2} \gamma + i\omega)(S + \frac{1}{2} \gamma - i\omega)}{Z} \quad (2.2.10)$$

Writing $Z = (S - x_1)(S - (x_2 + ix_3))(S - (x_2 - ix_3))$, where $s_1 = x_1$

$s_2 = x_2 + ix_3$, $s_3 = x_2 - ix_3$, and $x_1$, $x_2$ and $x_3$ are real, since we shall see that $p$ and $a$ are real (see eqs. (2.2.13) and (2.2.17), we can separate (2.2.10) into partial fractions and obtain the inverse Laplace transform:

$[N.B. \text{ If } L(A(t)) = \frac{1}{S + s_1}, \text{ then } L^{-1} = A(t) = xe^{-st} \text{ when } X \neq X(t) \text{ follows from } (2.2.1), \text{ i.e. } L(Xe^{-st}) = X \int_0^\infty dt e^{-(s+t)} = \frac{X}{S + s_1} \text{ for } t' = 0.]$

$$P(t) = \left[\frac{|\varepsilon|^2 \gamma}{-x_1(x_2 - ix_3)(x_2 + ix_3)}\right] + \frac{2|\varepsilon|^2(x_1 + 2i\gamma) + x_1((x_1 + i\gamma) + i\omega)((x_1 + i\gamma) - i\omega)}{-x_1((x_1 - x_2) + ix_3)((x_1 - x_2) - ix_3)} e^{x_1 t}$$

$$+ \frac{2|\varepsilon|^2(x_1 + 2i\gamma + ix_3) + (x_2 - ix_3)((x_2 + 2i\gamma) - i(x_3 + \omega))((x_2 + 2i\gamma) + i(x_3 + \omega))}{-2ix_3(x_2 - ix_3)((x_2 - x_1) - ix_3)} e^{(x_1 - ix_3) t}$$

$$+ \frac{2|\varepsilon|^2((x_1 + 2i\gamma + ix_3) + (x_2 + ix_3)((x_2 + 2i\gamma) + i(x_3 + \omega))((x_2 + 2i\gamma) - i(x_3 - \omega))}{(x_2 + ix_3)((x_2 - x_1) + ix_3)2ix_3} e^{(x_2 + ix_3) t} \quad (2.2.11)$$

It is now necessary to solve the equation for $Z$ using the method outlined in Appendix III. Using the same notation as there.
\[ a = 2\gamma \]
\[ b = \frac{5}{4} \gamma^2 + \omega^2 + 4|\lambda'|^2 \]
\[ c = \gamma\left(\frac{1}{4} \gamma^2 + \omega^2 + 2|\lambda'|^2\right) \]

\( N.B. \quad |\epsilon|^2 = |\lambda'|^2 \) (this is equivalent to \( \frac{1}{4} |\epsilon|^2 \) of later chapters when the perturbation is caused by a constant electric field \( E_D \))

Letting \( \mu^2 = \frac{|\lambda'|^2}{\omega^2} \) and \( \beta = \frac{2\gamma}{\omega} \)

\[ a = \omega \beta \]
\[ b = \omega^2\left(\frac{5}{16} \beta^2 + 1 + 4\mu^2\right) \]
\[ c = \omega^3 \beta\left(\frac{1}{16} \beta^2 + 1 + 2\mu^2\right) \]

We also know from eqs. (III.9), (III.7) and (III.2), that

\[ S_1 = x_1 = (\alpha + \beta) - \frac{1}{3} \alpha \]
\[ S_2 = x_2^* + x_3 = \frac{1}{2}(\alpha + \beta - i \beta\alpha) - \frac{1}{3} \alpha \]
\[ S_3 = x_2 - ix_3 = \frac{1}{2}(\alpha + \beta + i \beta - \alpha) - \frac{1}{3} \alpha \]

where
\[ \alpha = \left[ \frac{-G + \sqrt{G^2 + 4H^3}}{2} \right]^{1/3} \]
\[ \beta = \left[ \frac{-G - \sqrt{G^2 + 4H^3}}{2} \right]^{1/3} = -Ha^{-1} \]

and
\[ G = \frac{2}{27}a^3 - \frac{1}{3}ab+c \]
\[ H = \frac{1}{3}\left(-\frac{1}{3}a^2 + b\right) \]
Hence  
\[ G = \frac{1}{27} x 52 \omega^3 \beta^2 (\beta^2 - 9 \times 32X_n + 27 \times 16X_2) \]

and  
\[ H = \frac{1}{144} \omega^2 (48X_n - \beta^2) \quad (2.8.15) \]

where  
\[ X_n = 1 + \mu_2 \]

It is necessary to introduce certain approximations in order to solve the cubic equation as cube roots cannot be found exactly. If we consider  \( \beta << 1 \) (i.e.  \( \omega >> 2\gamma \) or  \( \omega_0 - \Omega >> 2\gamma \), which means the natural line width of the excited state is small compared with the energy separation, when the small frequency shift is included), and ignore then powers higher than 1st. order in  \( \beta \)

then

\[ \alpha = \frac{\omega}{6} \left[ 6(-3\beta(1-2\mu^2) + 4\sqrt[3]{3X_n}) \right]^{1/3} \]

\[ \beta = -\frac{\mu^2}{3} X_n \alpha^{-1} \]

and can also be written

\[ \alpha = \frac{\omega}{3} \mu X_n^{1/2} \left[ 1 - \frac{4\beta}{X_n} \beta(1-2\mu^2)X_n^{-3/2} \right]^{1/3} \]

\[ \beta = -\frac{\mu^2}{3} X_n^{1/2} \left[ 1 - \frac{4\beta}{X_n} \beta(1-2\mu^2)X_n^{-3/2} \right]^{-1/3} \]

\[ \alpha \pm \beta = \frac{\sqrt[3]{3}}{3} X_n^{1/2} \left[ 1 - \frac{4\beta}{X_n} \beta(1-2\mu^2)X_n^{-3/2} \right]^{1/3} \pm \frac{\sqrt[3]{3}}{3} X_n^{1/2} \left[ 1 - \frac{4\beta}{X_n} \beta(1-2\mu^2)X_n^{-3/2} \right]^{-1/3} \]

\[ (2.8.18) \]

If this is expanded by means of the Binomial theorem and terms in  \( \beta^2 \) and higher are again neglected.
\[ \alpha + \beta = -\frac{1}{6} \beta \omega (1-2\mu^2)X_4^{-1} \]  
\[ \alpha - \beta = \frac{2\sqrt{3}}{3} \omega X_4^{\frac{1}{2}} \]  

Hence on substituting in (3.44)

\[ x_1 = -\frac{1}{3} \omega \beta \left[ 1 + \frac{1}{4}(1-2\mu^2)X_4^{-1} \right] \]  
\[ x_2 = -\frac{1}{3} \omega \beta \left[ 1 - \frac{1}{4}(1-2\mu^2)X_4^{-1} \right] \]  
\[ x_3 = \omega X_4^{\frac{1}{2}} \]  

Hence to 1st. order In 0

\[ P(t) = (x_1-1)X_4^{-1} \]  
\[ + x_2^{-1}X_3^{-1} \exp(-x_2X_4^{-1}yt) \]  
\[ + \left[ (x_2-1)X_4^{-1} \cos(x_4^{\frac{1}{2}}(\omega t+\beta X_4^{-2}X_5^{2/3})) \right] \exp(-\frac{1}{2}X_4^{-1}X_5^{yt}) \]  

If we now assume \( \mu^2 \ll 1 \) (i.e. \( |\lambda'|^2 \ll \omega^2 \) or \( |\mu| \ll \omega \), i.e. the perturbation energy, small in comparison to the energy of separation of the atomic levels)\(^1\) and ignore powers higher than 1st. order in \( \mu \), we obtain

\[ P(t) = \mu^2 \]  
\[ + (1-3\mu^2)\exp(-(1-2\mu^2)yt) \]  
\[ + 2\mu^2 \cos(\omega't + \beta)\exp(-\frac{1}{2}(1+2\mu^2)yt) \]  

where \( \omega' = (1+2\mu^2)\omega \)

1. Keller and Robiscoe\(^5\) cannot derive an equation for \( P(t) \) at all without this approximation, whereas we can, viz. eq. (2.B.21).

2. The correction to \( \omega' \), accidentally omitted in reference 1, indicates that there is oscillation at the Rabi frequency, since the population is continuously oscillating between the two levels.
Neither (2.B.21) nor (2.B.22) contain any dependence on the arbitrary phases $\theta_2$ and $\phi_2$.

If $\lambda' \rightarrow 0$, i.e. $\mu^2 \rightarrow 0$, then $P(t) = e^{-\gamma t}$, the exponential decay solution. If $\gamma \rightarrow 0$, i.e. $\beta \rightarrow 0$, $P(t) = (1-2\mu^2) + 2\mu^2 \cos((1+2\mu^2)\omega t + \beta)$ the quantum oscillator solution. This is true also for eq. (2.B.21). Both these results are consistent with the conclusions of Keller and Robiscoe's paper \cite{5} in which they treat essentially the same problem. They use the Wigner-Weisskopf approximation and are limited to a time scale $\gg$ the atomic lifetime, $\gamma^{-1}$, which we are not (our equations are valid for times $t \gg \omega_0^{-1}$). Eq. (43) of their paper in our notation is:

\[
P(t) = 
\begin{bmatrix}
1 - 4\mu_0^2 \sin^2 \frac{1}{2} \omega_0 t 
\end{bmatrix}
\exp\left[-(1+2\mu^2)\gamma t\right]
\exp\left[-\beta_0 \mu_0^2 \sin \omega_0^t\right]
\]

\[
+ \left[4\mu_0^2 \sin^2 \frac{1}{2} \omega_0^t\right][1 - \exp(-(1+2\mu^2)\gamma t)]\exp(-\beta_0 \mu_0^2 \sin \omega_0^t)
\]

where

\[
u_0 = \frac{\hbar |\lambda'|}{\hbar \omega_0}
\]

\[
\beta_0 = \frac{2\gamma}{\omega_0}
\]

and

\[
\omega_0' = (1+2\mu^2)\omega_0 \quad \text{i.e. the frequency shift} \quad \hbar \Omega \quad \text{is neglected}
\]

I.E: $P(t) = 4\mu_0^2 \sin^2 \frac{1}{2} \omega_0 t$

\[
- 4\mu_0^2 \sin^2 \frac{1}{2} \omega_0^t \exp(-(1+2\mu^2)\gamma t)\exp(-\beta_0 \mu_0^2 \sin \omega_0^t)
\]

They point out that parameters $\nu_0$ and $\beta_0$ respectively give the strength of the external perturbation, $\hbar |\lambda'|$, and the radiation interaction, $2\hbar \gamma$, with respect to the unperturbed binding energy, $\hbar \omega_0$. $\omega_0'$ and $\gamma'$ are the perturbed counterparts of the $j-1$ state separation $\omega_0$ and the $j$-state decay rate $\gamma$. From their equation they conclude that when $2\hbar \gamma \rightarrow 0$
\[ P(t) = 1 - 4\mu^2\sin^2\frac{1}{2}\omega_o t \quad (2.B.25) \]

while when \( |\lambda'| \to 0 \)

\[ P(t) = e^{-\gamma t} \quad \text{the W-W solution} \quad (2.B.26) \]

We have shown that our equation will also tend to (2.B.26) for \( \lambda' \to 0 \) and that when \( \gamma \to 0 \) we get a quantum oscillation solution, although not of exactly the same form as that of Keller and Robiscoe\(^5\).

The main differences between eqs. (2.B.22) and (2.B.23) are

(i) for \( \gamma t \gg 1 \) (2.B.22) gives a steady state solution \( P(t) = \mu^2 \) whereas (2.B.23) gives a quantum oscillation solution \( P(t) = \mu^2 \left[ 4\sin^2\frac{1}{2}\omega_o t \right] \) described in fig. 3 of ref. \([5]\).

(ii) the 3rd. term in (2.B.22) decays at \( \frac{1}{2}(1+2\mu^2) \), nearly half the rate of the second, \( (1-2\mu^2)\gamma \), owing to the mixing of the diagonal (\( P \)) and off-diagonal (\( \sigma \)) matrix elements caused by coupling with the external perturbation. (When there is no perturbation present we saw that \( \sigma(t) \) decayed at half the rate of \( P(t) \). In (2.B.23) the decay terms all decay at the same rate, namely \( (1+2\mu^2)\gamma \). This is noticeable also in eq. (2.B.21) where the rates are \( \frac{1}{2}x_4^{-1}x_6 \) and \( x_4^{-1}x_2 \).

Keller and Robiscoe\(^5\) expect the new type of modulation factor which remains for \( \gamma t \gg 1 \) will also be found for a 3-level quantum system in which the same external perturbation couples both the upper 2 levels and the lower 2 levels. In Fontana and Lynch's\(^6\) paper, they consider the radiative decay of an atom with 2 excited states coupled by an external perturbation but there is no coupling between the lower 2 levels but this could be considered on the basis of their
theory to see whether Keller and Robiscoe’s hypothesis holds, but we doubt it, since Fontana and Lynch’s equations for the 2-level atom embody similar characteristic features of the decay process described by our eq. (2.B.22) and noted in (i) and (ii), viz. their eq. (24):

\[ |b_\xi(t)|^2 = |a_1(\xi)|^2 \left\{ 1 + e^{-(X_o + X_j - Q)t} - 2e^{-\frac{1}{2}(X_o + X_j - Q)t \cos \left[ \frac{1}{2}(\xi - P)t \right]} \right\} \]

\[ + |a_2(\xi)|^2 \left\{ 1 + e^{-(X_o + X_j + Q)t} - 2e^{-\frac{1}{2}(X_o + X_j + Q)t \cos \left[ \frac{1}{2}(\xi + P)t \right]} \right\} \]

\[ + 2a(\xi) e^{-(X_o + X_j)t} \cos (P t + \theta) \cos \theta \]

\[- e^{-\frac{1}{2}(X_o + X_j - Q)t} \cos \left[ \frac{1}{2}(\xi - P)t + \theta \right] \]

\[- e^{-\frac{1}{2}(X_o + X_j + Q)t} \cos \left[ \frac{1}{2}(\xi + P)t - \theta \right] \]

which is equivalent to \((1 - P(t))\) when their intermediate level is ignored. This expression contains pure exponential decay rates \((X_o + X_j + Q)\) and modulated decay rates of \(\frac{1}{2}(X_o + X_j + Q)\) i.e. half the pure one and, \((X_o + X_j)\).

In our case we get a pure exponential decay rate of \((1 - 2\mu^2)\gamma\) and a modulated one of \(\frac{1}{2}(1 + 2\mu^2)\gamma\) which is approximately half. For \((X_o + X_j + Q)t \gg 1, \frac{1}{2}(X_o + X_j + Q)t \gg 1\) and \((X_o + X_j)t \gg 1\)

\[ |b_\xi(t)|^2 \approx |a_1(\xi)|^2 + |a_2(\xi)|^2 + 2a(\xi) \cos \theta \]

i.e. it also reaches a steady state value and not an oscillating one.

N.B. Fontana and Lynch use the Heitler-Ma formalism \([40], [41]\) but Keller and Robiscoe do not treat the classical external perturbation exactly as we do.
A. Heisenberg equations of motion

We now go on to consider an atom (lying at the origin of co-ordinates so that \( r = 0 \)) which has 2 excited states \( |j^\prime\rangle \) and \( |j\rangle \) coupled to a ground state \( |l\rangle \) by a quantised multi-mode e.m. field. We shall not be introducing any external classical perturbation or considering the initial radiation state to be anything other than a vacuum state and so the problem we are treating is simply that of undriven spontaneous emission. We shall denote the energy separations between states \( |j^\prime\rangle \) and \( |l\rangle \) by \( \epsilon_j - \epsilon_l = \omega_j \), and between states \( |j\rangle \) and \( |l\rangle \) by \( \epsilon_j - \epsilon_l = \omega_j' \), and between \( |j^\prime\rangle \) and \( |j\rangle \) by \( \epsilon_j' - \epsilon_j = \omega_j' - \omega_j \).

We can write the Hamiltonian, in the dipole approximation, as

\[
H = \hbar \sum_{\alpha=l,j^\prime,j} \frac{\epsilon_{\alpha}}{\epsilon_{l,j^\prime,j}} + \frac{1}{8\pi} \int (|E|^2 + |B|^2) d^3r \quad - E \cdot P_{j^\prime} (P_{j^\prime} + P_{j^\prime}^+) \\
- E \cdot P_j (P_j + P_j^+) \quad (3.A.1)
\]
If we now neglect direct transitions between $|l_j'\rangle$ and $|l_j\rangle$, by assuming the dipole moment $D_{l_j,j''}$ = 0 (i.e. if quantum numbers for levels $j'$ and $j''$ do not satisfy the condition for allowed transitions, namely $l_j' - l_j'' = \pm 1$) we obtain, on substituting for $E$ and $B$ from eqs. (1.B.58) and (1.B.59) when $\bar{r} = 0$

$$H = \hbar \sum_{\sigma} \omega_{lj}^{\alpha} \alpha_{\alpha} + \hbar \sum_{\sigma} \omega_{lj}^{\alpha} \alpha_{\alpha} - \hbar \sum_{\sigma} \omega_{lj}^{\alpha} \alpha_{\alpha} \Sigma_{l_j}$ $(S_{l_j}^\alpha a^\dagger_{l_j} + a_{l_j}^\dagger S_{l_j})$

$$- \hbar \sum_{\sigma} \omega_{lj}^{\alpha} \alpha_{\alpha} \Sigma_{l_j}$ $(S_{l_j}^\alpha a^\dagger_{l_j} + a_{l_j}^\dagger S_{l_j})$ (3.A.2)

where $S_{l_j}(t) = P_{lj,j}(t) + P^\dagger_{lj,j}(t)$

and $S_{l_j}(t) = P_{lj,j''}(t) + P^\dagger_{lj,j''}(t)$

Also $E_{l_j} = \sqrt{\frac{2\hbar \omega_{lj}^{\sigma}}{\hbar \nu}} \hat{e}_{l_j} \cdot \hat{e}_{l_j} \cdot P_{lj,j} \cdot i = K_{lj} \cdot \hat{e}_{l_j} \cdot \hat{e}_{l_j} \cdot P_{lj,j}$

and $E_{l_j} = \sqrt{\frac{2\hbar \omega_{lj}^{\sigma}}{\hbar \nu}} \hat{e}_{l_j} \cdot \hat{e}_{l_j} \cdot P_{lj,j} \cdot i = K_{lj} \cdot \hat{e}_{l_j} \cdot \hat{e}_{l_j} \cdot P_{lj,j}$ (3.A.3)

where $K_{lj,j} = \sqrt{\frac{2\hbar \omega_{lj}^{\sigma}}{\hbar \nu}}$ and $K_{lj,j} = \sqrt{\frac{2\hbar \omega_{lj}^{\sigma}}{\hbar \nu}}$

and $P_{lj,j}$ and $P_{lj,j''}$ are real dipole matrix elements

$P_{lj,j} = \langle j' | \text{lexli} | j \rangle$, $P_{lj,j''} = \langle j'' | \text{lexli} | j \rangle$.

[N.B. Subscripts on $\omega_{lj}^{\sigma}$ indicate whether the frequencies are for photon transitions between $j'$ and $i$ or between $j''$ and $i$.]

The remaining terms have their usual meaning. If we omit high frequency terms $P_{lj,j} a_{lj}^\dagger$ and $P_{lj,j''} a_{lj}^\dagger$, then in the R.W.A. the Hamiltonian becomes
Using Hamiltonian (3.4) we obtain the following Heisenberg equations of motion

\[ \dot{a}_{k\sigma} = -i\omega_k a_{k\sigma} + i\Sigma_{\lambda\sigma j}^\dagger P_{ij} \]  
(3.5)

\[ \dot{P}_{ij} = -i\Sigma_{\lambda\sigma j} P_{ij} - iP_{ji} \Sigma_{\lambda\sigma j} a_{k\sigma} - i(P_{ij} P_{ji} - P_{ji} P_{ij}) \Sigma_{\lambda\sigma j} a_{k\sigma} \]  
(3.6)

Equation (3.5) has formal solution

\[ a_{k\sigma}(t) = a_{k\sigma}(0) e^{-i\omega_k t} + i\Sigma_{\lambda\sigma j} \int_0^t e^{-i\omega_k (t-t')} P_{ij}(t') \]  
(3.7)

Consider

(i) \[ \Sigma_{\lambda\sigma j} a_{k\sigma}(t) \]  
(3.9a)

(ii) \[ \Sigma_{\lambda\sigma j} a_{k\sigma}(t) \]  
(3.9b)

As in Chapter II when \( V \to \infty \)
\[(1) \quad \frac{1}{2} \sum_l \varepsilon_{l+j} \varepsilon_{l+i} (t) - \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[= + \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[\times \int dt' e^{-i\omega(t-t')} \mathcal{P}_{j|i}(t')
\]

\[+ \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[\times \int dt'' e^{-i\omega(t-t'')} \mathcal{P}_{j|i}(t'')
\]

\[+ \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[\times \int dt'' e^{-i\omega(t-t'')} \mathcal{P}_{j|i}(t'')
\]

\[= \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[\times \int dt' e^{-i\omega(t-t')} \mathcal{P}_{j|i}(t')
\]

\[+ \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[\times \int dt'' e^{-i\omega(t-t'')} \mathcal{P}_{j|i}(t'')
\]

\[\times \int dt'' e^{-i\omega(t-t'')} \mathcal{P}_{j|i}(t'')
\]

\[= \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[\times \int dt' e^{-i\omega(t-t')} \mathcal{P}_{j|i}(t')
\]

\[+ \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[\times \int dt'' e^{-i\omega(t-t'')} \mathcal{P}_{j|i}(t'')
\]

\[\times \int dt'' e^{-i\omega(t-t'')} \mathcal{P}_{j|i}(t'')
\]

\[= \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[\times \int dt' e^{-i\omega(t-t')} \mathcal{P}_{j|i}(t')
\]

\[+ \frac{1}{2 \hbar} \sum_{l,j} \varepsilon_{l+j}^{(0)} (t) \cdot \mathcal{P}_{j|i}
\]

\[\times \int dt'' e^{-i\omega(t-t'')} \mathcal{P}_{j|i}(t'')
\]

\[\times \int dt'' e^{-i\omega(t-t'')} \mathcal{P}_{j|i}(t'')
\]

N.B. In the 2nd term on the R.H.S. we have integrated over frequencies comments photon transitions between levels j" and i and i and j' and vice versa, i.e. $\varepsilon_{k+j} \varepsilon_{k-i}$ $\omega_{k+j} \omega_{k-i}$ is taken as $\omega_k$, for a certain range of frequencies common to both photon transitions between levels j" and i and j' and i.

Fig. 3.A.2

For the shaded region where levels j" and j' overlap

$\omega_{j''}$ = $\omega_{j'}$ = $\omega_j$. The area of overlap is common to both levels j' and j" so that if a photon is absorbed to or emitted from that region it can be considered as going to or originating from either level and we can say that photon is (1) emitted by level j" and absorbed by j' or (2) a photon is emitted by level j' and absorbed by j".
\[ \omega_{\lambda j} = \omega_{\lambda j}'' = \omega_{j} \text{ for frequencies } \omega = \omega_{j} + \frac{3}{2} \gamma_{j}, \text{ to } \omega_{j}'' = \frac{3}{2} \gamma_{j}'' \]

But when \( \omega_{\lambda j} \) has values \( \omega_{j} - \frac{3}{2} \gamma_{j}, \) up to \( \omega_{j}'' - \frac{3}{2} \gamma_{j}'' \)

and when \( \omega_{\lambda j}'' \) has values \( \omega_{j} + \frac{3}{2} \gamma_{j}, \) up to \( \omega_{j}'' + \frac{3}{2} \gamma_{j}'' \)

\( \omega_{\lambda j} \neq \omega_{\lambda j}'' \) and the photons \( \hbar \omega_{\lambda j} \) and \( \hbar \omega_{\lambda j}'' \) are NOT common to both levels \( j' \) and \( j'' \).

In calculating \( \Gamma_{j} \) and \( \Gamma_{j''} \) we integrate only over the shaded region and let \( \omega_{\lambda} \) take values 0 to \( \infty \) in the free space limit \( V \to \infty \) when the spectrum of \( \omega_{\lambda} \) becomes continuous.

To find

\[
\sum_{\sigma=1}^{2} (\hat{e}_{\lambda \sigma} \cdot \hat{P}_{j,1}) (\hat{e}_{\lambda \sigma} \cdot \hat{P}_{j,1}''') = (e_{1} \cdot \hat{P}_{j}) (e_{2} \cdot \hat{P}_{j}'')
\]

\[
= (e_{11} \cdot \hat{P}_{j,1}) (e_{11} \cdot \hat{P}_{j,1}'') + (e_{12} \cdot \hat{P}_{j,1}) (e_{12} \cdot \hat{P}_{j,1}'')
\]

when \( \hat{P}_{j,1} \) and \( \hat{P}_{j,1}' \) are in different directions.

Fig. 3.A.3

As in Chapter II we choose rectangular co-ordinate axes \( \hat{x}, \hat{y} \) and \( \hat{z} \).

Then we can write the vectors in terms of spherical polars \( ^{[39]} \) as
\[ \hat{e}_{\phi_0} = \hat{x} \cos \phi + \hat{y} \sin \phi \]
\[ \hat{P}_{j1} = \hat{x} \sin \theta_j \cos \phi_j + \hat{y} \sin \theta_j \sin \phi_j + \hat{k} \cos \theta_j \]
\[ \hat{P}_{j1} = \hat{x} \sin \theta_j \cos \phi_j + \hat{y} \sin \theta_j \sin \phi_j + \hat{k} \cos \theta_j \]

\[ \hat{e}_{\phi_0} \cdot \hat{P}_{j1} = \cos \phi \sin \theta_j \cos \phi_j + \sin \phi \sin \theta_j \sin \phi_j \]
\[ = \sin \theta_j \cos (\phi - \phi_j) \]

\[ \hat{e}_{\phi_0} \cdot \hat{P}_{j1} = \cos \phi \sin \theta_j \cos \phi_j + \sin \phi \sin \theta_j \sin \phi_j \]
\[ = \sin \theta_j \cos (\phi - \phi_j) \]

\[ (\hat{e}_{\phi_1} \cdot \hat{P}_{j1})(\hat{e}_{\phi_1} \cdot \hat{P}_{j1}) = \sin \theta_j \sin \theta_j \cos (\phi - \phi_1) \cos (\phi - \phi_1) \]

\[ (\hat{e}_{\phi_2} \cdot \hat{P}_{j1})(\hat{e}_{\phi_2} \cdot \hat{P}_{j1}) = \sin \theta_j \sin \theta_j \cos (\phi - \phi_2) \cos (\phi - \phi_2) \]
\[ = \sin \theta_j \sin \theta_j \cos ((\phi + 270) - \phi_j) \cos ((\phi + 270) - \phi_j) \]

because \( \phi_2 = \phi_1 + 270^\circ \) since \( e_{\phi_1} \) and \( e_{\phi_2} \) are perpendicular.

Also
\[ \hat{P}_{j1} \cdot \hat{P}_{j1} = \sin \theta_j \sin \theta_j \cos (\phi_j - \phi_j) + \cos \theta_j \cos \theta_j \]

\[ \Sigma (\hat{e}_{\phi_0} \cdot \hat{P}_{j1})(\hat{e}_{\phi_0} \cdot \hat{P}_{j1}) = \sin \theta_j \sin \theta_j \left[ \cos (\phi - \phi_1) \cos (\phi - \phi_1) \right. \]
\[ + \sin (\phi_j - \phi_1) \sin (\phi_j - \phi_1) \]

since \( \cos (270^\circ - a) = -\sin (180^\circ - a) = -\cos (90^\circ - a) = -\sin a \)
\[ I(\hat{e}_k, \hat{P}_{j1})(\hat{e}_k, \hat{P}_{jnp}) = \sin \theta_j, \sin \theta_n \cos[(Q - Q_j)(Q - Q_j)] \]
\[ = \sin \theta_j, \sin \theta_n \cos(Q_{jn} - Q_j) \]
\[ = \sin \theta_j, \sin \theta_n \cos(Q_j - Q_{jn}) \]
\[ = \hat{P}_{j1} - \cos \theta_j, \cos \theta_n \]
\[ = \cos \theta_j - \cos \theta_j, \cos \theta_n \]  
(3.A.16)

Now in order to find

\[ I = \int d\Omega \cdot I(\hat{e}_k, \hat{P}_{j1})(\hat{e}_k, \hat{P}_{jnp}) = \int d\Omega \cdot (\hat{P}_{j1} - \cos \theta_j, \cos \theta_n) \]  
(3.A.17)

we need to consider the adjoint figure and define vectors with respect to the new axes \( \hat{m}, \hat{n}, \hat{p}_j \) (alternatively \( \hat{m}, \hat{n}, \hat{p}_{j1} \)) where \( \hat{m} \) and \( \hat{n} \) can be \( \hat{e}_1 \) and \( \hat{e}_2 \).
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\[ \hat{k}_x = \hat{p}_{j1} \cos \theta_j + \hat{m} \sin \theta_j, \cos \theta_n + \hat{n} \sin \theta_j, \sin \theta_n \]  
(3.A.18)

\[ \hat{p}_{j1} = \hat{p}_{j1} \cos \theta_j + \hat{m} \sin \theta, \cos \theta_n + \hat{n} \sin \theta, \sin \theta_n \]
\[ k_j \cdot \mathbf{p}_j = \cos \theta_j = \cos \theta_j \cos \theta + \sin \theta_j \sin \theta \cos (Q_j - Q_{p_j}) \quad (3.A.19) \]

Hence

\[ I(\hat{\mathbf{e}}_{\theta_j} \cdot \mathbf{p}_j, \hat{\mathbf{e}}_{\theta_{p_j}} \cdot \mathbf{p}_{p_j}) = \cos \theta - \cos \theta_j \left[ \cos \theta_j \cos \theta + \sin \theta_j \sin \theta \cos (Q_j - Q_{p_j}) \right] \]

\[ = \cos \theta (1 - \cos^2 \theta_j) - \sin \theta \sin \theta_j \sin \theta \cos (Q_j - Q_{p_j}) \quad (3.A.20) \]

\[ = \cos \theta \sin^2 \theta_j - \sin \theta \sin 2 \theta_j \cos (Q_j - Q_{p_j}) \]

\[ \Rightarrow (3.A.21) \]

\[ \Rightarrow I = \int \frac{4\pi}{2\pi} \int d\theta_j \int d\theta \left[ \cos \theta \sin^2 \theta_j - \sin \theta \sin 2 \theta_j \cos (Q_j - Q_{p_j}) \right] \]

The 2nd term gives zero on integration over \( Q \) since

\[ \int \frac{2\pi}{2\pi} \int d\theta_j \int d\theta_k \cos \theta \sin \theta_j \sin 2 \theta_j \cos (Q_j - Q_{p_j}) \]

\[ = 0 \]

\[ \int \frac{2\pi}{2\pi} \int d\theta_j \int d\theta_k \cos \theta \sin \theta_j \sin (Q_j - Q_{p_j}) \]

\[ = \cos \theta \sin \theta \cos (Q_j - Q_{p_j}) - \sin \theta \sin \theta_j \cos (Q_j - Q_{p_j}) \]

\[ = \cos \theta \sin \theta \cos (Q_j - Q_{p_j}) - \sin \theta \sin \theta \cos (Q_j - Q_{p_j}) \]

\[ = \cos \theta \sin \theta \cos (Q_j - Q_{p_j}) - \sin \theta \sin \theta \cos (Q_j - Q_{p_j}) \]

\[ I = \cos \theta \int \frac{2\pi}{2\pi} \int d\theta_j \int d\theta_k \sin \theta \sin 2 \theta_j \cos (Q_j - Q_{p_j}) \]

\[ = \left( \hat{\mathbf{p}}_{j} \cdot \mathbf{p}_{j} \right) \frac{8\pi}{3} \quad \text{as in (2.A.13)} \]

Hence (3.A.9) becomes, when we proceed as in Chapter II eqs. (2.A.15)

\[ \text{etc., and take } P_{ij}(t') = P_{ij}(t) e^{-i\omega_j(t'-t)} \]

\[ P_{ij}(t') = P_{ij}(t) e^{-i\omega_j(t'-t)} \]

and \( \omega_j t >> 1 \) and \( \omega_j t >> 1 \)
\[
\sum_{\ell, \sigma} E_{\ell \sigma} (t) = \frac{1}{\hbar} \sum_{\ell, \sigma} E_{\ell \sigma}^{(0)} (t) \cdot P_{\ell \sigma} + i\left( \frac{\gamma_{j^*} - \Omega_{j^*}^{\ell \sigma} P_{j^* \ell \sigma} (t) + i(\frac{1}{2} \gamma_{j^*} - \Omega_{j^*}^{\ell \sigma}) P_{j^* \ell \sigma} (t) \right)
\]

where \( \gamma_{j^*} = \frac{4 P_{j^*}^2 \omega_{j^*}^3}{3 \hbar c^3} \) and \( \Omega_{j^*}^{\ell \sigma} = \frac{\gamma_{j^*}}{\omega_{j^*}^3} \int_0^{2\pi} \frac{d\omega}{2\pi} \frac{\omega^3}{\omega_{j^*}^3} \). \n
\[
\text{and} \quad \gamma_{j^*} = \frac{4 (P_{j^*} \cdot P_{j^*}) \omega_{j^*}^3}{3 \hbar c^3}, \quad \Omega_{j^*}^{\ell \sigma} = \frac{\gamma_{j^*}}{\omega_{j^*}^3} \int_0^{2\pi} \frac{d\omega}{2\pi} \frac{\omega^3}{\omega_{j^*}^3}.
\]

N.B. \( P_{j^*} = P_{j^* j^*} \) and \( P_{j^*} = P_{j^* j^*} \). In deriving \( \Gamma_{j^*} \) and \( \Gamma_{j^*} \) we have integrated over those frequencies which are common to photon transitions between levels \( j^* \) to \( i \) and \( i \) to \( j^* \) and vice versa. If levels \( j^* \) and \( j^* \) are far apart these cross terms and hence \( \Gamma_{j^*} \) and \( \Gamma_{j^*} \) can be neglected. For them to be important \( \omega^3 \) must be of the order of the natural line width of level \( j^* \) or \( j^* \). Similarly

\[
\sum_{\ell, \sigma} E_{\ell \sigma} (t) = \frac{1}{\hbar} \sum_{\ell, \sigma} E_{\ell \sigma}^{(0)} (t) \cdot P_{\ell \sigma} + i\left( \frac{\gamma_{j} - \Omega_{j} P_{j \ell \sigma} (t) + i(\frac{1}{2} \gamma_{j} - \Omega_{j} P_{j \ell \sigma} (t) \right)
\]

where \( \gamma_{j} = \frac{4 P_{j}^2 \omega_{j}^3}{3 \hbar c^3} \) and \( \Omega_{j} = \frac{\gamma_{j}}{\omega_{j}^3} \int_0^{2\pi} \frac{d\omega}{2\pi} \frac{\omega^3}{\omega_{j}^3} \). \n
\[
\text{and} \quad \gamma_{j} = \frac{4 (P_{j} \cdot P_{j}) \omega_{j}^3}{3 \hbar c^3}, \quad \Omega_{j} = \frac{\gamma_{j}}{\omega_{j}^3} \int_0^{2\pi} \frac{d\omega}{2\pi} \frac{\omega^3}{\omega_{j}^3}.
\]

Therefore \( \frac{\gamma_{j}}{\gamma_{j}} = \frac{P_{j}^2}{P_{j}^2 \omega_{j}^3} \) and \( \frac{\gamma_{j}}{\gamma_{j}} = \frac{\omega_{j}^3}{\omega_{j}^3} \).
Substituting eqs. (3.A.24a) and (3.A.25a) in eqs. (3.A.6) and (3.A.7) we obtain

\[
\dot{P}_{1j}(t) = -(\frac{1}{2} \gamma_j + i(\omega_j - \Omega_j)) P_{1j} - (\frac{1}{2} \Gamma_j - i\Omega_j') P_{1j},
\]

\[
- \frac{1}{\hbar} \sum_{\sigma} [P_{\sigma} \dot{E}_{\sigma}^{(0)}(t) \cdot \mathcal{E}_{\sigma} + (P_{\sigma} - P_{\sigma}) \dot{E}_{\sigma}^{(0)}(t) \cdot \mathcal{E}_{\sigma}]
\]

(3.A.27)

Similarly

\[
\dot{P}_{1j}(t) = -(\frac{1}{2} \gamma_j + i(\omega_j - \Omega_j)) P_{1j} - (\frac{1}{2} \Gamma_j - i\Omega_j') P_{1j},
\]

\[
- \frac{1}{\hbar} \sum_{\sigma} [P_{\sigma} \dot{E}_{\sigma}^{(0)}(t) \cdot \mathcal{E}_{\sigma} + (P_{\sigma} - P_{\sigma}) \dot{E}_{\sigma}^{(0)}(t) \cdot \mathcal{E}_{\sigma}]
\]

(3.A.28)

These eqs. may also be written in terms of \(q_{j1}\) and \(q_{j2}\), where

\[
q_{j1} = \frac{1}{\hbar} \sum_{\sigma} \mathcal{E}_{\sigma}^{(0)}(t) \cdot \mathcal{E}_{\sigma}^{(0)} = \sum \mathcal{E}_{\sigma} a_{\sigma}(0) e^{-i\omega \hat{t}}
\]

(3.A.29)

\[
q_{j2} = \frac{1}{\hbar} \sum_{\sigma} \mathcal{E}_{\sigma}^{(0)}(t) \cdot \mathcal{E}_{\sigma}^{(0)} = \sum \mathcal{E}_{\sigma} a_{\sigma}(0) e^{-i\omega \hat{t}}
\]

N.B. \(q_{j1}\) and \(q_{j2}\) are time dependent.

Also the frequency shifts \(\Omega_{j1}\) and \(\Omega_{j2}\) can be absorbed into the definitions of \(\omega_{j1}\) and \(\tau_{j1}\) so that

\[
\omega_{j1} = \omega_j - \Omega_{j1}
\]

\[
\omega_{j2} = \omega_j - \Omega_{j2}
\]

\[
\frac{1}{2} \Gamma_{j1} = \frac{1}{2} \Gamma_j - i\Omega_{j1}
\]

\[
\frac{1}{2} \Gamma_{j2} = \frac{1}{2} \Gamma_j - i\Omega_{j2}
\]

(3.A.30)
In fact these frequency shifts can be neglected completely and can be reintroduced if required at a later stage.

B. The line-shape of spontaneous emission

In order to calculate the line-shape of spontaneous emission of the atom, we use a method based on the approaches of Lehmberg\cite{1,2} and Glauber\cite{48,49,50} in order to avoid use of the Markoff approximation and the fluctuation regression theorem. The spectral profile of the atomic decay is essentially given by the Fokker-transform of a 2-time atomic correlation function. This is explained in ref. 48, where Glauber says that the energy spectrum can be derived from the 1st order correlation function. We shall outline how this is done below, using Glauber's references.

If we substitute in the L.H.S. of eq. (10.11) of ref. \cite{49} for $E^{(-)}(r,t)$ and $E^{(0)}(r,t')$ expanded in plane-wave modes, using our notation,

\[ E(r,t) = (E^{(+)}(r,t) + E^{(-)}(r,t)) \text{ from (II.11)} \]  

\[ \text{where } E^{(+)}(r,t) = \sum_{\ell_1,\sigma} \frac{2\pi \hbar c}{V} \hat{e}_{\ell_1} a^\dagger_{\ell_1\sigma}(t) e^{-ik_{\ell_1} \cdot r} \]  

\[ E^{(-)}(r,t) = \sum_{\ell_2,\sigma} \frac{2\pi \hbar c}{V} \hat{e}_{\ell_2} a_{\ell_2\sigma}(t) e^{-ik_{\ell_2} \cdot r} \text{ from (II.10)} \]  

we obtain

\[ I = 2 \int E^{(-)}(r,t) E^{(+)}(r,t') dr \]

\[ = 2 \int \sum_{\ell_1,\sigma} \sum_{\ell_2,\sigma'} \frac{2\pi \hbar c}{V} (\omega_{\ell_1} \omega_{\ell_2})^2 (\hat{e}_{\ell_1\sigma} \cdot \hat{e}_{\ell_2\sigma'}) e^{-i(k_{\ell_1} - k_{\ell_2}) \cdot r} \]

\[ \times a^\dagger_{\ell_2\sigma}(t) a_{\ell_1\sigma'}(t') dr \]

\[ \text{from (3.B.3)} \]
According to Louisell\textsuperscript{[35]} p. 155, eq. (4.88)

\[ I' = \int_{\text{cavity}} U_{L_0}^{*}(t).U_{L',\sigma'}(r)\,dt = \delta_{LL'}, \delta_{\sigma\sigma'} \]

where \( U_{L_0}(r) = \frac{e^{i k_{L_0} \cdot r}}{\sqrt{\tau}} \)

and \( U_{L_0}^{*}(r) = \frac{e^{-i k_{L_0} \cdot r}}{\sqrt{\tau}} \)

(where \( \tau \) is the normalisation volume) \hspace{1cm} (3.B.4)

since \[ I' = \frac{(\hat{e}_{L_0}^{*}, \hat{e}_{L',\sigma'}^{\dagger})}{\tau} \int_{\text{cavity}} e^{-i(k_{L_0} - k_{L'} \cdot r)}\,dr \]

\[ = (\hat{e}_{L_0}^{*}, \hat{e}_{L',\sigma'}^{\dagger}) \delta_{LL'} \]

\[ = \hat{e}_{L_0}^{*}, \hat{e}_{L_0}^{\dagger}, \delta_{LL'} \]

\[ = \delta_{\sigma\sigma'}, \delta_{LL'}, \text{(since} \hat{e}_{L_0}^{*}, \hat{e}_{L_0}^{\dagger} = \delta_{\sigma\sigma'}, (3.6.13a)) \]

Hence \[ I = (4\pi) \sum_{L_0, \sigma} a_{L_0}^{\dagger}(t)a_{L_0}(t') \text{ for free fields } (\text{V} \leftrightarrow) \hspace{1cm} (3.B.5) \]

This is \( 4\pi \times \text{Glauber's expression} \) (10.11) since Glauber is using the same units as Mollow viz. the unrationalised mixed Gaussian c.g.s. system (Chapter I, Section B6).

Now taking a statistical average of both sides of this equation

\[ \frac{1}{2}\langle I \rangle = \int \langle E^{-}(p_{st}), E^{+}(p_{s't'}) \rangle \, dp_{st} = \sum_{\mu} G_{\mu}^{(1)}(p_{s't}; p_{st}, t') \, dp_{s't} \hspace{1cm} (3.B.6) \]

i.e. the 1st. order 2-time correlation function
\[ G^{(1)}_{\mu\nu}(\mathbf{r}; t) = \langle E^{-}(\mathbf{r}, t) E^{+}(\mathbf{r}, t') \rangle \]
\[ = \text{Tr} \{ \rho(0) E^{-}(\mathbf{r}, t) E^{+}(\mathbf{r}, t') \} \]  
(3.1.7)

Rewriting,

\[ \Sigma \int \frac{G^{(1)}_{\mu\nu}(\mathbf{r}; t', t) \, d\mathbf{r}}{\mathbf{r}} = (4\pi)^{\frac{3}{2}} \Sigma \frac{\hbar \omega_{k}}{k_{\sigma}} \langle a_{k\sigma}^{\dagger} a_{k\sigma}(t) \rangle e^{i\omega_{k}(t-t')} \]
\[ = (4\pi)^{\frac{3}{2}} \Sigma \frac{\hbar \omega_{k}}{k_{\sigma}} \langle n_{k\sigma} \rangle e^{i\omega_{k}(t-t')} \]  
(3.1.8)

where \( \langle n_{k\sigma} \rangle = \langle a_{k\sigma}^{\dagger} a_{k\sigma} \rangle = \text{Tr} \{ \rho(0) a_{k\sigma}^{\dagger}(t) a_{k\sigma}(t) \} \) is the average number of photons in the \( k_{\sigma} \) mode and gives a measure of the intensity of its excitation. Thus we see that the Fourier representation of the volume integral of \( G^{(1)} \) identifies the energy spectrum \( \hbar \omega_{k} \langle n_{k\sigma} \rangle \) quite generally. But when the fields can be represented by stationary density operators it is simpler to extract the energy spectrum \( W(w) \) from the correlation function. This we will now do.

According to Glauber's eq. (14.9) ref. [50]

\[ G^{(1)}_{\mu\nu}(\mathbf{r}; t') = \langle E^{-}\mu(\mathbf{r}, t) E^{+}\nu(\mathbf{r}, t') \rangle \]
\[ = \Sigma \Sigma \{ \langle \hat{a}_{k\sigma}^{\dagger}(0) \hat{a}_{k'\sigma'}(0) \rangle e^{-i\omega_{k'} t} e^{-i\omega_{k} t'} \} \]
\[ = \Sigma \Sigma \{ \langle n_{k\sigma}(0) \delta_{k k'} \delta_{\sigma \sigma'} e^{-i\omega_{k'} t} e^{-i\omega_{k} t'} \} \]  
(3.1.9)

I.E. \( \langle a_{k\sigma}^{\dagger}(0) a_{k'\sigma'}(0) \rangle = \text{Tr} \{ \rho(t) a_{k\sigma}^{\dagger}(0) a_{k'\sigma'}(0) \} = \langle n_{k\sigma} \rangle \delta_{k k'} \delta_{\sigma \sigma'} \)

since for any stationary field represented by a density operator \( \rho \)
there will exist some particular choice of mode functions such that
the matrix reduces to diagonal form.

\[
\mathcal{G}^{(1)}_{\mu \nu}(r, t; r', t') = \frac{2\pi}{V} \sum_{l, \sigma} \omega_l n_{l\sigma} \left( \hat{e}_{l\sigma} \hat{e}_{l\sigma}^* \right) e^{i \omega_l (t-t')}
\]  

(3.B.10)

\[
\Sigma^{(1)}_{\mu \nu}(r, t; r', t') = (4\pi)^{1/2} \sum_{l, \sigma} \frac{\omega_l}{V} n_{l\sigma} e^{i \omega_l (t-t')}
\]

since \( \Sigma(\hat{e}_{l\sigma}, \hat{e}_{l\sigma}^*) = 1 \)

(3.B.11)

\[
= (4\pi) \times \text{(Glauber's equation (10.14))}
\]

Now, if the field is incoherent, and the volume \( V \rightarrow \infty \)

\[
\mathcal{G}^{(1)}_{\mu \nu}(r, t; r', t') = (4\pi)^{1/2} \frac{\hbar c}{(2\pi)^3} \sum_{\sigma=0}^{2} \int d\mathbf{k} d\mathbf{\Omega} \int_0^{4\pi} \int_0^\infty \omega_k n_{l\sigma} e^{i \omega (t-t')}
\]

(3.B.12)

\[
= \frac{1}{2\pi} \int_0^{4\pi} \frac{d\omega}{\omega} \int d\mathbf{k} d\mathbf{\Omega} \int_0^{4\pi} \int_0^\infty \omega_k n_{l\sigma} e^{i \omega (t-t')}
\]

(3.B.13)
or

\[ G_{\mu\mu}^{(1)}(\tau t', \tau t) = \frac{1}{2\pi} \int d\omega I(\omega) e^{-i\omega(\tau-t')} \]

where

\[ I(\omega) = \frac{n}{2\pi} \int d\Omega \sum_{k=1}^{n} \omega^{2} \left< \delta_{k} \right> \]

N.B. In Hollow and Miller's paper\(^1\) eq. (4.3) an identical equation

for \( G_{\mu\mu}^{(1)}(\tau t', \tau t) \) is given for stationary fields where \( G_{\mu\mu}^{(1)}(\tau t', \tau t) \equiv \left< \delta(t') \delta(t) \right>, \) but they do not identify the field intensity \( I(\omega). \) Also

in Hollow's paper\(^2\) eq. (2.14) gives

\[ G_{\mu\mu}^{(1)}(\tau t', \tau t) \equiv \left< \delta^{(-)}(\tau t') \delta^{(+)}(\tau t) \right> \]

Hollow goes on to consider the case where the atomic system is in

equilibrium with the driving field so that the atomic correlation

function (rather the quantum mechanical analogue of a correlation

function) is given by \( \left< A^{+}(t') A(t) \right> = g(t-t') \) for the 2-level atom.

\( I(\omega) \) is \( W(\omega) \) of Glauber's paper\(^3\) where \( \Sigma \) is ignored, since

\( \Sigma(\hat{e}_{\mu}, \hat{e}_{\mu}) = 1 \), and is the energy density per unit frequency interval.

\[ G_{\mu\mu}^{(1)}(t t', t t) = \frac{1}{2\pi} \int I(\omega) e^{-i\omega t} d\omega \]

According to Hollow\(^3\) the power spectrum of the scattered field is

\[ I(\nu, \nu) = \int d\nu t e^{i\nu t} \int I(\omega) e^{-i\omega t} d\omega \]

\[ \left< \delta^{(-)}(\nu t') \delta^{(+)}(\nu t) \right> \]

\[ = \frac{1}{2\pi} \int d\omega I(\omega) \int d\omega I(\omega) \]

so that eq. (2.18) of Hollow's paper\(^3\) is identified.
He also writes

\[ I(q,v) = |q|^2 \int d\tau e^{i\nu\tau} g(\tau) = |q|^2 g(\nu) \]  

(3.B.17)

where he has approximated \( E^{(\nu)}(t) \) as in eq. (2.11) and assumed the atomic system to be in equilibrium with the driving field so that \( g^{(1)} \) only depends on \( (t-t') \). If we let \( I(\omega) = 0 \) for \( \omega < 0 \) we can extend the integral over \( \omega \) from \(-\infty\) to \( +\infty \) so that

\[ I(q,v) = \frac{1}{2\pi} \int d\tau e^{i(\nu-\omega)\tau} \int d\omega I(q,\omega) \]  

(3.B.18)

Using our units we can identify \( |q|^2 g(\tau) \) by the equation

\[ |q|^2 g(\tau) = \frac{1}{2\pi} \frac{\hbar}{c^3} \left[ \frac{1}{2\pi} \int_0^\infty d\omega \omega^3 e^{-i\omega\tau} \right] \frac{2\pi}{\Sigma} \int_{\nu_k}^{\infty} d\Omega_k \]  

(3.B.19)

N.B. There is a factor of \( \frac{1}{2\pi} \) difference between our notation and that of Mollow.

Now

\[ \Sigma G_{jj}^{(1)}(r_0,r) = \frac{1}{2\pi} \int d\omega I(\omega) e^{-i\omega\tau} \]  

(3.B.20)

\[ \int d\omega G_{jj}^{(1)}(r_0,\tau) e^{i\nu\tau} d\tau = \frac{1}{2\pi} \int d\tau e^{i(\nu-\omega)\tau} \int d\omega I(q,\omega) \]  

\[ \int \int d\omega \omega \delta(\nu-\omega) \]  

\[ = W(\nu) \]  

(3.B.21)

So

\[ I(q,\nu) = \int d\tau e^{i\nu\tau} G_{\mu\mu}^{(1)}(r_0,\tau) \]  

(3.B.22)

is the energy spectrum for the quanta present and is the Fourier
transform of the 1st. order time-dependent correlation function.

Also

$$I(r, v) = \frac{n}{4\pi} \left( \frac{v^3}{c^3} \right) \sum_{k} \langle n_k \rangle d\Omega_k$$

is the energy of power spectrum of the scattered field.

Now we wish to find the spectral properties of the FAR field.

So following the reasoning of Lehmbert we let R be an observation point (referred to as arbitrary origin within the ensemble) and assume that $|\mathbf{R} - \mathbf{r}| \approx \mathbf{R}_a$ satisfies

$$\frac{\omega_1}{c} \mathbf{R}_a \gg 1$$

$$\frac{\omega_2}{c} \mathbf{R}_a \gg 1$$

i.e.,

$$\mathbf{R}_a \gg k_1$$

$$\mathbf{R}_a \gg k_2$$ (R_a is very large compared with the distance traversed by photons of energy $\omega_1$ and $\omega_2$, in a second.)

Fig. 3.B.1.
The quantities of interest can be obtained from the correlation functions

\[
E_{R_j}(t, t') = \frac{R^2 c}{2 \pi \omega_j R} \langle E_\uparrow(t, t') E_\uparrow(t, t') \rangle \\
= \frac{R^2 c}{2 \pi \omega_j R} \sum_j G_{jj}(t, t') (R, t; R, t')
\]

(3.B.25)

and

\[
f(t, t') = \int_0^\infty \frac{d\omega_j}{2\pi} f_{R_j}^*(t, t')
\]

(3.B.26)

(where \( \omega_j = \omega_j \) or \( \omega_{jn} \), depending in which transitions we are interested in).

where the average is taken over initial states of the atomic system, and

\[
E_\uparrow(R, t) = \sum_{L \sigma} \sqrt{\frac{2 \pi \omega_L}{V}} \hat{a}_{\sigma \lambda o}(t) e^{i k_L \cdot R}
\]

as in Lehmburg's appendix.

If we substitute our expression for \( a_{\lambda o}(t) \) for \( r \neq 0 \) into

\[
E_\uparrow(R, t) \text{ evaluated at } t = t_R = t + \frac{R}{c}
\]

we obtain

\[
E_\uparrow(R, t) = \sum_{L \sigma} \sqrt{\frac{2 \pi \omega_L}{V}} \hat{a}_{\sigma \lambda o}(0) e^{-i \omega \cdot t_R} e^{i k_L \cdot (R - \xi)}
\]

\[
+ \frac{i \Sigma}{L} \sqrt{\frac{2 \pi \omega_L}{V}} \int_0^R \hat{a}_{\lambda o}(t_L) \int_0^{t_R(t')} e^{-i \omega \cdot (t_R - t')} d t' e^{i k_L \cdot (R - \xi)}
\]

(3.B.27)

If we now assume the time for a light signal to cross the ensemble

\(<\Delta t, the time for appreciable (secular) changes to occur in the atomic levels.\)
then \[ P_{ij'}(t') = e^{i \omega_j(t' - t_R)} \]
and \[ P_{ij''}(t'') = e^{i \omega_j(t'' - t_R)} \]

We now also need to know \[ \sum_{s=1}^{2} \hat{e}_{ls}^* \hat{D}_{ls}^* \hat{e}_{ps} \] where \( j' \) or \( j'' \).

Fig. 3.B.2

Using the above axes as before we can write

\[ \hat{e}_{ls} = \hat{x} \cos\theta_e + \hat{y} \sin\theta_e \]

\[ \hat{P}_j = \hat{x} \sin\theta \cos\theta_p + \hat{y} \sin\theta \sin\theta_p + \hat{k} \cos\theta \]

\[ \hat{e}_{ls} \cdot \hat{P}_j = \sin\theta \cos\theta_p \]

\[ \hat{e}_{ls} \cdot (\hat{e}_{ls}^* \hat{P}_j) = \sin\theta \cos\theta_p [\cos\theta_e \hat{x} + \sin\theta_e \hat{y}] \]

Considering the adjoint figure, as before we can write

\[ \hat{P}_j = \hat{x} \sin\theta \cos\alpha + \hat{y} \sin\theta \sin\alpha + \hat{k} \cos\theta \]
Hence

\[ \sum_{\sigma=1}^{2} \hat{e}_{\sigma 0}(\hat{a}_{\sigma 0} \cdot \hat{p}_j) = \hat{e}_{1 1}(\hat{a}_{1 1} \cdot \hat{p}_j) + \hat{e}_{2 2}(\hat{a}_{2 2} \cdot \hat{p}_j) \]

\[ = \hat{e}_{1 1} \left[ \sin \theta \cos \alpha \right] + \hat{e}_{2 2} \left[ \sin \theta \sin \alpha \right] \]

\[ = \hat{p}_j - \hat{k}_z \cos \theta \]

\[ \therefore \sum_{\sigma=1}^{2} \hat{e}_{\sigma 0}(\hat{a}_{\sigma 0} \cdot \hat{p}_j) = \hat{p}_j - \hat{k}_z (\hat{k}_z \cdot \hat{p}_j) \]

Hence

\[ E^{(+)}(E, t_R) = E^{(+)(0)}(E, t_R) + \frac{12 \pi}{V} \sum_{l} E_{l j} \left[ E_{j l} \hat{E}_{l j} \right] t_R \]

\[ \times e^{i(\omega_{l j} - \omega_j)(t - t_R)} P_{l j}^0(t) e^{ik_l \cdot R} \]

\[ + \frac{12 \pi}{V} \sum_{l} E_{l j} \left[ E_{j l} \hat{E}_{l j} \right] t_R \]

\[ \times e^{i(\omega_{l j} - \omega_j)(t'' - t_R)} P_{l j}^0(t) e^{ik_l \cdot R} \]

where

\[ E^{(+)(0)}(E, t_R) = \sum_{l, \sigma} \sqrt{\frac{2 \pi \hbar}{V}} \hat{e}_{l \sigma 0}(\hat{a}_{l \sigma 0}) e^{-i\omega_l t_R} e^{ik_l \cdot R} \]
Considering $V + \omega _n$ we obtain

$$E^{(+)}(t_R, t_R) = E^{(+)}(0)(t_R, t_R)$$

$$+ \frac{4\pi}{(2\pi c)^3} \int d\omega \int d\Omega \int d\mathbf{k} \left[ P_j, -\mathbf{k} (\mathbf{e}_j, \mathbf{e}_j) \right] \int dt' e^{i(\omega - \omega _j)(t' - t_R)}$$

$$\times P_{ij}(t) e^{i\omega / c} \hat{k}_j(R-R)$$

$$\left. \right| \right| (3.B.35)$$

$$+ \frac{12\pi}{(2\pi c)^3} \int d\omega \int d\Omega \int d\mathbf{k} \left[ P_{j''}, -\mathbf{k} (\mathbf{e}_j, \mathbf{e}_j) \right] \int dt'' e^{i(\omega - \omega _j'')(t'' - t_R)}$$

$$\times P_{ij''}(t) e^{i\omega / c} \hat{k}_j(R-R)$$

$$\left. \right| \right| (3.B.36)$$

Thus we see that the field has several properties:

(i) The largest contributions to the field come from $\omega - \omega _j$, which is physically reasonable.

(ii) Since $\frac{\omega}{c} - \frac{\omega _j}{c} R$ and $\frac{\omega}{c} R >> 1$ $e^{i\omega / c} \hat{k}_j R - e^{i\omega / c} \hat{k}_j R$ will oscillate rapidly over a range of $\hat{R}_a, \hat{R}$ in which $P_j - \hat{k}(\hat{R}, \mathbf{e}_j)$ remains essentially constant. As $\cos^{-1}(\hat{k}, \hat{R})$ increases $e^{i\omega / c} R \hat{R}, \hat{R} + 1$ and for $\hat{k}, \hat{R} = \cos 90^\circ = 0$ this is an identity.

(iii) Whatever the direction of $\hat{k}$ the relative change in $\left[ P_j - \hat{k}(\hat{R}, \mathbf{e}_j) \right]$ is very small indeed and so has little effect. Consider the maximum variation $\hat{k} = \pm \hat{R}_a$, since the important contribution comes from these
directions around \( \hat{k} = \pm \hat{R}_a \) where the phase \( \frac{\omega}{c} R_a \) is stationary. Substituting this in the slowly varying function

\[
\left[ P_j \cdot \hat{k}(k \cdot \mathbf{p}_j) \right]
\]

we see that for both directions of \( \hat{k} \)

\[
\left[ P_j \cdot \hat{k}(k \cdot \mathbf{p}_j) \right] + \left[ P_j \cdot \hat{R}_a (\hat{R}_a \cdot \mathbf{p}_j) \right]
\]

and this is almost constant, contributing mainly around \( \hat{k} = \pm \hat{R}_a \), and so can be taken out of the integral over \( \Omega_k \) leaving only \( e^{i\omega/c \cdot \hat{k} \cdot \hat{R}_a} \) to be evaluated over \( \Omega_k \).

\[
\int d\Omega_k e^{i\omega/c \cdot \hat{k} \cdot \mathbf{p}_a} = \int d\Omega \int d\Omega' \sin \theta' e^{i\omega/c \cdot R_a \cos \theta'} \quad \text{where} \quad \cos \theta' = \hat{k} \cdot \hat{R}_a
\]

\[
= \frac{-12\pi \omega}{\omega R} (e^{i\omega R_a/c} - e^{-i\omega R_a/c})
\]

Fig. 3.B.4
Thus, substituting $t_R = t + \frac{R}{c}$ also, we obtain

\[
\langle E^+ \rangle (\mathbf{R}, t_R) = \langle E^+ \rangle (\mathbf{R}, t_R) + \frac{1}{2\pi c^2} \sum_{j=j', j''} \int \frac{d\omega}{\omega} e^{i\omega(\mathbf{R}_a - \mathbf{R})/c} e^{-i\omega(\mathbf{R}_a + \mathbf{R})/c} \int_0^{t_R} dt' e^{i(\omega - \omega_j)(t' - t)} P_{ij}(t') e^{i\omega_j R/c} \]  

(3.B.38)

There are two cases of interest

(a) when the initial radiation is absent entirely, or
(b) confined to a narrow beam.

In case (b), if $\mathbf{R}$ lies outside any such beam, and if $\mathbf{R} \gg r$ (so that $\mathbf{R}_a - \mathbf{R} \approx -\mathbf{R}r$) then the term $e^{i\omega(\mathbf{R}_a - \mathbf{R})/c} = e^{-i\omega r/c}$ and is a moderate term but $e^{-i\omega(\mathbf{R}_a + \mathbf{R})/c} = e^{-i\omega 2R/c}$ is an extremely rapidly oscillating, since $\mathbf{R}$ is very large compared with $r$, and so is neglected.

Hence

\[
\langle E^+ \rangle (\mathbf{R}, t_R) = \langle E^+ \rangle (\mathbf{R}, t_R) + \frac{1}{2\pi c^2} \sum_{j=j', j''} \int \frac{d\omega}{\omega} e^{i\omega(\mathbf{R}_a - \mathbf{R})/c} e^{-i\omega(\mathbf{R}_a + \mathbf{R})/c} \int_0^{t_R} dt' e^{i(\omega - \omega_j)(t' - t)} P_{ij}(t') e^{i\omega_j R/c} \]  

(3.B.39)

[N.B. If $\mathbf{R} = 0$, i.e. the atom is at the origin, then $\mathbf{R} = \mathbf{R}_a$]

Integrating over $t'$ we obtain, on using $\mathbf{R}_a - \mathbf{R} \approx r$,

\[
\langle E^+ \rangle (\mathbf{R}, t_R) = \langle E^+ \rangle (\mathbf{R}, t_R) + \frac{1}{2\pi c^2} \sum_{j=j', j''} \int \frac{d\omega}{\omega} e^{i\omega(\mathbf{R}_a - \mathbf{R})/c} e^{-i\omega(\mathbf{R}_a + \mathbf{R})/c} \int_0^{t_R} dt' e^{i(\omega - \omega_j)(t' - t)} P_{ij}(t') e^{i\omega_j r/c} \]  

(3.B.90)

\[
\int \frac{d\omega}{\omega} e^{-i\omega(\mathbf{R}_a - \mathbf{R})/c} e^{-i\omega(\mathbf{R}_a + \mathbf{R})/c} \int_0^{t_R} dt' e^{i(\omega - \omega_j)(t' - t)} P_{ij}(t') e^{i\omega_j r/c} \]
where the 2nd term in $[ ]$ is a H.F. term and can be neglected and we can approximate $[ ]$ by $2\pi\delta(\omega-\omega_j)$. Hence

$$
E^+(R,t_R) = E^+(0)(R,t_R)
$$

$$
+ \sum_{j,j'j''} \left[ E_j \hat{R}_a(\hat{R}_a \cdot E_j) \right] \frac{\omega_j^2}{c^2} P_{ij}(t)e^{-i\omega_j/c^2}
$$

where $r = R - R_a$.

which is identical in form to eq. (36) of Lehmberg\(^2\) when $n = 1$.

We have already assumed $\omega_j R_a/c \gg 1$ and since $|R_a - R| \ll r$ max conditions $\omega_j t \gg 1$ and $ct \gg r$ max lead to $\omega_j [t-(R-R_a)/c] \gg 1$.

[N.B. H.F. terms in the Hamiltonian result in expressions of the form

$$
\int d\omega \delta(\omega + \omega_j) \text{which are identically zero since } \omega = -\omega_j \text{ does not lie in the range of the integral over } \omega \text{ and so has no effect.}
$$

Substituting in the expression for $f_{R_j}(t,t')$ eq. (3.B.25) for $j = j'$ (i.e. transitions between $j'$ and $i$) we obtain 9 terms, as follows:

$$
f_{R_j}(t_R,t'_R) = \frac{R^2}{2\pi\omega_jn} E^+(0)(R,t_R) E^+(0)(R,t_R),
$$

which is proportional to $<a_{0i}(t_R)a_{0j}(t_R)>$, as we see from eq. (3.B.26).]

$$(3.B.41)$$

$$(3.B.42)$$

$$(3.B.43)$$
Now when $R$ is sufficiently large the interference between the incident and scattered radiation is negligible, hence the last two terms in $\Sigma$ can be ignored, so that

$$f_{R_j}^{(0)}(t_{R},t_{R}) = f_{R_j}^{(0)}(t_{R},t_{R}) + L_{R_j}^{(0)}(t_{R},t_{R}) \quad (3.3.44)$$

which can be shown to be the same as a factor of $(R^2/c^2\pi\eta_j)$ times the following expression:

$$f_{R_j}^{(1)}(t_{R},t_{R}) = \sum_{\mu} G_{\mu\mu}(R,t_{R};t_{R}) = \sum_{\mu} G_{\mu\mu}(R,t_{R};t_{R})$$

$$+ \sum_{j=j',j''} \frac{G_j^2(\hat{R})<P_{ij}^+(t_R)P_{ij}(t_{R})> + G_jG_j'<P_{ij}^+(t_R)P_{ij}^+(t_{R})>}{(3.3.45)}$$

$$+ G_j^2G_j'<P_{ij}^+(t_R)P_{ij}^+(t_{R})>$$

where

$$f_{R_j}^{(0)}(t_{R},t_{R}) = \frac{R^2c}{2\pi\omega_j \hbar} <E^{(+)}(0,R,t_{R})E^{(+)}(0,R,t_{R})> \quad (3.3.46)$$

and

$$L_{R_j}^{(0)}(t_{R},t_{R}) = \frac{R^2c}{2\pi\omega_j \hbar} \sum_{j=j',j''} \frac{|P_{ij}^+(\hat{R},\hat{P}_j)|^2}{R^2} \left( \frac{\omega_j}{c} \right)^4$$

$$\times <P_{ij}^+(t_R)P_{ij}(t_{R})>$$

$$+ \frac{|P_{ij}^+(\hat{R},\hat{P}_j)|^2|P_{ij}^+(\hat{R},\hat{P}_j)|^{2}}{R^2} \frac{\omega_j^2\omega_j'^2}{c^2} e^{i(\omega_j - \omega_j')\tau/c}$$

$$\times <P_{ij}^+(t_R)P_{ij}(t_{R})> + e^{-i(\omega_j - \omega_j')\tau/c} <P_{ij}^+(t_R)P_{ij}(t_{R})> \quad (3.3.47)$$

Now

$$|P_{ij}^+(\hat{R},\hat{P}_j)|^2 = p_j^2(\hat{R},\hat{P}_j)^2 - 2(\hat{P}_j,\hat{R})^2$$

$$= p_j^2(1 - (\hat{R},\hat{P}_j)^2) \quad (3.3.48)$$

and

$$|P_{ij}^+(\hat{R},\hat{P}_j)|^2|P_{ij}^+(\hat{R},\hat{P}_j)|^2 = p_jp_j'|\hat{P}_j,\hat{P}_j' - (\hat{R},\hat{P}_j)(\hat{R},\hat{P}_j')|$$
so that

\[
L_{\rho_j}(t_{R'}, t_{R'}') = \frac{R C}{2 \pi \omega_{j,n}} \left[ \sum_{j=j', j''} P_j^2 \left[ 1 - \left( \hat{R}_a \cdot \hat{P}_{j'} \right)^2 \right] \left( \frac{\omega}{c} \right)^4 \langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle \right.
\]

\[
+ P_j P_j'' \left\{ \tilde{P}_j \cdot \tilde{P}_{j''} - \left( \hat{R}_a \cdot \tilde{P}_j \right) \left( \hat{R}_a \cdot \tilde{P}_{j''} \right) \right\} \left( \frac{\omega_{j,n}^2}{c^2} \right) \left( \frac{e^{i(\omega_{j,n} - \omega_{j''}) r/c}}{c^4} \right) \langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle \right]
\]

\[
= \frac{R^2 C^2}{2 \pi \hbar} \left[ P_j^2 \left[ 1 - \left( \hat{R}_a \cdot \hat{P}_{j'} \right)^2 \right] \left( \frac{\omega_{j,n}^3}{c^3} \right) \langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle \right.
\]

\[
+ P_j P_j'' \left[ 1 - \left( \hat{R}_a \cdot \hat{P}_{j''} \right)^2 \right] \left( \frac{\omega_{j,n}^3}{c^3} \right) \langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle \frac{\omega_{j,n}}{\omega_{j'}} \cdot \left( \frac{e^{i(\omega_{j,n} - \omega_{j''}) r/c}}{c^4} \right) \langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle \right]
\]

\[
= \frac{3}{8 \pi} \gamma_j P_j \left[ 1 - \left( \hat{R}_a \cdot \hat{P}_{j'} \right)^2 \right] \langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle \frac{\omega_{j,n}}{\omega_{j'}}
\]

\[
+ \frac{3}{8 \pi} \gamma_j'' P_j \left[ 1 - \left( \hat{R}_a \cdot \hat{P}_{j''} \right)^2 \right] \langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle \frac{\omega_{j,n}}{\omega_{j'}}
\]

\[
+ \frac{1}{2 \pi \hbar} P_j P_j'' \left\{ \tilde{P}_j \cdot \tilde{P}_{j''} - \left( \hat{R}_a \cdot \tilde{P}_j \right) \left( \hat{R}_a \cdot \tilde{P}_{j''} \right) \right\} \left( \frac{\omega_{j,n}^3}{c^3} \right) \left( \frac{\omega_{j,n}}{\omega_{j''}} \right) \left( \frac{e^{i(\omega_{j,n} - \omega_{j''}) r/c}}{c^4} \right) \langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle \right]
\]

\[
\langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle + e^{-i(\omega_{j,n} - \omega_{j''}) r/c} \langle P_{j'}(t_{R'}) P_{j'}(t_{R'}) \rangle
\]

where \( \gamma_j \) and \( \gamma_j'' \) are defined by eq. (3.A.246).
Writing
\[ W_{R,j}^{(1)} = \frac{3\gamma_j}{8\pi} \left[ 1 - (\hat{R}_a \cdot \hat{p}_j)^2 \right] \]  \hspace{1cm} (3.B.50)
we obtain
\[ L^c(t_{R,j}^+, t_{R,j}^-) = W_{R,j}^{(1)} \frac{R_j^2}{R_a^2} \langle p_{ij}^+, (t_{R,j}^-) p_{ij}^+, (t_{R,j}^-) \rangle \]
\[ + w_{R,j}^{(2)} \frac{R_j^2}{R_a^2} \langle p_{ij}^+, (t_{R,j}^-) p_{ij}^+, (t_{R,j}^-) \rangle \frac{\omega_j}{\omega_j} + w(2) \]  \hspace{1cm} (3.B.51)
where
\[ w(2) = \frac{1}{2\pi R} p_{ij} p_{ij}^\prime \left[ \frac{1}{R_j} \right]^3 - (\hat{R}_a \cdot \hat{p}_{ij})(\hat{R}_a \cdot \hat{p}_{ij}^\prime) \]
\[ R_j^2 \frac{\omega_j}{\omega_j} \frac{\omega_j}{\omega_j} \]
\[ \times \left\{ e^{i(\omega_j - \omega_j^\prime) \tau/c} \langle p_{ij}^+, (t_{R,j}^-) p_{ij}^+, (t_{R,j}^-) \rangle + e^{-i(\omega_j - \omega_j^\prime) \tau/c} \langle p_{ij}^+, (t_{R,j}^-) p_{ij}^+, (t_{R,j}^-) \rangle \right\} \]  \hspace{1cm} (3.B.52)
and, if the atom is at the origin, \( R = R_a \), and
\[ f_{R,j}^{(1)}(t_{R,j}^+, t_{R,j}^-) = \frac{R_j^2}{2} \frac{1}{j_j} \frac{E_j^{(1)}}{E_j^{(1)}} \frac{E_j^{(1)}}{E_j^{(1)}} \frac{E_j^{(1)}}{E_j^{(1)}} \frac{E_j^{(1)}}{E_j^{(1)}} \]
\[ + \left[ W_{R,j}^{(1)} \langle p_{ij}^+, (t_{R,j}^-) p_{ij}^+, (t_{R,j}^-) \rangle + W_{R,j}^{(2)} \langle p_{ij}^+, (t_{R,j}^-) p_{ij}^+, (t_{R,j}^-) \rangle \frac{\omega_j}{\omega_j} + w(2) \right] \]  \hspace{1cm} (3.B.53)
Now
\[ f_{j}^{(1)}(t_{R,j}^+, t_{R,j}^-) = \delta \chi_{R,R j} \langle t_{R,j}^+, t_{R,j}^- \rangle = \delta \chi_{R,R j} \langle t_{R,j}^+, t_{R,j}^- \rangle \]
\[ + \delta \chi_{R,R j} L_{R,R j} \langle t_{R,j}^+, t_{R,j}^- \rangle = \frac{f_{j}^{(0)}}{f_{j}^{(0)}}(t_{R,j}^+, t_{R,j}^-) + L_{j}^{(0)}(t_{R,j}^+, t_{R,j}^-) \]  \hspace{1cm} (3.B.54)
where

\[ f_j^{(0)}(t_R^{t^1}_R) = \frac{R^2e^{-\frac{2t}{\omega_j}}}{(2\pi)^3} \int d\omega \int d\theta d\phi R_e \sum_{\sigma=1}^{\infty} e^{i\omega(t_R^{t^1}_R)} \]

\[ \times <a_{\lambda\sigma}^+(0)a_{\lambda\sigma}(0)> \]

and

\[ L_j(t_R^{t^1}_R) = \gamma_j \langle P_{ij}(t_R^{t^1}_R) P_{j^1}(t_R^{t^1}_R) > + \gamma_{jj''} \frac{\omega_{jj''}}{\omega_j} \langle P_{ij}(t_R^{t^1}_R) P_{j^1}(t_R^{t^1}_R) > \]

\[ + \int d\Omega_\omega \omega(2) \]

since \( d\Omega_\omega |1-(R,\omega)|^2 = \frac{8\pi}{3} \) for \( j = j', j'' \) (see Chapter VII for detailed explanation).

N.B. \( <a_{\lambda\sigma}^+(0)a_{\lambda\sigma}(0)> = n_{\lambda\sigma}(0) = \) no. of photons in mode \( \lambda\sigma \) at \( t = 0 \) so that if initially there is no radiation \( n_{\lambda\sigma}(0) = 0 \) and so this term is irrelevant.

We can see that it has nothing to do with the radiation damping since it exists even when \( g \)'s are zero. \( f_j^{(0)}(t_R^{t^1}_R) \) is simply the incident beam's characteristic and shows whether it is coherent, incoherent, chaotic, etc., i.e. it depends on the photon distribution of the incident beam. So: that, for no radiation present initially, the energy spectrum of the scattered field for transitions from level \( j \) is:

\[ L_j(t_R^{t^1}_R) = \gamma_j \langle P_{ij}(t_R^{t^1}_R) P_{j^1}(t_R^{t^1}_R) > + \gamma_{jj''} \frac{\omega_{jj''}}{\omega_j} \langle P_{ij}(t_R^{t^1}_R) P_{j^1}(t_R^{t^1}_R) > \]

and this term arises from the interaction.

N.B. \( \int d\Omega_\omega \omega(2) = \frac{\omega_{jj''}}{\omega_j} \langle P_{ij}(t_R^{t^1}_R) P_{j^1}(t_R^{t^1}_R) > + \langle P_{ij}(t_R^{t^1}_R) P_{j^1}(t_R^{t^1}_R) > \) as shown in Chapter VII eq. (7.B.74) except that the factor outside the brackets is different since in the latter case the \( j'' \to i \) transition is considered and not the \( j' \to i \) transition as here.
In Chapters V, VI and VII we shall be evaluating 2-time atomic correlation functions using the Markoff approximation as in Mollow's paper \[9\]. Here we shall avoid this by instead solving for states such as \(P_{ij}^*(t_R)|\text{rad.}\rangle, P_{ij}(t_R)|\text{rad.}\rangle\) as suggested by Lehmberg\[2\] p. 887 at the end of Section III where he gives this method as an alternative to approximating terms \(\langle P_{ij}^*(t_R)P_{ij}(t_{R'})\rangle\) etc. by using the fluctuation-regression theorem.\[51\] This we do in order to find \(\langle a_{l_0}^\dagger(t_R)a_{l_0}(t_{R'})\rangle\), which we see from eq. (3.3.32) is proportional to \(f_{ij}(t_R, t_{R'})\), for retarded times \(t_R\) and \(t_{R'}\), \(\gg\gamma^{-1}\). We can compare its value from eq. (3.3.32) with eq. (3.3.43).

Since \(|\text{rad.}\rangle = 10\) initially we shall now derive equations for \(P_{ij}^*(t)|10\rangle\) and \(P_{ij}(t)|10\rangle\) from (3.3.13) and (3.3.14) by multiplying those eqs. on the right of the vacuum state \(10\rangle\) for all \(l_0\) photons.

Then, since \(E^{(0)}(t)|10\rangle - a_{l_0}^{(0)}(0)|10\rangle = 0\), and there are no terms involving \(E^{(0)}(t)\), we obtain two coupled linear differential equations:

\[
P_{ij}^*(t)|10\rangle = -(\frac{1}{2}Y_{j_0} + \imath\omega_{j_0}) P_{ij}^*(t)|10\rangle - \frac{1}{2}\Gamma_{j_0} P_{ij}(t)|10\rangle \tag{3.B.56}
\]

\[
P_{ij}(t)|10\rangle = -(\frac{1}{2}Y_{j_0} + \imath\omega_{j_0}) P_{ij}(t)|10\rangle - \frac{1}{2}\Gamma_{j_0}^* P_{ij}^*(t)|10\rangle \tag{3.B.57}
\]

Let \(A = P_{ij}^*(t)|10\rangle\) and \(B = P_{ij}(t)|10\rangle\) \(\tag{3.B.58}\)

then

\[
\dot{A} = -(\frac{1}{2}Y_{j_0} + \imath\omega_{j_0})A - \frac{1}{2}\Gamma_{j_0} B \tag{3.B.59}
\]

\[
\dot{B} = -(\frac{1}{2}Y_{j_0} + \imath\omega_{j_0})B - \frac{1}{2}\Gamma_{j_0}^* A \tag{3.B.60}
\]
Taking Laplace transforms for initial time $t' = 0$ we obtain

simultaneous equations

\[
\begin{align*}
(s+i\gamma + i\omega L)A &= -\frac{1}{4}G_j^t L(B) + A(0) \quad (3.61) \\
(s+i\gamma + i\omega L)B &= -\frac{1}{4}G_j^t L(A) + B(0) \quad (3.62)
\end{align*}
\]

Solving for $L(A)$ and $L(B)$ we obtain

\[
\begin{align*}
L(A) &= \frac{(s+i\gamma + i\omega L)}{Z} A(0) - \frac{1}{4}G_j^t \frac{1}{Z} B(0) \quad (3.63) \\
L(B) &= \frac{(s+i\gamma + i\omega L)}{Z} B(0) - \frac{1}{4}G_j^t \frac{1}{Z} A(0) \quad (3.64)
\end{align*}
\]

where

\[
Z = s^2 + bs + c = (s-s_1)(s-s_2)
\]

\[
b = \frac{1}{2}(\gamma + i\omega L) + i(\omega L)
\]

\[
c = (\gamma + i\omega L)(\gamma + i\omega L) - \frac{1}{4}G_j^t \frac{1}{Z} A(0)
\]

If we now separate the terms in eqs. (3.53) and (3.54) into partial fractions and take the inverse transforms we obtain:

\[
P_{ij}^{(t)}(10^2) = \frac{1}{(s_1-s_2)} \left[ (s_1+i\gamma + i\omega L) e^{s_1t} - (s_2+i\gamma + i\omega L) e^{s_2t} \right]
\]

\[
P_{ij}^{(0)}(10^2) = \frac{-\frac{1}{4}G_j^t}{(s_1-s_2)} \left[ e^{-s_1t} - e^{-s_2t} \right] P_{ij}^{(0)}(10^2)
\]

\[
P_{ij}^{(t)}(10^2) = \frac{1}{(s_1-s_2)} \left[ (s_1+i\gamma + i\omega L) e^{s_1t} - (s_2+i\gamma + i\omega L) e^{s_2t} \right]
\]

\[
\times P_{ij}^{(0)}(10^2) - \frac{-\frac{1}{4}G_j^t}{(s_1-s_2)} \left[ e^{s_1t} - e^{s_2t} \right] P_{ij}^{(0)}(10^2)
\]
We shall find values $s_1$ and $s_2$ later.

Now what we are interested in calculating is the correlation function:

$$f_{Rj''}(t_{R'},t_{R}) = \frac{R^2c}{2\omega_{j''} \hbar} \langle \mathcal{E}(R,t_{R'}) \mathcal{E}(R,t_{R'}) \rangle$$

$$= \frac{R^2c}{\omega_{j''} V} \sum \omega_{\ell} \langle a_{\ell0}^{+} (t_{R}) a_{\ell0} (t_{R'}) \rangle$$

and this is determined by $\langle a_{\ell0}^{+} (t_{R}) a_{\ell0} (t_{R'}) \rangle$

where averaging is performed over initial atomic and radiation states.

Assuming that there is no radiation present initially and the atom is in state $|j''\rangle$ this can be written:

$$\langle j'' | \langle 0 | a_{\ell0}^{+} (t_{R}) a_{\ell0} (t_{R'}) | 0 \rangle | j'' \rangle$$

(3.B.69)

If we put $t_{R} = t_{R'}$, then the expression

$$f_{Rj''}(t_{R},t_{R}) = \frac{R^2c}{\omega_{j''} V} \sum \omega_{\ell} \langle j'' | \langle 0 | a_{\ell0}^{+} (t_{R}) a_{\ell0} (t_{R}) | 0 \rangle | j'' \rangle$$

(3.B.70)

gives the average photon emission rate into solid angle $d\Omega_{R}$ for spontaneous emission. This is the actual intensity that would be measured by an ordinary photo detector at point $R$ at time $t_{R}$ or by a similar device. (N.B. it contains a summation over all possible modes.)

We now calculate

$$\langle j'' | \langle 0 | a_{\ell0}^{+} (t_{R}) a_{\ell0} (t_{R'}) | 0 \rangle | j'' \rangle$$

(3.B.69)

from the equations for $P_{j''j''}(t) | 0 \rangle | j'' \rangle$ and $P_{j''j''}(t) | 0 \rangle | j' \rangle$ given below:
Applying operators $|0\rangle$ and $|j^{\prime\prime}\rangle$ to the RHS of eq. (3.A.8) we obtain:

$$a_{\xi}(t_{R})|0\rangle |j^{\prime\prime}\rangle = i g_{\xi j^{\prime}j^{\prime\prime}} \int_{0}^{t_{R}} dt' e^{-i\omega_{k}(t_{R} - t')} r_{ij^{\prime}\xi^{\prime}}(t')|0\rangle |j^{\prime}\rangle$$
(3.B.73)

and substituting for $r_{ij^{\prime}\xi^{\prime}}(t')|0\rangle |j^{\prime}\rangle$ and $r_{ij^{\prime\prime}\xi^{\prime\prime}}(t'')|0\rangle |j^{\prime\prime}\rangle$ we obtain

$$a_{\xi}(t_{R})|0\rangle |j^{\prime\prime}\rangle = -ig_{\xi j^{\prime}j^{\prime\prime}} e^{-i\omega_{k}t_{R}} \int_{0}^{t_{R}} dt' \frac{1}{s_{1}-s_{2}} \left[ e(s_{1}+i\omega_{k})t' - e(s_{2}+i\omega_{k})t' \right] |i_{0}\rangle$$
(3.B.74)
Before integrating we shall find $s_1$ and $s_2$

\[ s_{1,2} = \frac{b \pm \sqrt{b^2 - 4c}}{2} \]

\[ = -\frac{1}{2} \left[ \frac{1}{2}(\gamma_{j_1} + \gamma_{j_2}) + i(\omega_{j_1} + \omega_{j_2}) \right] \pm \frac{1}{2} \sqrt{p + iq} \]

where

\[ p = \frac{1}{4} \left( (\gamma_{j_1} + \gamma_{j_2})^2 - (\omega_{j_1} + \omega_{j_2})^2 - (\gamma_{j_1} - \gamma_{j_2})^2 \right) \]
\[ + 4\omega_{j_1} \omega_{j_2} \]
\[ q = (\gamma_{j_1} + \gamma_{j_2})(\omega_{j_1} + \omega_{j_2}) - 2(\gamma_{j_1} \omega_{j_2} + \gamma_{j_2} \omega_{j_1}) \]

Now let

\[ \sqrt{p + iq} = x + iy \]

""" on squaring both sides of the equation

\[ p + iq = (x^2 - y^2) + 2xy \]

and on equating real and imaginary parts

\[ p = (x^2 - y^2) \]
\[ q = 2xy \]

solving the last 2 equations we obtain

\[ x = \sqrt{\frac{p + \sqrt{p^2 + q^2}}{2}} \quad \text{and} \quad y = \sqrt{\frac{p - \sqrt{p^2 + q^2}}{2}} \]

so that

\[ s_{1,2} = \frac{1}{2} \left[ \frac{1}{2}(\gamma_{j_1} + \gamma_{j_2}) \mp x \right] - \frac{1}{2} \left[ (\omega_{j_1} + \omega_{j_2}) \mp y \right] \]

and these roots are referred to as $s^\pm$ in the paper.

\[ s_1 + s_2 = \frac{1}{2} (\gamma_{j_1} + \gamma_{j_2}) - i(\omega_{j_1} + \omega_{j_2}) = -(s_+ + s_-) \]
\[ s_1 - s_2 = x + iy = s_+ - s_- = m \quad \text{where} \quad x \quad \text{and} \quad y \quad \text{are given} \]

\[ -s_1 = s_+ = \frac{1}{2} \left[ \frac{1}{2}(\gamma_{j_1} + \gamma_{j_2}) - x \right] + \frac{1}{2} \left[ (\omega_{j_1} + \omega_{j_2}) - y \right] \]
\[ -s_2 = s_- = \frac{1}{2} \left[ \frac{1}{2}(\gamma_{j_1} + \gamma_{j_2}) + x \right] + \frac{1}{2} \left[ (\omega_{j_1} + \omega_{j_2}) + y \right] \]
If we consider times \( t_R \gg \gamma_j^{-1} \) and \( \gamma_j^{-1} \), then \( e^{-1/4(\gamma_j'+\gamma_j'')} t_R + 0 \)
and thus \( e^{s_1 t_R} \) and \( e^{s_2 t_R} + 0 \)

\[
\frac{t_R}{\int dt'} \left[ e^{(s_1 + i\omega_k)t^{'}} - e^{(s_2 + i\omega_k)t^{'}} \right] = \left[ \frac{e^{(s_1 + i\omega_k)t_R} - 1}{s_1 + i\omega_k} - \frac{e^{(s_2 + i\omega_k)t_R} - 1}{s_2 + i\omega_k} \right] = \left[ \frac{1}{s_1 + i\omega_k} - \frac{1}{s_2 + i\omega_k} \right] \]

\[
\frac{t_R}{\int dt''} \left[ (s_1 + i\gamma_j + i\omega_j t_0) e^{(s_1 + i\omega_k)t''} + (s_2 + i\gamma_j + i\omega_j t_0) e^{(s_2 + i\omega_k)t''} \right] = \left[ \frac{(s_1 + i\gamma_j + i\omega_j t_0)}{(s_1 + i\omega_k)} - \frac{(s_2 + i\gamma_j + i\omega_j t_0)}{(s_2 + i\omega_k)} \right] \]

Thus eq. (3.B.64) becomes

\[
a_{\phi}(t_R \gg \gamma_j^{-1})|_{0}^{\gamma_j^{-1}} \simeq \frac{\pm e^{i\omega_j t_R}}{m(s_1 + i\omega_k)(s_2 + i\omega_k)} \left[ \frac{1}{s_1 + i\omega_k} - \frac{1}{s_2 + i\omega_k} \right] \left[ \frac{e^{i\gamma_j t_R}}{m(s_1 + i\omega_k)(s_2 + i\omega_k)} \frac{1}{s_1 + i\omega_k} \right] \]

\[
= \frac{i e^{-i\omega_k t_R}}{m(s_1 + i\omega_k)(s_2 + i\omega_k)} \left[ \frac{e^{i\gamma_j t_R}}{m(s_1 + i\omega_k)(s_2 + i\omega_k)} \left[ \frac{(s_1 + i\omega_k)t_R}{s_1 + i\omega_k} - \frac{(s_2 + i\omega_k)t_R}{s_2 + i\omega_k} \right] \left[ \frac{e^{i\gamma_j t_R}}{m(s_1 + i\omega_k)(s_2 + i\omega_k)} \right] \right] \]

\[
= \frac{i e^{-i\omega_k t_R}}{m(s_1 + i\omega_k)(s_2 + i\omega_k)} \left[ \frac{e^{i\gamma_j t_R}}{m(s_1 + i\omega_k)(s_2 + i\omega_k)} \right] \]

\[
i.e. a_{\phi}(t_R \gg \gamma_j^{-1})|_{0}^{\gamma_j^{-1}} \simeq \left[ \frac{e^{i\gamma_j t_R}}{m(s_1 + i\omega_k)(s_2 + i\omega_k)} \right] \]

(3.B.81)
Hence, multiplying the last equation by its hermitian conjugate

\[ \langle 0 | j^n | a_{j'}(t_R) \rangle \gamma^{-1} a_{j''}(t_R) \gamma^{-1} | 0 \rangle = | b_{j''} \rangle^2 \]

\[ = \frac{1}{(s_1 + i \omega_j)(s_2 + i \omega_j)(s_3 + i \omega_j)} \left[ \left\{ g_{j''j'',} \frac{i \Gamma_{j''}}{j''} - g_{j''j''} \left( \frac{i(\omega_j - \omega_{j''})}{j''} \right) \right\} x \left\{ g_{j''j''} \frac{i \Gamma_{j''}}{j''} - g_{j''j''} \left( \frac{i(\omega_j - \omega_{j''})}{j''} \right) \right\} \right] \]

\[ = \left\{ \frac{g_{j''j''} \frac{i \Gamma_{j''}}{j''} - g_{j''j''} \left( \frac{i(\omega_j - \omega_{j''})}{j''} \right)}{1/4 \left( \frac{1}{2}(\gamma_j + \gamma_{j''}) + x \right)^2 + \left( \frac{1}{2}(\omega_j - \omega_{j''}) + \frac{i}{2} \right)^2} \right\} x \]

and since \( \langle i,0 | 0,i \rangle = 1 \)

\[ | b_{j''} \rangle^2 = \left\{ \frac{g_{j''j''} \frac{i \Gamma_{j''}}{j''} - g_{j''j''} \left( \frac{i(\omega_j - \omega_{j''})}{j''} \right)}{1/4 \left( \frac{1}{2}(\gamma_j + \gamma_{j''}) + x \right)^2 + \left( \frac{1}{2}(\omega_j - \omega_{j''}) + \frac{i}{2} \right)^2} \right\} \]

(3.B.82)

Now, if we neglect all frequency shifts, then

\[ \omega_{j''} = \omega_j, \quad \omega_{j''} = \omega_j, \quad \frac{1}{2}\Gamma_{j''} = \frac{1}{2}\Gamma_j, \quad \frac{1}{2}\Gamma_{j''} = \frac{1}{2}\Gamma_j, \quad \frac{1}{2}\Gamma_{j''} = \frac{1}{2}\Gamma_j. \quad (3.B.83) \]

We now also assume \( g_{j''j''} = g_{j''j''} \)

i.e. the region of overlap \( (\hat{e}_{j''} \cdot \hat{P}_j) = (\hat{e}_{j''} \cdot \hat{P}_j) \), since \( P_j = P_j \).

We shall finally assume that all decay constants are practically equal,

i.e. \( \gamma_j = \gamma_{j''} = \Gamma_j = \Gamma_{j''} = \gamma \)

(3.B.85)

since \( \gamma_j = \frac{4}{3} \frac{P_j}{\hbar} \frac{\omega_{j}}{c} \), \( \gamma_{j''} = \frac{4}{3} \frac{P_{j''}}{\hbar} \frac{\omega_{j''}}{c} \),

\[ \Gamma_j = \frac{4}{3} \frac{P_j \cdot P_{j''}}{\hbar} \frac{\omega_{j}}{c} \], \( \Gamma_{j''} = \frac{4}{3} \frac{P_j \cdot P_{j''}}{\hbar} \frac{\omega_{j''}}{c} \).
and \( P_j, \gamma^2 = P_{jn},^2 \) (\( \sim P_j, \cdot P_{jn} \) for \( P_j, \cdot P_{jn} \) small).

so that
\[
\frac{Y_{jn}}{Y_j,} = \frac{\omega_{jn}^3}{\omega_j,^3} = \frac{Y_{jn}}{\Gamma_j,} = \frac{\Gamma_{jn}}{\Gamma_j,}
\]

and if \( \frac{\omega_{jn}^3}{\omega_j,^3} \approx 1 \) then our assumption of equal decay constants is correct. (N.B. For Na, \( d_1 \) and \( d_2 \), \( \frac{\omega_{jn}^3}{\omega_j,^3} = \frac{5896}{5690} = 1.003 \) and even if the separation is around 1A \( \frac{\omega_{jn}^3}{\omega_j,^3} \approx 1.005 \).

(In Chapter VII we assume that \( \Gamma_{jn} = \Gamma_j, = \Gamma \), i.e. \( \omega_{jn}^3 \approx \omega_j,^3 \) and point out that we could leave the dipole matrix elements \( P_j, \) and \( P_{jn} \) arbitrary so that \( Y_j, \neq Y_{jn} \neq \Gamma \).) With these approximations

\[
|b_{10}|^2 = \frac{\varepsilon_{20}^2 (\omega_j^2 - \omega_{jn})^2}{\frac{1}{2} \left[ (\gamma - x)^2 + (\omega_j^2 - \gamma (\omega_j^2 + \omega_{jn})) \right] \left[ \frac{1}{2} \left[ (\gamma + x)^2 + (\omega_j^2 - \gamma (\omega_j^2 + \omega_{jn})) \right] \right]}
\]

where \( x = \sqrt{p + \frac{r^2 + q^2}{2}}, \quad y = \sqrt{-p + \frac{r^2 + q^2}{2}} \):

(3.B.86)

and \( p = + \left[ \gamma^2 - (\omega_j^2 - \omega_{jn}) \right], \quad q = 0 \).

I.E. \( x = \sqrt{p}, \quad y = 0 \).

Thus
\[
|b_{10}|^2 = \frac{\varepsilon_{20}^2 (\omega_j^2 - \omega_{jn})^2}{\frac{1}{2} \left[ (\gamma^2 - x^2)^2 + (\omega_j^2 - \gamma (\omega_j^2 + \omega_{jn})) \right] \left[ \frac{1}{2} \left[ (\gamma^2 + x^2)^2 + (\omega_j^2 - \gamma (\omega_j^2 + \omega_{jn})) \right] \right]}
\]

where \( \gamma^2 - x^2 = \gamma^2 - p = (\omega_j^2 - \omega_{jn})^2 \)

and \( \gamma^2 + x^2 = \gamma^2 + p = 2\gamma^2 - (\omega_j^2 - \omega_{jn})^2 \).

(3.B.87)
Therefore

\[ |b_{\sigma \sigma}|^2 = \frac{e_{k\sigma}^2 (\omega - \omega_j)^2}{\left[ \frac{1}{3} (\omega_j + \omega_{jn})^4 + (\omega - \omega_j + \omega_{jn})^4 + \frac{1}{3} \left( 2 \gamma - (\omega_j, \omega_{jn})^2 (\omega_k + \omega_{jn}) \right)^2 \right]} \]

\[ = \frac{e_{k\sigma}^2 (\omega - \omega_j)^2}{\gamma^2 (\omega_j, \omega_{jn})^4 - \frac{1}{2} (\omega_j, \omega_{jn})^2 (\omega_k, \omega_{jn})^2 + (\omega_k + \omega_{jn})^4 + \frac{1}{15} (\omega_j, \omega_{jn})^4} \]

\[ |b_{\sigma \sigma}|^2 = \frac{e_{k\sigma}^2 (\omega - \omega_j)^2}{\left[ \gamma^2 (\omega - \omega_j + \omega_{jn})^4 + (\omega_k - \omega_j)^2 (\omega_k - \omega_{jn})^2 \right]} \]  \hspace{1cm} (3.B.89)

This equation for the spectral profile of the atomic decay is the same as that derived by Morozov and Shorygin \[8\] using the Heitler-Ma method with terms higher than quadratic in the coupling constant ignored. Comparing the above equation with their eq. (15) given below under the same approximations,

\[ |b_{\sigma \sigma} (\omega)|^2 = \frac{|V_{j\sigma}|^2}{\hbar^2} \left[ \frac{(\omega_j - \omega_{jn})^2}{\gamma^2 (\omega_j - \omega_{jn})^4 + (\omega_j - \omega_{jn})^2 (\omega_k - \omega_{jn})^2} \right] \]

where \( E_{\sigma \sigma} = \hbar \omega_{\sigma} \) (\( = \hbar \omega_{\sigma} \) in our notation)

\( E_{j\sigma} = \hbar \omega_{j\sigma} \)

\( E_{jn}\) = \( \hbar \omega_{jn} \)

we see that

\[ e_{k\sigma}^2 \frac{|V_{j\sigma}|^2}{\hbar^2} \]

\[ (3.B.89) \]

\[ \text{i.e.} \]

\[ 2\pi \hbar \omega_k \frac{V}{V} \left( e_{k\sigma} - E_{j\sigma} \right)^2 + |V_{j\sigma}|^2 \]

\[ (3.B.90) \]

where \( V_{j\sigma} \) is the interaction Hamiltonian, which in the Heitler-Ma method is treated completely generally without regard to the interaction mechanism.
Thus, as in Morozov and Shorygin's paper, we see that the spontaneous emission line shape is altered by the consideration of the exchange of virtual photons between overlapping levels $E_j'$ and $E_j''$. If this exchange is ignored and also the probability amplitude of level $j'$ then we obtain a dispersion curve with maximum at $\omega_k = \omega_j''$ and of half-width $\gamma_j''$.

In the language of Morozov and Shorygin's paper when we allow for the possibility that the state $|j'>$ can be reached by absorption of a photon emitted virtually during the transition of the molecule from the level $E_j''$ to the level $E_j'$ we see that the line shape is no longer Lorentzian given by the formula (3.8.78). As in Morozov and Shorygin's paper the contours of the emission line for $\gamma = \omega' = 2\Delta$ and $\gamma = 2\omega' = 4\Delta$, where $\omega' = \omega_j'' - \omega_j' = \varepsilon_j'' - \varepsilon_j'$, as given earlier, can be obtained. We plot $y = \frac{|b_{l\sigma}|^2}{(g_{l\sigma}/\Delta)^2}$ along the ordinate and $x = \frac{\omega_k - \omega_j''}{\Delta}$ along the abscissa so that the equation in terms of these values is

$$y = \frac{(x+2)^2}{(\frac{y}{\Delta})^2(x+1)^2 + x^2(x+2)^2}$$

$$y = \frac{(x+2)^2}{(\frac{y}{\Delta})^2(x+1)^2 + x^2(x+2)^2}$$
It would appear, from the following reasoning, that the ordinates of Morozov and Shorygin's curves are not correct. The positions of the turning points are given by $\frac{dy}{dx} = 0$

i.e. $(x+2)\left[ x^4+6x^3+12x^2+(8+n^2)x+n^2 \right] = 0$ where $n = \frac{Y}{A}$

$x = -2$ is the position of a minimum.

To solve the quartic equation (see ref. [52] p. 42) we first reduce it to standard form by substituting $x = y - \frac{3}{2}$. The new equation is then

$y^4 + py^2 + qy + r = 0$

where $p = -\frac{3}{2}$
$q = (n^2-1)$
$r = -\frac{1}{16} (8n^2+3)$

We may rewrite this by resolving it into 2 quadratic factors, which, since there is no $y^3$ term, must be of the form

$$(y^2+ay+b)(y^2-ay+c) = 0$$

with solutions

$y_{1,2} = \frac{-a\pm\sqrt{a^2-4b}}{2}$
$y_{3,4} = \frac{a\pm\sqrt{a^2-4c}}{2}$
Comparing coefficients in these 2 expressions, we have

\[
\begin{align*}
p &= c + b - a^2 \\
q &= ac - ab \\
r &= bc
\end{align*}
\]

(3.B.96)

The first 2 of these equations give

\[
\begin{align*}
b + c &= p + a^2, \quad b - c &= -q/a \\
so \quad b &= \frac{1}{2}(p+a^2-q/a), \quad c = \frac{1}{2}(p+a^2+q/a)
\end{align*}
\]

(3.B.97)

The product of these is \( r \), so

\[
4r = (p+a^2)^2 - q^2/a^2
\]

(3.B.98)

this being a bicubic in \( a^2 \):

\[
a^2 + 2pa^4 + (p^2-4r)a^2 - q^2 = 0
\]

(3.B.99)

One value, at least, of \( a^2 \) from this equation must be positive, so a real value of \( a \) results. The values of \( b \) and \( c \) then follow, all being real.

The cubic equation is

\[
(a^2)^3 + 2p(a^2)^2 + (p^2-4r)(a^2) - q^2 = 0
\]

(3.B.100)

Let \( a^2 = \xi \)

\[
\therefore \quad \xi^3 + 2p\xi^2 + (p^2-4r)\xi - q^2 = 0
\]

(3.B.101)

Reducing this to standard form by the substitution \( \xi = z - 2p/3 \) we obtain

\[
z^3 - \left(\frac{1}{3} p^2 + 4r\right)z - \frac{1}{27}(2p^3 - 72pr + 27q^2) = 0
\]

(3.B.102)

i.e. \( z^3 + 2n^2z - n^2(n^2 - 4) = 0 \)

Solving this, as in Appendix III, we obtain
\[
\alpha = \left[ \frac{2}{3} n^2 (n-4) + n^2 \sqrt{n^4 - \frac{184}{7} n^2 + 16} \right]^{1/3} \\
\beta = -\frac{2}{3} n^2 - 1 \\
\text{So, when } n = 2, \\
\alpha = 2 \sqrt{\frac{2}{3}} \quad \text{and} \quad \beta = -2 \sqrt{\frac{2}{3}} \quad \therefore \quad \alpha + \beta = 0 \quad (3.104)
\]

and when \( n = 4 \)
\[
\alpha = 6.650 \quad \beta = -1.603 \quad \therefore \quad \alpha + \beta = 5.047 \quad (3.105)
\]

The real root of the cubic in \( \ell \) when \( n = 2 \) is \( \ell = \alpha + \beta - \frac{2p}{3} \)
\[
= -\frac{2p}{3} \quad (3.106)
\]
\[
= 1 \quad \therefore \quad a_2 = 1
\]

and when \( n = 4 \) \( \ell = 5.047 + 1 = 6.047 \quad \therefore \quad a_4 = \sqrt{6.047} = 2.459 \quad (3.107)
\]
\[
b_2 = \frac{1}{2} (p+a_2^2 q/a_2) = -7/4
\]
\[
c_2 = \frac{1}{2} (p+a_2^2 q/a_2) = 5/4
\]
\[
\therefore \quad y = -\frac{1}{2} + \frac{2\sqrt{2}}{2} \quad \text{for } n = 2 \quad \text{are the real roots and } x = y-3/2 = -2 \pm \sqrt{2} \quad (3.109)
\]
\[
b_4 = -1.653
\]
\[
c_4 = 6.2
\]
\[
\therefore \quad y = -3.0085, -5495 \quad \text{are the real roots and } x = -0.9505, -4.5085 \quad (3.110)
\]

Thus for \( n = 2 \) maxima occur at \( x = -2 \pm \sqrt{2} = -0.59 \) and \(-3.4\)

and for \( n = 4 \) maxima occur at \( x = -0.95 \) and \(-4.5\)

When \( n = 2 \) the maximum of values are \( y = 1.5, 0.04 \)

and when \( n = 4 \) the maximum of values are \( y = 1.1, 0.02 \)

respectively.
By comparing the two figures the change in the line contours becomes increasingly apparent as $\frac{\gamma}{\Delta}$ increases and conversely for $\gamma \ll \Delta$ can be neglected since then there is no overlapping of line widths.

The new lines intersect the Lorentzian ones at $\omega_{k} = \omega_{j''}$ and approach zero at $\omega_{k} = \omega_{j''} - 2\Delta$ i.e. at $x = \pm 2$ since (1) the photon $\omega_{k} = \omega_{j''}$ cannot be virtual and does not participate in the exchange so that the intensity at $\omega_{k} = \omega_{j''}$ coincides with the intensity due to radiation from the single level $E_{j''}$; (2) the virtual photon $\omega_{k} = \omega_{j'}$ is real with regard to absorption when a transition to level $j'$ occurs.

When the molecule is initially in state $E_{j}$, the contour emission line is the mirror reflection relative to the plane perpendicular to the axis $x$, and passing through $X = \frac{\omega_{0}}{\Delta} - 1$ of the contour obtained for $E_{j''}$.

Our calculation has avoided both the Markoff approximation, use of the fluctuation regression theorem and approximation to any order in coupling constants, $g$, which is necessary in perturbation theory where coupling is considered to be weak, and so our methods can be used when perturbation theory becomes invalid as e.g. in the presence of very intense radiation fields. Our main approximation, as in Lehmbreg's papers[1],[2] is that no appreciable changes occur in the atomic states during times on the order of atomic periods.
A MULTI-LEVEL ATOM WITH NON-OVERLAPPING LEVELS

A. Heisenberg equations of motion

We have previously considered the cases of (i) the 2-level atom in Chapter II, and (ii) the 3-level atom with excited levels closely spaced, in Chapter III. We shall now go on to consider a multi-level atom with a total of \( I \) levels. It has \((I-1)\) excited states \(|2>, |3>, \ldots, |I>\), with energies \(E_2, E_3, \ldots, E_I\), coupled to the ground state, \(|1>\), by a quantised multimode e.m. field. We shall allow for all possible transitions starting at a higher level \(y\) and ending in a lower one \(z\).

The Hamiltonian, in the dipole approximation is then

\[
H = \sum_{x=1}^{I} \sum_{y=z+1}^{I-1} E_x E_y \frac{1}{8\pi} \int \left( |E|^2 + |B|^2 \right) d^3r - \sum_{y=z+1}^{I-1} \sum_{z=1}^{y-1} P_{yz} (P_{zy} + P_{zy}^\dagger) \tag{4.A.1}
\]

and substituting for \(E\) and \(B\) from (1.B.58) and (1.B.59)
\[ H = \hbar \sum_{x=1}^{\ell} \omega_x a_x a_x^\dagger + \hbar \sum_i \omega_x^a e^{i k_x^a \cdot r_i} + \hbar \sum_{y=z+1}^{\ell-1} \sum_{z=1}^{\ell} \sum_{a=zy}^x S_{zy} (s_{zy} a_x e^{i k_{zy} \cdot r_i} + a_x^a s_{zy} e^{-i k_{zy} \cdot r_i}) \]

(4.A.2)

where \( S_{zy}(t) = P_{zy}(t) + P_{zy}^\dagger(t) \)

Also \( e_{k_{zy}} = \sqrt{\frac{2\pi \omega_{k_{zy}}}{\hbar}} \) where all other symbols have their usual meaning. N.B. \( P_{yz} = \langle y | \sum_x | z \rangle \) and all \( p \)'s are not necessarily in the same direction, as seen also in Chapter III.

Omitting HF terms \( P_{zy} a_x \) and \( a_x^\dagger P_{zy}^\dagger \) the Hamiltonian becomes, in the RWA:

\[ H = \hbar \sum_{x=1}^{\ell} \omega_x a_x a_x^\dagger + \hbar \sum_i \omega_x^a e^{i k_x^a \cdot r_i} \]

(4.A.3)

N.B. Levels \( y \) can decay to lower level \( z \), emitting a photon into a broad band of closely spaced modes characterised by frequencies \( \omega_{k_{zy}} \). Similarly level \( y' \) can decay to level \( z' \) emitting photon band of frequencies \( \omega_{k_{zy}} \) etc. For simplicity we assume, as in Lehmer [1], that all these bands do NOT overlap, i.e. \( \omega_{k_{zy}} \neq \omega_{k_{zy'}} \neq \omega_{k_{zy''}} \) etc. for all \( y \)'s and \( z \)'s. In Chapter VII we shall reintroduce overlapping terms for the 3-level atom, as in Chapter III. Since no atom is likely to have all levels overlapping it is better to introduce specific overlapping as and when required.
Assuming the atom lies at the origin of co-ordinates so that 
\[ r = 0 \] in the Hamiltonian, we can obtain Heisenberg equations of 
motion for \( a_{l\sigma}(t), P_{mn}(t), P_{mn}^+(t) \) (where \( m < n \)) and \( P_{mm}(t) \) as given 
below:

\[
\dot{a}_{l\sigma} = \frac{i}{\hbar} \left[ H, a_{l\sigma} \right] = -i\omega_{l\sigma} a_{l\sigma} + i \sum_{y=z+1}^{l-1} \sum_{z=1}^{l-1} g_{l\sigma, yz} P_{yz} 
\]

\[
P_{mn} = \frac{1}{\hbar} \left[ H, P_{mn} \right] 
\]

\[
= i\epsilon_{mn} P_{mn} - i \sum_{y=m+1}^{n} \sum_{l\sigma} g_{l\sigma} P_{l\sigma} y_{l\sigma} + i \sum_{z=1}^{m-1} \sum_{l\sigma} g_{l\sigma z} P_{l\sigma z} 
\]

\[
= P_{mn}^+ 
\]

where care has been taken to ensure that \( z \) remains \( < y \) and \( m \) remains \( < n \).

\[ \epsilon_{mn} = \epsilon_m - \epsilon_n \]

N.B. The equation for \( P_{mn}^+ \) is simply the hermitian conjugate of \( (4.5) \) 
according to the definition of \( P_{mn}(t) \) given in eq. (1.2.109a).

\[
\dot{P}_{mm} = \frac{1}{\hbar} \left[ H, P_{mm} \right] 
\]

\[
= -i \sum_{y=m+1}^{l-1} \sum_{l\sigma} g_{l\sigma} P_{l\sigma} y_{l\sigma} + i \sum_{z=1}^{m-1} \sum_{l\sigma} g_{l\sigma z} P_{l\sigma z} 
\]

\[
- i \sum_{z=1}^{m-1} \sum_{l\sigma} a_{l\sigma} P_{l\sigma z} + i \sum_{y=m+1}^{l-1} \sum_{l\sigma} a_{l\sigma} P_{l\sigma y} 
\]
Equation (4.A.4) has the formal solution

\[ a_{\lambda\sigma}(t) = a_{\lambda\sigma}(0)e^{-i\omega_{\lambda}t} + i \sum_{y=z+1}^{l} \sum_{z=1}^{l-1} \int \frac{dt'}{t'} e^{-i\omega_{\lambda}(t-t')} P_{zy}(t') \]  

(4.A.7)

Now let us consider

(i) \( \sum_{y=m+1}^{l} \sum_{z=1}^{l-1} \sum_{\lambda\sigma} g_{\lambda\sigma} a_{\lambda\sigma}(t) \) and

(ii) \( \sum_{z=1}^{l} \sum_{\lambda\sigma} g_{\lambda\sigma} a_{\lambda\sigma} \)  

Substituting (4.A.7) in (4.A.8),

(4.A.10)

\[ \left\{ \begin{array}{l}
\sum_{y=m+1}^{l} \sum_{z=1}^{l-1} \sum_{\lambda\sigma} g_{\lambda\sigma} a_{\lambda\sigma}(t) = \sum_{y=m+1}^{l} \sum_{\lambda\sigma} g_{\lambda\sigma} a_{\lambda\sigma}(0)e^{-i\omega_{\lambda}t} \\
+ \sum_{y'=z'} \sum_{z'=1}^{l-1} \sum_{\lambda\sigma} g_{\lambda\sigma} g_{\lambda\sigma} y' z' \int \frac{dt'}{t'} e^{-i\omega_{\lambda}(t-t')} P_{zy'}(t')
\end{array} \right. \]

Substituting (4.A.10) in (4.A.9),

(4.A.11)

\[ \left\{ \begin{array}{l}
\sum_{y=m+1}^{l} \sum_{\lambda\sigma} g_{\lambda\sigma} a_{\lambda\sigma}(t) = \frac{1}{k} E_{t}(0) E_{t}(0) y z' \int \frac{d\omega}{d\omega} \sum_{\lambda\sigma} \sum_{k=1}^{2} \left( \hat{e}_{\lambda\sigma} \cdot \gamma_{y' z'} \right) \left( \hat{e}_{\lambda\sigma} \cdot \gamma_{y' z'} \right) \\
+ \sum_{t} \int \frac{dt'}{t'} e^{-i\omega(t-t')} P_{zy'}(t')
\end{array} \right. \]

where \( E_{t}(0) = \sum_{\lambda\sigma}^{L_{\sigma}} \sqrt{2\pi\omega_{\lambda}} e_{\lambda\sigma} a_{\lambda\sigma}(0)e^{-i\omega_{\lambda}t} \) from (2.A.7)

N.B. In the term on the R.H.S. we have integrated over frequencies \( \omega_{\lambda} \) common to photon transitions between levels \( y \) and \( m \) and \( y' \) and \( z' \) and vice versa. But, since we are ignoring overlapping of atomic
levels, levels y and y' and levels m and z* must be the same so that

\[ \sum_{y=y+1}^{l} \sum_{t=1}^{t-1} \sum_{y'=1}^{l} \sum_{m=2}^{m-1} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{2 \pi c^3 h} \int_{0}^{t} \int_{0}^{t} \sum_{s=1}^{2} (e_{ys} \cdot P_{ym}) (e_{y's} \cdot P_{y'm}) dt' e^{-i \omega (t-t')} P_{z'y'}(t') \]

\[ = \sum_{y=y+1}^{l} \sum_{t=1}^{t-1} \sum_{y'=1}^{l} \sum_{m=2}^{m-1} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{2 \pi c^3 h} \int_{0}^{t} \int_{0}^{t} \sum_{s=1}^{2} (e_{ys} \cdot P_{ym})^2 dt' e^{-i \omega (t-t')} P_{z'y'}(t') \]

\[ = 1 \sum_{y=y+1}^{l} \sum_{t=1}^{t-1} \sum_{y'=1}^{l} \sum_{m=2}^{m-1} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{2 \pi c^3 h} \int_{0}^{t} \int_{0}^{t} \sum_{s=1}^{2} (e_{ys} \cdot P_{ym})^2 dt' e^{-i \omega (t-t')} P_{z'y'}(t') \]

\[ = 1 \sum_{y=y+1}^{l} \sum_{t=1}^{t-1} \sum_{y'=1}^{l} \sum_{m=2}^{m-1} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{2 \pi c^3 h} \int_{0}^{t} \int_{0}^{t} \sum_{s=1}^{2} (e_{ys} \cdot P_{ym})^2 dt' e^{-i \omega (t-t')} P_{z'y'}(t') \]

\[ \therefore \sum_{s=1}^{2} (e_{ys} \cdot P_{ym})^2 = 1 - (e_{ys})^2 \quad \text{from (2.4.10)} \]

and

\[ \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{t} \int_{0}^{t} \sum_{s=1}^{2} (e_{ys} \cdot P_{ym})^2 dt' e^{-i \omega (t-t')} P_{z'y'}(t') \]

\[ \therefore \sum_{y=y+1}^{l} \sum_{t=1}^{t-1} \sum_{y'=1}^{l} \sum_{m=2}^{m-1} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{2 \pi c^3 h} \int_{0}^{t} \int_{0}^{t} \sum_{s=1}^{2} (e_{ys} \cdot P_{ym})^2 dt' e^{-i \omega (t-t')} P_{z'y'}(t') \]

Proceeding, as in Chapters II and III, to take \( P_{z'y'}(t') = P_{z'y'}(t') e^{-i \omega (t-t')}, \)

and \( \epsilon_{ynt} \gg 1 \) for all y, we obtain

\[ \sum_{y=y+1}^{l} \sum_{t=1}^{t-1} \sum_{y'=1}^{l} \sum_{m=2}^{m-1} (e_{ys} \cdot P_{ym}) = \sum_{y=y+1}^{l} \sum_{t=1}^{t-1} \sum_{y'=1}^{l} \sum_{m=2}^{m-1} (e_{y'm} \cdot P_{ym}) \quad \text{(4.3.12)} \]
Substituting \((4.2.7)\) in \((4.2.6)\), and proceeding as in (1), we obtain:

\[
\sum_{l=1}^{r} \sum_{\nu=1}^{n} e_{l \nu} n_{l \nu} a_{l \nu}(t) = \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu} \left\{ \sum_{l=1}^{r} \left( \frac{1}{n} \left\{ \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu} n_{l \nu} \right\} + \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu} \right\} \right\} e_{l \nu} n_{l \nu} (t) \quad (4.2.13)
\]

where the spontaneous decay rate CI decay constant

\[
\gamma_{CI} = \frac{2}{\hbar} \sum_{\nu=1}^{n} e_{l \nu} \left( \frac{2}{\hbar} \right) \quad \text{and the frequency shift} \quad \Delta \omega_{CI} = \frac{\hbar}{\epsilon} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi \omega} = \frac{\omega_{CI}}{\epsilon} \quad (4.2.14)
\]

Rewriting eqs. \((4.2.12)\) and \((4.2.13)\) in terms of \(q_{ym}^{}\) and \(q_{nz}^{}\)

\[
q_{ym}^{} = \frac{1}{n} \left\{ \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu} n_{l \nu} \right\} + \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu} \quad (4.2.15)
\]

we obtain

\[
\sum_{y=m+1}^{l} \sum_{\nu=1}^{n} e_{l \nu} n_{l \nu} a_{l \nu}(t) = \sum_{y=m+1}^{l} q_{ym} + \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu} n_{l \nu} \left\{ \sum_{y=m+1}^{l} \left( \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu} \right) \right\} e_{l \nu} n_{l \nu} (t) \quad (4.2.16)
\]

Similarly

\[
\sum_{y=m+1}^{l} \sum_{\nu=1}^{n} e_{l \nu} n_{l \nu} a_{l \nu}^+(t) = \sum_{y=m+1}^{l} q_{nz}^+ - \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu} \left\{ \sum_{y=m+1}^{l} \left( \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu} \right) \right\} e_{l \nu} n_{l \nu}^+(t) \quad (4.2.17)
\]

where \(q_{nz}^+ = \frac{1}{n} \sum_{\nu=1}^{n} e_{l \nu}^+(t) \sum_{\nu=1}^{n} e_{l \nu} \quad (4.2.18)\)
Substituting eqs. (4A.16) and (4A.17) into eqs. (4A.5) and (4A.6) we obtain:

\[
\dot{p}_{nm} = - \sum_{i=1}^{r+1} \sum_{j=1}^{r} i (\gamma_{ni} + \gamma_{nm}^{*}) + i (\epsilon_{nm} - \gamma_{ni}^{*} + \gamma_{nm}^{*}) p_{nm}
\]

\[
- 1 \sum_{r+1}^{r} \sum_{i=1}^{r+1} \frac{1}{\nu_{ni}^{*}} c_{ni}^{*} q_{ni} - 1 \sum_{i=1}^{r+1} \sum_{j=1}^{r} F_{im}^{*} q_{ni}^{*}
\]

\[
- 1 \sum_{j=1}^{r} c_{mj}^{*} P_{jn} + 1 \sum_{k=m+1}^{r} q_{nk}^{*} P_{nk}^{*}
\]

\[
\dot{q}_{nm} = - \sum_{j=1}^{r} \left( \gamma_{nj} q_{nm} - i ((F_{nj} q_{mj}) j_{n} - c_{mj}^{*} P_{jn}) \right)
\]

\[
+ \sum_{r+1}^{r} \sum_{i=1}^{r+1} \left( \gamma_{ni} q_{nm} - i ((F_{im} q_{nm}) r_{m} - c_{nm}^{*} P_{ni}^{*}) \right)
\]

Note the limitations on certain terms to make them non-NC

(see Appendix IV). We shall ignore these extra limitations in Chapters V, VI and VII since we find they are fulfilled automatically.

It is of interest to note that Hollow (53), in his paper, derives equations of motion for diagonal and off-diagonal matrix elements of the atomic density operator, i.e. \(\rho_{mn}(t)\) and \(\rho_{nm}(t)\) for an atom with a number of levels. In his case he introduces a classical external field to couple states \(|n\rangle\) and \(|m\rangle\). If we also do this we can derive similar equations for comparison with those of Hollow eqs. (2.4a) and (2.4b). In order to incorporate classical driving terms in the Hamiltonian we add on a term

\[
H_{cd}(t) = \hbar \sum_{j=1}^{\ell} \sum_{z=1}^{\ell-1} \left( \gamma_{zy} E_{D}^{A}(t) + \gamma_{zy} E_{P}^{A}(t) \right)
\]

where \(\gamma_{zy} = \gamma_{zy} = \frac{\gamma_{zy}}{\hbar} = \frac{\epsilon_{zy}}{\hbar}

(cf. Appendix II for 2-level atom case)
or
\[ -\hbar \sum_{y=\pm 1} \sum_{z=1}^{l} \lambda_{zy} \left( \mathcal{E}_{D}^+(t) + \mathcal{E}_{D}^-(t) \right) \hat{P}_{zy} \]

where the classical field is given, in terms of the positive and negative frequency parts \( \mathcal{E}_{D}(t) \) and \( \mathcal{E}_{D}^-(t) \), as

\[ \mathcal{E}_{D}(t) = \left( \mathcal{E}_{D}^+(t) + \mathcal{E}_{D}^-(t) \right) \hat{e}_{CD} \]

and couples all pairs of levels.

\( \hat{H}_{I,\alpha}(t) \) introduces extra terms \( \hat{p}_{\text{im}D}(t) \) and \( \hat{p}_{\text{im}D}^-(t) \) into the expressions for \( \hat{p}_{\text{im}}(t) \) and \( \hat{p}_{\text{im}}^-(t) \) given by:

\[ \hat{p}_{\text{im}D}(t) = \frac{i}{\hbar} \left[ \hat{H}_{I,\alpha}, P_{im} \right] \]

\[ = -i \sum_{y=\pm 1} \sum_{z=1}^{l} \left( \mathcal{E}_{im} \mathcal{S}_{ym} - \mathcal{E}_{ym} \mathcal{S}_{im} \right) \lambda_{zy} \mathcal{E}_{D}^-(t) \hat{Y}_{zy} + \lambda_{zy} \mathcal{E}_{D}^+(t) \left( \mathcal{S}_{ym} \mathcal{S}_{ym} - \mathcal{S}_{ym} \mathcal{S}_{ym} \right) \]

\[ = -i \sum_{y=\pm 1} \sum_{z=1}^{l} \lambda_{ym} \mathcal{E}_{im} \mathcal{S}_{ym} + 1 \sum_{z=1}^{l} \lambda_{ym} \mathcal{E}_{D}^+(t) \hat{Y}_{zy} \]

\[ \hat{p}_{\text{im}D}^-(t) = -i \sum_{y=\pm 1} \sum_{z=1}^{l} \left( \mathcal{E}_{im} \mathcal{S}_{ym} - \mathcal{E}_{ym} \mathcal{S}_{ym} \right) \lambda_{zy} \mathcal{E}_{D}^-(t) \hat{Y}_{zy} \]

\[ = -i \sum_{y=\pm 1} \sum_{z=1}^{l} \lambda_{ym} \mathcal{E}_{D}^+(t) \left( \mathcal{S}_{ym} \mathcal{S}_{ym} - \mathcal{S}_{ym} \mathcal{S}_{ym} \right) \]

\[ = -i \sum_{y=\pm 1} \sum_{z=1}^{l} \lambda_{ym} \mathcal{E}_{D}^+(t) \hat{Y}_{zy} \]

Hence (4.4.23) and (4.4.24) become:
\[
\rho_{mn} = - \sum_{i=1}^{n-1} \sum_{j=1}^{m-1} \left\{ i(\xi_{ni} + \eta_{mj}) + i(\xi_{in} - \eta_{ni} + \eta_{mj}) \right\} P_{mn} \\
\quad - \sum_{r=1}^{\ell} P_{nr}^{+}(q_{rn} + \lambda_{rm} E_D(t)) + \sum_{i=1}^{n-1} P_{im}^{+}(q_{ni} + \lambda_{ni} E_D(t)) \\
\quad - \sum_{j=1}^{m} (q_{mj} + \lambda_{jm} E_D(t)) P_{jn} + \prod_{k=m+1}^{n} (q_{mk} + \lambda_{nk} E_D(t)) P_{mk} \\
\text{and} \\
\hat{\rho}_{mn} = - \sum_{j=1}^{m} \left\{ \gamma_{mj} P_{mn} - i(P_{jm}^{+}(q_{mj} + \lambda_{jm} E_D(t)) - (q_{mj} + \lambda_{jm} E_D^\ast(t))P_{jm}) \\
\quad + \sum_{r=1}^{\ell} \gamma_{rm} P_{mr} - i(P_{mr}^{+}(q_{rm} + \lambda_{rm} E_D(t)) - (q_{rm} + \lambda_{rm} E_D^\ast(t))P_{mr}) \right\} \\
\text{We may now take the initial radiation state to be a vacuum state} \]

and multiply the above two equations from left and right by \( \rho^{\dagger}_{\text{rad}} \) and \( \rho_{\text{rad}} \). If we let \( \rho_{\text{rad}}^{\dagger} P_{mn} \otimes \rho_{\text{rad}} = X_{mn} \) and \( \rho_{\text{rad}}^{\dagger} P_{mn} \otimes \rho_{\text{rad}} = Y_{mn} \),

then

\[
\hat{\rho}(t) = - \sum_{i=1}^{n-1} \sum_{j=1}^{m-1} \left\{ i(\xi_{ni} + \eta_{mj}) + i(\xi_{in} - \eta_{ni} + \eta_{mj}) \right\} X_{mn} \\
\quad - \sum_{r=1}^{\ell} X_{rn} \lambda_{rm} E_D(t) + \sum_{i=1}^{n-1} X_{ni} \lambda_{ni} E_D(t) \\
\quad - \sum_{j=1}^{m} \lambda_{jm} E_D(t) X_{jn} + \sum_{k=m+1}^{n} \lambda_{nk} E_D^\ast(t) X_{nk} \\
\hat{\rho}_{m}(t) = - \sum_{j=1}^{m} \left\{ \gamma_{mj} Y_{m} - i(X_{mj} \lambda_{mj} E_D(t) - \lambda_{jm} E_D^\ast(t) X_{jm}) \right\} \\
\quad + \sum_{r=1}^{\ell} \left\{ \gamma_{rm} Y_{r} - i(X_{rm} \lambda_{rm} E_D(t) - \lambda_{rm} E_D^\ast(t) X_{mr}) \right\} \\
\text{From these equations we can obtain} \\
\rho_{mn}^{(s)}(t) = Tr(\hat{\rho}(t) P_{mn}(0) = \sum_{s} <s \mid \rho_{mn}(t) \mid s> \} \} \} \}

\[ \rho_{mn}(t) = M \sum_{j=1}^{n-1} \sum_{l=1}^{\ell} i(j) \gamma_{lj} \rho_{lj}(t) \gamma_{lj} \rho_{lj}(t) \]
\[ = M \sum_{j=1}^{n-1} \sum_{l=1}^{\ell} i(j) \gamma_{lj} \rho_{lj}(t) \gamma_{lj} \rho_{lj}(t) \]
\[ = M \sum_{j=1}^{n-1} \sum_{l=1}^{\ell} i(j) \gamma_{lj} \rho_{lj}(t) \gamma_{lj} \rho_{lj}(t) \]

Rewriting equations (2.4a) and (2.4b) of Hollow (53) in our notation by means of the following transformations:

\[ k_j(t) \rightarrow \rho_{mn}(t) \]
\[ \rho_{mn}(t) \rightarrow \rho_{mn}(t) \]
\[ \lambda_{jk} \rightarrow \rho_{mn}(t) \]
\[ \frac{1}{2} \lambda_{jk} \rightarrow \rho_{mn}(t) \]
\[ \omega_{jk} \rightarrow \rho_{mn}(t) \]

Where \( n > m \).

\[ K_j = \sum_{k} K_{jk} \rightarrow \gamma_{mn} = \sum_{n} \gamma_{mn} \]

\[ K_{jk} = \frac{1}{2}(K_j + K_k) \rightarrow \frac{1}{2}(\gamma_{mn} + \gamma_{kn}) \rightarrow \frac{1}{2}(\gamma_{mn} + \gamma_{kn}) \]

\[ \gamma_{mn} \rightarrow \gamma_{mn} \]

\[ \mathcal{E}(t) \rightarrow \mathcal{E}_D(t) \]
We obtain:

\[ \rho_{mn}^{(s)}(t) = - \sum_{n} \int_{n} \rho_{mn}^{(s)}(t) - \lambda \rho_{mn}^{(s)}(t) - \lambda \rho_{mn}^{(s)}(t) \]

\[ + 1 \int_{n} \rho_{mn}^{(s)}(t) - \lambda \rho_{mn}^{(s)}(t) - \lambda \rho_{mn}^{(s)}(t) \]

and

\[ \rho_{nn}^{(s)}(t) = \frac{1}{2} \left( \gamma_{in} + \gamma_{jm} + 1 \right) \rho_{mn}^{(s)}(t) \]

\[ - \int_{x(x=m,n)} \rho_{mn}^{(s)}(t) \rho_{mn}^{(s)}(t) + \int_{x(x=m,n)} \rho_{mn}^{(s)}(t) \rho_{mn}^{(s)}(t) \]

\[ + \lambda \rho_{mn}^{(s)}(t) \left( \rho_{mn}^{(s)}(t) + \rho_{mn}^{(s)}(t) \right) \]

so that

\[ \rho_{nn}^{(s)}(t) = \frac{1}{2} \left( \gamma_{in} + \gamma_{jm} + 1 \right) \rho_{mn}^{(s)}(t) \]

\[ - \int_{x(x=m,n)} \rho_{mn}^{(s)}(t) \rho_{mn}^{(s)}(t) + \int_{x(x=m,n)} \rho_{mn}^{(s)}(t) \rho_{mn}^{(s)}(t) \]

\[ + \lambda \rho_{mn}^{(s)}(t) \left( \rho_{mn}^{(s)}(t) + \rho_{mn}^{(s)}(t) \right) \]

\[ (4.31) \]

\[ (4.32) \]
So that the main differences are:

1) The lack of specific limits to summations in Hollow's equations.

2) Indices on \( \gamma \)'s are reversed.

3) Frequency shifts \( \Delta \) are ignored in Hollow's case.

4) Expression for \( \rho_{1m}^{(s)}(t) \) appears to contain an extra term

\[
1 \lambda_{nm}(\varepsilon_D + \varepsilon_D^*) (\rho_{nm}(t) - \rho_{mn}(t))
\]

but by redefining the \( \gamma \)'s we can write equation (4.A.32) as

\[
\rho_{nm}^{(s)}(t) = - \sum_{i,j} \left( \frac{1}{2} (\gamma_{in} + \gamma_{jm}) + i \xi_{nm} \right) \rho_{mn}^{(s)}(t)
\]

\[
- i \sum_{x(m)} \lambda \frac{\varepsilon_x}{x} (t) \rho_{nx}^{(s)}(t) + i \sum_{x(n)} \lambda \frac{\varepsilon_x}{x} (t) \rho_{nx}^{(s)}(t)
\]

\[
- i \sum_{x(m)} \left( \rho_{nx}^{(s)}(t) \lambda \frac{\varepsilon_x}{x} (t) + i \sum_{x(n)} \rho_{nx}^{(s)}(t) \lambda \frac{\varepsilon_x}{x} (t) \right)
\]

which is equivalent to (4.A.29).
E. The Lower Spectrum

In Chapter III we were able to calculate the spectral profile for spontaneous emission from

\[ \text{rad.} \langle 0 | \langle j^\dagger | a_{t^*}^+ (t_R^+) \sigma^{-1} ) a_{t^*} (t_R^+) \sigma^{-1} ) | j^\dagger > | 0 \rangle_{\text{rad.}} \]

by finding equations for \( P_{j;j} (l) | 0 \rangle_{\text{rad.}} | j^\dagger > \) and \( P_{j;j}^* (l) | 0 \rangle_{\text{rad.}} | j^\dagger > \).

It is obvious that this method is of no use in the present case since multiplying equations (4.119) and (4.112) from the RHS by \( | 0 \rangle_{\text{rad.}} \) still leaves terms of the form \( q_{j;j}^* P_{n} | 0 \rangle_{\text{rad.}} \), \( q_{j;j}^* P_{n} | 0 \rangle_{\text{rad.}} \), which cause difficulty. Similarly when classical driving terms are introduced, as in equations (4.115) and (4.116) we obtain expressions containing terms \( (q_{j;j}^+ + \lambda_{j;n} \epsilon^{\ast} \left( l \right) ) P_{n} | 0 \rangle_{\text{rad.}} \) and \( (q_{j;j}^+ + \lambda_{j;n} \epsilon^{\ast} \left( l \right) ) P_{n} | 0 \rangle_{\text{rad.}} \).

The alternative is to solve the equations (4.129) and (4.130) for the reduced density operator components and then, as in Hollow's paper, resort to the Markoff approximation in order to calculate the 1st-order field correlation function which, we have seen, is determined by the 2-time atomic correlation function for the transition under consideration (see expression for \( L_{j} \left( t_R^+, t_R^+ \right) \) given in Chapter III, equation (3.3.4)).

If we keep the initial time \( t' \) arbitrary we will be able to calculate the overall effect of absorptions and emissions between the required levels since then we will not be able to specify the initial atomic state. The specific way in which we calculate the spectral profiles in various cases will be outlined in the following three chapters for the specific cases of the K atom, and H atom and the 3-level atom, where allowance is made for the possibility of overlapping upper levels in the latter case.

In fact, following the arguments of the previous chapter,

\[ E_{\uparrow} (R, t_R) = E_{\uparrow}^{(0)} (R, t_R) + \sum_{l=1}^{l_{\text{max}}} \sum_{p_{z,y}=1} k_{z,y}^2 \left\{ \frac{P_{z,y} - (\hat{R}_{d_{z,y}} \cdot \hat{R}_{a})}{\hat{R}_{a}} \right\} P_{z,y}^\dagger (l) e^{-ik_{z,y}r} (4.3.1) \]
where if \( r = 0 \) (atom at origin), \( R_R = R \) and so

\[
E_+(R, t_R) = E_+^{(0)}(R, t_R) + \sum_{y, z, l, z_l = 1}^{l-1} \left\{ \frac{\hbar^2}{p_{yz} - (R \cdot \partial_{yz}) R} \right\} P_{yz}(t) \tag{4.6.2}
\]

\[
\int_{c_{t_R}^{(R, t')_R}} \frac{R^4 \hbar}{2 \pi E(yz)} \left< |E_+(R, t')_R, E_+(R, t'_R)| \right>
\tag{4.6.3}
\]

and so, ignoring interference terms,

\[
\int_{c_{t_R}^{(R, t')_R}} \frac{R^4 \hbar}{2 \pi E(yz)} \left< |E_+(R, t')_R, E_+(R, t'_R)| \right>
\tag{4.6.4}
\]

where

\[
\int_{c_{t_R}^{(R, t')_R}} \frac{R^4 \hbar}{2 \pi E(yz)} \left< |E_+(R, t')_R, E_+(R, t'_R)| \right>
\tag{4.6.5}
\]

and

\[
L_{c_{t_R}^{(R, t')_R}} = \frac{R^4 \hbar}{2 \pi E(yz)} \sum_{y, z, l, z_l = 1}^{l-1} \sum_{y, z, l, z_l = 1}^{l-1} \left[ \frac{k^2_{yz} k^2_{yz} x}{R} \right] \left< |P_{yz}^+ (R) P_{yz} (R)| \right>
\tag{4.6.6}
\]

If we consider only transitions between the pair of levels \( y' \) and \( z' \) and ignore all others then (see ref. 124 eq. (3.5) where the emission spectrum only is considered)

\[
L_{c_{t_R}^{(R, t')_R}} = \frac{R^4 \hbar}{2 \pi E(yz)} \left< |P_{yz}^+ (R) P_{yz} (R)| \right>
\tag{4.6.7}
\]

N.B. The effect of other transitions is taken into account, since the equations of motion to be solved are coupled equations. Only when there are overlapping levels is it necessary to take into account more than one 2-time correlation function since in such cases the additional 2-time correlation functions produce intensity distributions for the same frequency range (see Chapters III and VII).
Hence the intensity distribution is given by

\[ \int_{d'z'} f_{d'z'}(t_R, t_R') = \frac{R_C}{(2\pi)^3 E_d z'} \sum_{r=1}^2 \int d\mathbf{r}^A \int d\mathbf{r}^B \int d\omega \omega^3 e^{i\omega(t_R - t_R')} \]

\[ \times \langle |a_{kx}^+(0) a_{ks}^-(0)|^2 \rangle \]

\[ + \langle |P_{d'y'}(t_R) P_{d'y'}(t_R')|^2 \rangle \]

The first term, as explained earlier, only gives the energy spectrum for the INCIDENT field. To find the energy or POWER SPECTRUM for the scattered field we must calculate

\[ \Gamma_{d'z'} = \gamma_{d'z'} \langle |P_{d'y'}(t_R) P_{d'y'}(t_R')|^2 \rangle \]

i.e. basically we need to know the 2-time atomic correlation function

\[ \langle |P_{d'y'}(t_R) P_{d'y'}(t_R')|^2 \rangle \]

G. Hollow's method for evaluation the power spectrum for the scattered light

We will now outline the general method for evaluating the 2-time atomic correlation function \( \langle |P_{d'y'}(t_R) P_{d'y'}(t_R')|^2 \rangle \), based on Hollow's method, explained in ref. (9), which avoids use of the fluctuation regression theorem. This function can be expressed in terms of the Schrodinger density operator at time \( t_R \) i.e. \( \rho(t_R) \) and the time-independent Schrodinger operators \( P_{d'y'}(0) \) and \( P_{d'y'}(0) \) as follows

\[ \langle |P_{d'y'}(t_R') P_{d'y'}(t_R')|^2 \rangle = Tr \{ \rho(0) P_{d'y'}(t_R') P_{d'y'}(t_R') \} \]

N.B.

\[ \rho_a(t) = \mathcal{U}(t, t') \rho_a(t') \mathcal{U}^{-1}(t, t') \]

\[ A_a(t) = \mathcal{U}^{-1}(t, t') A_a(t') \mathcal{U}(t, t') \]
ignoring subscript R, which indicates retarded time, we can write

\[
\langle P_{z,y}^+(t',0) P_{z,y}(t') \rangle = \text{Tr} \left\{ \rho(0) U^{-1}(t',0) P_{z,y}^+(0) U(t',0) U^{-1}(t',0) \right\} \\
= \text{Tr} \left\{ \rho(0) U^{-1}(t',0) P_{z,y}^+(0) U(t',0) P_{z,y}(0) \right\} \\
= \text{Tr} \left\{ U^{-1}(t',0) \left[ \rho(t') U(t',0) U^{-1}(t',0) P_{z,y}^+(0) U(t' t') \right] \right\} \\
= \text{Tr} \left\{ \left[ \rho(t') P_{z,y}^+(0) U(t' t') P_{z,y}(0) U(t',0) \right] U^{-1}(t',0) \right\} \\
= \text{Tr} \left\{ \rho(t') P_{z,y}^+(0) U(t' t') P_{z,y}(0) U(t',0) \right\} \\
= \text{Tr} \left\{ \rho(t') P_{z,y}^+(0) U^{-1}(t' t') P_{z,y}(0) U(t',0) \right\}
\]

where \( U(t'',t') \) is the time-development operator.

According to the Markoff approximation, explained in Chapter I, we can factorise \( \rho(t') \) as

\[
\rho(t') = \langle \phi | \rho | \phi \rangle(0)(t')
\]

Hence

\[
\langle P_{z,y}^+(t',0) P_{z,y}^-(t') \rangle \Delta \text{Tr} \left\{ \langle \phi | \rho \langle \phi | P_{z,y}^+(0) U(t',0) P_{z,y}^-(0) U^{-1}(t',0) \rangle \right\} \]

We can now compare this with the mean value of the atomic operator at a given time \( t' \). Now the expectation value of \( P_{z,y}(t') \) is

\[
\langle P_{z,y}^-(t') \rangle = \text{Tr} \left\{ \rho(t') P_{z,y}(0) \right\} \\
= \text{Tr} \left\{ U(t',t') [ \rho(t') U(t',t')^{-1} P_{z,y}(0) ] \right\} \\
= \text{Tr} \left\{ \rho(t') U(t',t')^{-1} P_{z,y}(0) U(t',t') \right\} \\
= \text{Tr} \left\{ \langle \phi | \rho \langle \phi | P_{z,y}(0) U(t',t')^{-1} \right\} \]

under Markoff approximation.
Comparing Eqs. 1 of equations (4.3.1) and (4.3.2) shows that we can obtain the former from the latter by making the substitution

\[ \rho^{(s)}(t) \longrightarrow \rho^{(s)}(t) \mathcal{P}_{x,t}^{-1}(o) \]

so that then

\[ < \mathcal{P}_{x,y}^{+}(t') \mathcal{P}_{x,y}^{+}(t') > \]  \[ \longrightarrow \]  \[ < \mathcal{P}_{x,y}^{+}(t') \mathcal{P}_{x,y}^{+}(t') > \]

(Without the Markoff approximation the required substitution is for the full density operator, \( \rho^{(s)}(t) \longrightarrow \rho^{(s)}(t) \mathcal{P}_{x,t}^{-1}(o) \)).

Thus, in order to evaluate the 2-time correlation function

\[ \langle \mathcal{P}_{x,y}^{+}(t') \mathcal{P}_{x,y}^{+}(t') \rangle \], we must first evaluate the single-time mean-value

\[ \rho^{(s)}(t') \cdot \langle \mathcal{P}_{x,y}^{+}(t') \rangle \], the only difference being that the non-hermitian operator \( \rho^{(s)}(t') \mathcal{P}_{x,t}^{+}(o) \) must be used in place of the density operator \( \rho^{(s)}(t') \).

Since we may write

\[ U^{-1}(t',t) \mathcal{P}_{x,y}^{+}(o) U(t',t) = \mathcal{P}_{x,y}^{+}(t'-t) - \mathcal{P}_{x,y}^{+}(t) \]

a function of the time-difference only, then, from (4.3.1), we have

\[ \langle \mathcal{P}_{x,y}^{+}(t') \mathcal{P}_{x,y}^{+}(t') \rangle = \text{Tr} \left\{ \langle 1 \rangle \rho^{(s)}(t) \mathcal{P}_{x,t}^{+}(o) \mathcal{P}_{x,y}^{+}(t'-t) \right\} \]

\[ = \sum_{s,R} \langle 1 | \rho^{(s)}(t) \mathcal{P}_{x,t}^{+}(o) \mathcal{P}_{x,y}^{+}(t'-t) | R, S \rangle \]

\[ = \sum_{s,R} \mathcal{P}_{x,y}^{+}(t') \mathcal{P}_{x,t}^{+}(o) \mathcal{P}_{x,y}^{+}(t'-t) | 1, R, S \rangle \]

\[ = \langle 1 | \rho^{(s)}(t') \mathcal{P}_{x,y}^{+}(t'-t) | 1, R, S \rangle \]

\[ + \langle 1 | \rho^{(s)}(t') \mathcal{P}_{x,y}^{+}(t'-t) | 2, R, S \rangle \]

\[ + \langle 1 | \rho^{(s)}(t') \mathcal{P}_{x,y}^{+}(t'-t) | 1, R, S \rangle \]

\[ = \sum_{s,R} \mathcal{P}_{x,y}^{+}(t') \mathcal{P}_{x,t}^{+}(o) \mathcal{P}_{x,y}^{+}(t'-t) | 1, R, S \rangle \]

\[ + \langle 1 | \rho^{(s)}(t') \mathcal{P}_{x,y}^{+}(t'-t) | 1, R, S \rangle \]

\[ = \sum_{s,R} \mathcal{P}_{x,y}^{+}(t') \mathcal{P}_{x,t}^{+}(o) \mathcal{P}_{x,y}^{+}(t'-t) | 1, R, S \rangle \]

\[ + \langle 1 | \rho^{(s)}(t') \mathcal{P}_{x,y}^{+}(t'-t) | 1, R, S \rangle \] (4.3.4)
\[
\rho_{\Delta x y}^{(3)}(t') = \rho_{\Delta y z}^{(3)}(t') + t 
\]
Making the substitution, given in eq. (4.6.3), in the R.H.S. of eq. (4.6.16)

\[ \rho_{y'z'}^{(5)}(t) \cdot \langle \mathbf{q} | \rho_{y'z'}^{(5)}(t') | \mathbf{z}'' \rangle \]

\[ = \langle \mathbf{y}'' | \rho_{y''}^{(3)}(t') \rho_{y'}^{T}(t) | \mathbf{z}' \rangle \]

\[ = \langle \mathbf{y}'' | \rho_{y''}^{(3)}(t') \rho_{y'}^{T}(t) \delta_{z'z''} \rangle \quad (4.6.7) \]

we obtain the 2-time atomic correlation function:

\[ \langle p_{y'}^{+}(t') p_{y'}^{+}(t''t') \rangle \equiv \rho_{y'z'}^{(5)(t)}(t') \rho_{y''}^{T}(t) \delta_{z'z''} \]

\[ \text{(when } \rho_{y''}^{(5)}(t') \text{) with the same substitution } (4.6.2) \text{,}
\]

\[ \langle \rho_{y'z'}^{(5)}(t) \rangle \]

\[ \text{i.e.}
\]

\[ \langle p_{y'}^{+}(t') p_{y'}^{+}(t'') \rangle \equiv \sum_{y'z'} \sum_{z''} u_{y'z',y''z''}(\tau, t') \rho_{y''}^{(5)}(t') \delta_{z'z''} \]

\[ \text{(4.6.8)} \]

and this is the expression we shall be implementing in the following three chapters.
In this Chapter we shall calculate the power spectra for certain transitions in the potassium atom. The model of the atom we shall use is as sketched below:

It is composed of 10 of the energy levels, i.e. levels up to and including level 6s, but ignoring the degeneracy of levels 4s (ground state), 5s, 4p (unresolved experimentally) and 6s. We also ignore the fact that level 4p\(^{3/2}\) has substates \(m_l = 3/2\) and \(m_l = 1/2\).

It is known that the dipole matrix element connecting levels 6s\(^{1/2}\) and 4p\(^{3/2}\) is much stronger than that connecting levels 4p\(^{3/2}\) and 4p\(^{1/2}\).

We shall number the levels as indicated in the diagram and could consider a general 10-level atom but since there is a wealth of literature (10)-(31) on transitions in this atom we shall particularise our equations for comparison with experimental results. From the literature we see that level 5s does not take part in any transitions but we include it all the same.
From the equations (4.A.19) and (4.A.20) derived in Chapter IV for the transition operators for the multilevel-level atom we can deduce equations for the 1o-level atom :

\[
\begin{align*}
\dot{p}_{mn} &= -i \sum_{l} \left\{ \gamma_{l} (\sigma_{ln} + \sigma_{nl}) + i (\epsilon_{mn} - \sigma_{ln} + \sigma_{nl}) \right\} p_{mn} \\
-1 \sum_{l} p_{mn} q_{lm} + i \sum_{l} p_{ln} q_{nl} \\
-1 \sum_{l} q_{lm} p_{ln} + i \sum_{l} q_{ln} p_{nl} \\
\dot{p}_{mm} &= -i \sum_{l} \left\{ \gamma_{l} p_{mm} - i (p_{ml} q_{lm} - q_{ml} p_{lm}) \right\} \\
+ \sum_{l} \left\{ \kappa_{ln} p_{mm} - i (p_{ml} q_{lm} - q_{ml} p_{lm}) \right\}
\end{align*}
\] (5.A.1)

where the Hamiltonian is given by

\[
H = \hbar \sum_{\lambda=1}^{\infty} \epsilon_{\lambda} p_{\lambda} + \hbar \sum_{\lambda=1}^{\infty} \omega_{\lambda} a_{\lambda}^+ a_{\lambda} - \hbar \sum_{\lambda=1}^{\infty} \sum_{\gamma=1}^{\infty} \sum_{\alpha=1}^{\infty} \sum_{\beta=1}^{\infty} \omega_{\lambda} \delta_{\lambda,\gamma} \delta_{\alpha,\beta} (p_{\lambda,\gamma}^+ a_{\alpha,\beta} + a_{\alpha,\beta}^+ p_{\lambda,\gamma})
\] (5.A.3)

We shall be interested in transitions between:

a) state $5P_{3/2} (1\Xi) \text{ and } 4S (11\Lambda)$, ground state, and

b) state $4S (11\Lambda) \text{ and } 5P_{3/2} (1\Xi)$

when two driving fields of arbitrary strength are present. One field $E_{G}$ couples levels $4S$ and $4P_{3/2}$, i.e., levels 1 and 3, and the other $E_{L}$ levels $4P_{3/2}$ and $6S$, i.e., levels 3 and 10. The former is supplied by SRS radiation and the latter by ruby laser radiation, since it is known that such radiations are in approximate resonance with the corresponding atomic transitions. The tuning conditions are varied experimentally according to the effect one wants to observe. Field $E_{L}$, of frequency $\omega_{L}$ supplied by short pulse ruby laser radiation but its intensity is reduced...
by ICX in order to inhibit other multiphoton processes in which we are not interested\(^{(10)}\),\(^{(11)}\). Field \(E_\omega\) of frequency \(\omega_\omega\) is supplied by stimulated Raman radiation (SESR) of ICX which is \(1345\ \text{cm}^{-1}\) down shifted with respect to \(\omega_\omega\) \(^{(10)}\). Other molecular liquids can be used as level \(4P_{3/2} (13)\) is populated even for incident radiation \(30\ \text{cm}^{-1}\) off resonance\(^{(11)}\) though Yatsun, Komi and Farak cite ICX (nitrobenzene) for enhanced 2-photon emission and SES, \(\beta\)-naphthalene, for 3 photon Raman effect. According to refs. \(^{(10)}\) and \(^{(11)}\) \(\omega_\omega = \frac{1}{\hbar} (E_3 - E_1)\) for a ruby rod at \(34.5^\circ\) C i.e. exact resonance occurs at this temperature.

According ref. \(^{(10)}\) resonant absorption of \(\omega_\omega\) excites \(|m| = \frac{1}{2}\) substate of \(4P_{3/2} (13)\) exclusively and thus auxiliary Stokes radiation \(\omega_\omega\) "aligns" excited \(4P_{3/2}\) state since other substates of \(4P_{3/2}\) are unpopulated and this results in 3 types of resonant Raman scattering of from this initial state \(13 > 1\) of which the transition terminating in \(5S_{1/2} (18 > 0)\) is the one we consider. According to ref. \(^{(10)}\) and \(^{(3)}\) when transition from \(13 > 18 > 0\) is by resonant Raman scattering I.R. emission at \(3.66\ \mu\) is observed, these transitions then result in new atomic levels being filled up which then start to participate in second generation stimulated transitions of which we consider that from level \(5S_{3/2} (18 > 0)\) to \(4S_{1/2} (11 > 0)\). The \(65_{1/2}\) state serves as a near resonant intermediate state in the above transitions. In fact when the aforementioned two fields are present four different near-resonant multiphoton processes have been observed in potassium vapour. They are

1) stimulated 2-photon Raman effect
2) 4-photon parametric coupling
3) enhanced 2-photon emission
4) 3-photon Raman scattering.

What we will calculate is the overall effect of all possible transitions between certain levels by assuming the initial state to be unknown.
The main 4 levels with which we are concerned are illustrated below although we shall take into account all 10 levels in our calculations.

We shall define frequencies

\[ \omega_3 = \epsilon_3 - \epsilon_5 \]
\[ \omega_4 = \epsilon_5 - \epsilon_1 \]
\[ \omega_5 = \epsilon_2 - \epsilon_5 \]
\[ \omega_6 = \epsilon_3 - \epsilon_1 \]

Since we are only considering dipole transitions it is necessary that the change in the orbital momentum quantum number \( l \) be such that

\[ \Delta l = \pm 1 \]

Thus a dipole moment only exists between levels

- \( S \) and \( P \)
- \( P \) and \( D \)

and NOT between levels

- \( S \) and \( S \)
- \( P \) and \( P \)
- \( D \) and \( D \)

\[ \Delta l = \pm 2, \text{ since for level } S, l = 0; P, l = 1 \]

Hence the dipole matrix elements are as follows

- \( \mathbf{P}_{SP} = \mathbf{P}_{PS} = \mathbf{P}_{DP} = \mathbf{P}_{PD} \) are \( \neq 0 \)

and

- \( \mathbf{P}_{SS} = \mathbf{P}_{PP} = \mathbf{P}_{DD} = \mathbf{P}_{PD} = 0 \)

Now since \( q' \)'s, \( \chi \)'s and \( \mathcal{Q} \)'s all depend on \( \mathbf{P} \)'s through the following relations:
know that zero components of $x$ are given by the following equations, where $x = q$,

\[
\begin{align*}
    x_{1,4} &= x_{1,5} = x_{1,6} = x_{1,9} = x_{1,10} = 0 \\
    x_{2,3} &= x_{2,7} = x_{2,8} = 0 \\
    x_{3,7} &= x_{3,8} = 0 \\
    x_{4,5} &= x_{4,6} = x_{4,9} = x_{4,10} = 0 \\
    x_{5,6} &= x_{5,7} = x_{5,10} = 0 \\
    x_{6,9} &= x_{6,10} = 0 \\
    x_{7,8} &= 0 \\
    x_{9,10} &= 0
\end{align*}
\]

(5.A.4)

These equations are also true for reversed subscripts and in the case of $q$ for the hermitian conjugates, since $p$'s are real.

Power Spectra

From equations (5.A.1) and (5.A.2) it is possible to derive 100 Heisenberg equations of motion for the transition operators but, in order to calculate the power spectra or spectral densities of the scattered light for (a) transitions between states $13 >$ and $11 >$ and (b) between states $110 >$ and $13 >$, we have seen that it is necessary to use only 3 of these equations. These are the equations for transition operators $P_{38}$, $P_{18}$ and $P_{10}$, which are given below, substitutions (5.A.4) having already been performed.
\[ i_{10,3} = -\left[ \frac{1}{2} (\xi_6 + \xi_{10}) + i(\xi_{10} - \Omega_8 + \Omega_{10}) \right] P_{10,8} \]
\[-i(\Omega_{10} q_{10,1} + \Omega_{8} q_{8,4} + \Omega_{85} q_{85} + \Omega_{86} q_{86}) \]
\[-i(q^+_1 P_{1,8} + q^+_5 P_{5,8} + q^+_{10,7} P_{10,7} + q^+_{10,8} P_{10,8}) \]
\[+i(q^+_1 P_{1,8} + q^+_{10,8} P_{10,10}) \]
\](5.6.1)

\[ i_{3,8} = -\left[ \frac{1}{2} (\xi_3 + \xi_{31}) + i(\xi_{31} - \Omega_8 + \Omega_{31}) \right] P_{3,8} \]
\[-i(\Omega_{31} q_{31,8} + \Omega_{8} q_{8,4} + \Omega_{31} q_{31,8} + \Omega_{31} q_{31,8} + \Omega_{10,8} q_{10,8}) \]
\[+i(q^+_8 P_{8,8} + q^+_{10,8} P_{10,8}) \]
\](5.6.2)

\[ i_{1,8} = -\left[ \frac{1}{2} \xi_8 + i(\xi_8 - \Omega_8) \right] P_{8,8} \]
\[-i(\Omega_{8} q_{8,21} + \Omega_{8} q_{8,31} + \Omega_{8} q_{8,71} + \Omega_{8} q_{8,81}) \]
\[+i(q^+_1 P_{1,8} + q^+_{14,8} q_{14,8} + q^+_{85} q_{85} + q^+_{86} q_{86}) \]
\[+i(q^+_1 P_{1,8} + q^+_{10,8} P_{10,8}) \]
\](5.6.3)

where
\[ \xi_8 = \xi_{81} + \xi_{84} + \xi_{85} + \xi_{86} \]
\[ \Omega_8 = \Omega_{81} + \Omega_{84} + \Omega_{85} + \Omega_{86} \]
\[ \xi_{10} = \xi_{102} + \xi_{103} + \xi_{107} + \xi_{108} \]
\[ \Omega_{10} = \Omega_{102} + \Omega_{105} + \Omega_{107} + \Omega_{108} \]
\[ \xi_{31} = -\omega_{31} \]
\[ \xi_3 = \omega_2 - \omega_1 \]
\[ \xi_{1,1} = \omega_2 \]

Levels 1 and 3, 3 and 10 are connected by monochromatic radiation of arbitrary intensity and this can be considered in two ways:

either (1) by considering driving fields as additional classical terms
in the Hamiltonian and thus considering the initial photon state to be a zero photon state as already explained. This has been done in Hollow's papers \(7\) and \(5\) and is reasonable for intense fields which can be treated classically or \(\text{(ii)}\) by including driving fields in the notation and having the initial photon state as \(|\omega, \omega\rangle\) using Glauber's notation \((4\times42)\), \((50)\).

We shall see that both methods give equivalent results although the second is preferable as it is completely quantum mechanical and does not require the addition of any extra terms.

Method \(\text{(i)}\) (based on hollow's formalism; driving field introduced classically)

In Chapter IV, Section A, the driving field was considered to couple all levels and an additional term \((4\times42)\) was added to the Hamiltonian. We are now concerned with only two classical fields \(E_\ell(t)\) and \(E_\delta(t)\) coupling levels 1 and 3 and 3 and 10 respectively where

\[
\begin{align*}
E_s(t) &= \xi_0 \left\{ E_s(t) + E_s^*(t) \right\} \\
E_\ell(t) &= \xi_c \left\{ E_\ell(t) + E_\ell^*(t) \right\} 
\end{align*}
\]

Hence the additional term, instead of being

\[
H_{1,3}(t) = -\kappa \sum_{j,\ell} \sum_{j,\ell'} \left\{ P_{j,\ell} \left( \lambda_{j,\ell} E_\delta(t) + \lambda_{j,\ell'} E_\ell^*(t) \right) P_{\ell',\ell} \right\}
\]

\[
\text{where } \lambda_{j,\ell} = \frac{P_{j,\ell} \cdot \Omega_{00}}{\kappa} = \lambda_{j,\ell}
\]

and

\[
E_\ell(t) = \Omega_{00} \left\{ E_\ell(t) + E_\ell^*(t) \right\}
\]

becomes

\[
H_{1,3}(t) = -\kappa \left\{ P_{3,1} \lambda_{3,1} E_\delta(t) + \lambda_{3,3} E_\ell^*(t) P_{3,3}(t) \right\} \\
-\kappa \left\{ P_{3,1} \lambda_{3,3} E_\ell(t) + \lambda_{3,3} E_\ell^*(t) P_{3,3}(t) \right\}
\]
\[
\lambda_{s1} = \frac{\rho_{11} \mathcal{E}_{11}}{\kappa} = \lambda_{s3}
\]

and
\[
\lambda_{n,3} = \frac{\rho_{n,3} \mathcal{E}_{n,3}}{\kappa} = \lambda_{n,10}
\]

If B. Order of indices on \( i \) is not important as stated elsewhere since the same applies to \( j \)'s indices since \( j \)'s are assumed real and hence \( i \)'s are real for real \( \mathcal{E}_{11} \) and \( \mathcal{E}_{13} \).

We shall assume each field oscillates harmonically so that
\[
\mathcal{E}_s(t) = \mathcal{E}_{s5} e^{-i \omega_{s5} t}
\]
\[
\mathcal{E}_l(t) = \mathcal{E}_{l5} e^{-i \omega_{l5} t}
\]
and that the frequencies of oscillation and nearly coincide with the resonant frequencies for the corresponding transitions
\[
\omega_s = \omega_{s5}
\]
\[
\omega_l = \omega_{l5}
\]

but neither are near to the resonant frequency for transitions between any other pairs of levels.

The extra terms which \( H_{11}(t) \) introduces into \( \dot{P}_{m,n}(k) \) and \( \ddot{P}_{m,n}(k) \) are

\[
\begin{align*}
\dot{P}_{m,n}(k) &= -i \left\{ (\rho_{5n} S_{n,m} - \rho_{m1} S_{n,1}) \lambda_{s1} \mathcal{E}_s(k) + \lambda_{s5} \mathcal{E}_s(k) (\rho_{5m} S_{s,m} - \rho_{m3} S_{n,3}) \right\} \\
&\quad -i \left\{ (\rho_{5n} S_{n,m} - \rho_{m3} S_{n,3}) \lambda_{l5} \mathcal{E}_l(k) + \lambda_{l5} \mathcal{E}_l(k) (\rho_{5m} S_{s,m} - \rho_{m3} S_{n,3}) \right\}
\end{align*}
\]

\[
\begin{align*}
\ddot{P}_{m,n}(k) &= -i \left\{ (\rho_{5m} S_{m,n} - \rho_{m1} S_{m,1}) \lambda_{s1} \mathcal{E}_s(k) + \lambda_{s5} \mathcal{E}_s(k) (\rho_{5m} S_{s,m} - \rho_{m3} S_{n,3}) \right\} \\
&\quad -i \left\{ (\rho_{5m} S_{m,n} - \rho_{m3} S_{n,3}) \lambda_{l5} \mathcal{E}_l(k) + \lambda_{l5} \mathcal{E}_l(k) (\rho_{5m} S_{s,m} - \rho_{m3} S_{n,3}) \right\}
\end{align*}
\]

Hence equations (5.6.1), (5.6.2), (5.6.3) become:
\[ i_{\text{J},\text{R}} = -\left\{ 2 \left( \psi_{8} + \psi_{10} \right) + i \left( \epsilon_{8,10} - \Omega_{8} + \Omega_{10} \right) \right\} \quad \text{(5.B.12)} \]

\[ -i \left\{ p_{8} \left( q_{21} + q_{81} \left( \lambda_{3,8} \epsilon_{8}(t) \right) + p_{78} q_{71} + p_{88} q_{81} \right) \right\} \quad \text{(5.B.13)} \]

\[ i_{\text{K},\text{R}} = -\left\{ 2 \left( \psi_{8} + \psi_{10} \right) + i \left( \epsilon_{8,10} - \Omega_{8} + \Omega_{10} \right) \right\} \quad \text{(5.B.14)} \]

Multiplying equations (5.B.12) - (5.B.14) from left and right by \( \phi_{\text{rad}} < 0 \) and \( \phi_{\text{rad}} > 0 \) respectively and calling

\[ X = \phi_{\text{rad}} < 0 \mid p_{8} \phi_{\text{rad}} > 0 \quad \text{(5.B.15)} \]
\[ Y = \phi_{\text{rad}} < 0 \mid p_{18} \phi_{\text{rad}} > 0 \quad \text{(5.B.15)} \]
\[ Z = \phi_{\text{rad}} < 0 \mid p_{28} \phi_{\text{rad}} > 0 \quad \text{(5.B.15)} \]
we obtain the following equations

\[ \dot{\xi}(t) = -\left\{ \frac{1}{2} (X_8 + X_{10}) + i (E_{s11} - S_{s} + S_{s11}) \right\} X(t) \\
- i \lambda_{s11} E_{s} X(t) \\
- i \lambda_{s11} E_{s} X(t) \]  

\[ (S.B.16) \]

\[ \dot{\eta}(t) = -\left\{ \frac{1}{2} (X_8 + X_{10}) + i (E_{s11} - S_{s} + S_{s11}) \right\} Y(t) \\
- i \lambda_{s11} E_{s} Y(t) \]  

\[ (S.B.17) \]

\[ \dot{\zeta}(t) = -\left\{ \frac{1}{2} (X_8 + X_{10}) + i (E_{s11} - S_{s} + S_{s11}) \right\} Z(t) \\
- i \lambda_{s11} E_{s} Z(t) \]  

\[ (S.B.18) \]

In order to obtain equations for the matrix elements of the reduced density operators we recall that

\[ \rho_{\gamma,\delta}^{(5)}(t) = g_{\gamma} \langle \gamma | X(t) | \delta \rangle \rho^{(3)}(t) | \delta \rangle \]  

\[ (S.B.19) \]

\[ \rho_{\delta,\gamma}^{(5)}(t) = g_{\gamma} \langle \gamma | Y(t) | \delta \rangle \rho^{(3)}(t) | \delta \rangle \]  

\[ (S.B.19) \]

\[ \rho_{\delta,\gamma}^{(5)}(t) = g_{\gamma} \langle \gamma | Z(t) | \delta \rangle \rho^{(3)}(t) | \delta \rangle \]  

\[ (S.B.19) \]

Hence multiplying equations (5.B.16) - (19) from the R.N.E. by \( \rho_{\gamma,\delta}^{(5)}(t) \) and taking \( Tr_{\gamma} \) we obtain

\[ \dot{\rho}_{\gamma,\delta}^{(5)}(t) = \left\{ \frac{1}{2} (X_{6} + X_{31}) + i (E_{s,5} - S_{s} + S_{s,5}) \right\} \rho_{\gamma,\delta}^{(5)}(t) \\
- i \lambda_{s,5} E_{s}^{*} \rho_{\gamma,\delta}^{(5)}(t) \\
- i \lambda_{s,5} E_{s} \rho_{\gamma,\delta}^{(5)}(t) \]  

\[ (S.B.20) \]

\[ \dot{\rho}_{\gamma,\delta}^{(5)}(t) = \left\{ \frac{1}{2} (X_{8} + X_{10}) + i (E_{s11} - S_{s} + S_{s11}) \right\} \rho_{\gamma,\delta}^{(5)}(t) \\
- i \lambda_{s,11} E_{s}^{*} \rho_{\gamma,\delta}^{(5)}(t) \\
- i \lambda_{s,11} E_{s} \rho_{\gamma,\delta}^{(5)}(t) \]  

\[ (S.B.21) \]
\[ \rho_{r,io}(t) = -\left\{ \frac{1}{2} (\chi_x + \chi_{10}) + i \left( \epsilon_{r,ir} + \epsilon_{10} \right) \right\} \rho_{r,io}(t) - i \lambda_{r,io} \chi_x(t) \rho_{r,io}(t) \]  

\[(5.3.22)\]

\textit{Notation (b) (based on Glauber's formalism; driving field introduced in a completely quantum mechanical way)}

We shall now take into account the monochromatic radiation fields coupling levels 1 and 3, 3 and 10 by assuming that the driving fields are already included in the notation so that all we have to do is to consider the initial photon state  
\[ |\psi_i\rangle = |x_{10}, x_{3\sigma}\rangle \]  

\[(5.3.22)\]

instead of a zero photon state as in Method (i).

The reasoning behind this method depends on the RWA. We will recall that in neglecting certain hermitian terms in the interaction Hamiltonian we assume  
\[ g_{kk,zz} \ll \epsilon_{yz} \pm \omega_k \]  

\[(5.3.24)\]

so that \( \omega_k \) is not completely general. In fact we have been assigned extra subscripts to it for this reason, i.e. \( \omega_k \rightarrow \omega_{k,yz} \) in the RWA. Hence each pair of terms in the interaction Hamiltonian is summed over all \( l \) but bearing in mind the \( \omega_k \) has only a small variation in each case, e.g.

\[ H_1 = -\hbar \sum_{k,1} g_{k,1} \left( P_{12}^+ a_{k1}^+ a_{k1} + a_{k1}^+ P_{12} \right) \text{ where } \omega_k < \epsilon_{12} \]  

\[ -\hbar \sum_{k,1} g_{k,1} \left( P_{13}^+ a_{k1}^+ a_{k1} + a_{k1}^+ P_{13} \right) \text{ where } \omega_k < \epsilon_{12} \]  

\[(5.3.25)\]

we could thus assign subscripts to the boson operators to indicate this so that

\[ H_1 = -\hbar \sum_{k,1} g_{k,1} \left( P_{12}^+ a_{k1}^+ a_{k1} + a_{k1}^+ P_{12} \right) \]  

\[ -\hbar \sum_{k,1} g_{k,1} \left( P_{13}^+ a_{k1}^+ a_{k1} + a_{k1}^+ P_{13} \right) \]  

\[(5.3.26)\]

we shall be using Glauber's formalism (42) which says (see eq. (2.21)) that
individual coherent states, $|\phi_\ell >$, of the field obey the relations

$$a_{\ell} |\phi_\ell >, x_{\ell} |\phi_\ell >, \ldots$$

where operators and states are evaluated at the same time and $x_{\ell}$ is complex. In fact we shall consider only a single mode of each of the two fields. $x_{\ell}$ is the number of photons in mode $x_{\ell}$ and so for the zero photon state or vacuum state $x_{\ell} = 0$ and the corresponding coherent state is the unique ground state of the field, i.e. the state

$$|\phi_\ell = 0 >$$

We shall assume that initially $|\phi_{\ell} > = |\phi_\ell, x_{\ell} >$ where $|\phi_{\ell} >$ is the state of the laser field initially and $|\phi_{\ell} >$ is the initial state of the SRS field. In order to find the value of terms

$$\int \phi_{r, n} |\phi_\ell >$$

we expand and $|\phi_\ell >$ so that

$$\int \phi_{r, n} |\phi_\ell > = \sum_{\ell, n} q_{\ell, n} e^{-i\omega t} a_{\ell, n, m} (\omega) |\phi_{\ell, n, m} > \ldots (5.8.27)$$

where $n > m$ and $|\phi_{\ell, n, m} >$ is the initial photon state and so is measured at time $t' = 0$ as is $a_{\ell, n} (\omega)$.

The value of $a_{\ell, n} (\omega) |\phi_{\ell, n, m} >$ thus needs to be known and it is obvious that for certain $n, m$ it is zero, viz.

$$a_{\ell, n, m} |\phi_{\ell, n, m} >$$

for $n > m$ is zero for all values of $n, m$ except when

$$n = 10, m = 3 \quad \text{and} \quad n = 3, m = 1 \quad (5.8.28)$$

In fact

$$\int \phi_{r, n} |\phi_\ell > = \sum_{\ell, n} q_{\ell, n} e^{-i\omega t} a_{\ell, n, m} (\omega) |\phi_{\ell, n, m} > \ldots (5.8.29)$$

$$= \sum_{\ell, n} q_{\ell, n} e^{-i\omega t} x_{\ell} |\phi_{\ell, n, m} >$$

$$= \sum_{\ell, n} q_{\ell, n} e^{-i\omega t} \sqrt{\frac{n \omega}{\hbar V}} e^{-i\omega t} x_{\ell} |\phi_{\ell, n, m} >$$

$$<\phi_\ell |\phi_{\ell, n, m} > = q_{\ell, n} e^{-i\omega t} x_{\ell} |\phi_{\ell, n, m} >$$

since $<x_{\ell} |x_{\ell} > = 1$. 

Similarly
\[ \langle \hat{p}_l | q^+_{10} | \hat{p}_h > = q \omega_{10} \xi \alpha^+_{10} \quad \text{and} \quad \langle \hat{p}_l | q^+_{31} | \hat{p}_h > = q \omega_{31} \xi \alpha^+_{31} \] (5.B.30)

In this method, we let
\[ G_{10} = q \omega_{10} \xi \alpha_{10} \quad \text{and} \quad G_{31} = q \omega_{31} \xi \alpha_{31} \] (5.B.31)

\[ \langle \hat{p}_l | q_{10} | \hat{p}_h > = q \omega_{10} \xi \alpha_{10} \quad \text{and} \quad \langle \hat{p}_l | q_{31} | \hat{p}_h > = q \omega_{31} \xi \alpha_{31} \] (5.B.32)

I.E. now
\[ G_{10} = \frac{q \omega_{10} \xi \alpha_{10}}{\lambda_{10}} \] (5.B.33)

\[ G_{31} = \frac{q \omega_{31} \xi \alpha_{31}}{\lambda_{31}} \] (5.B.34)

Multiplying equations (5.B.31)-(5) from left and right by \( \langle \hat{p}_h | \) and \( | \hat{p}_h > \) respectively we obtain:

\[ \langle \hat{p}_h | \hat{P}_{10} | \hat{p}_h > = \{ \frac{1}{2} (\xi_{10} + \xi_{30}) + i (\xi_{e_{10}} - \Omega_8 + \Omega_{10}) \} \langle \hat{p}_h | P_{10} | \hat{p}_h > \] (5.B.35)

\[ \langle \hat{p}_h | \hat{P}_{31} | \hat{p}_h > = \{ \frac{1}{2} (\xi_{31} + \xi_{31}) + i (\xi_{e_{31}} - \Omega_8 + \Omega_{31}) \} \langle \hat{p}_h | P_{31} | \hat{p}_h > \] (5.B.36)

\[ \langle \hat{p}_h | \hat{P}_{31} | \hat{p}_h > = \{ \frac{1}{2} \xi_8 + i (\xi_{e_{31}} - \Omega_8) \} \langle \hat{p}_h | P_{31} | \hat{p}_h > \] (5.B.37)
Let
\[ X_a = \langle \psi_a | P_{xy} | \psi_a \rangle \]
\[ Y_a = \langle \psi_a | P_{xy} | \psi_a \rangle \]
\[ Z_a = \langle \psi_a | P_{xy} | \psi_a \rangle \]
hence
\[ \dot{X}_a = \left\{ \frac{i}{2} (\gamma_6 + \gamma_5) + i (\epsilon_{s_3} - \omega_g + \omega_{s_3}) \right\} X_a \]
\[ = \frac{i}{2} G_s^i e^{-\omega_{s_3} t} Z_a \]
\[ = \frac{i}{2} G_s^i e^{-\omega_{s_3} t} Y_a \]
\[ \dot{Y}_a = \left\{ \frac{i}{2} \gamma_8 + i (\epsilon_{s_1} - \omega_g) \right\} Y_a \]
\[ = \frac{i}{2} G_s^i e^{-\omega_{s_1} t} X_a \]
\[ \dot{Z}_a = \left\{ \frac{i}{2} (\gamma_6 + \gamma_10) + i (\epsilon_{s_{10}} - \omega_g + \omega_{s_{10}}) \right\} Z_a \]
\[ = \frac{i}{2} G_s^i e^{-\omega_{s_{10}} t} X_a \]

Hence, recalling that
\[ \rho_{s_5}^{(s)} (t) = \langle s | X_a (t) \rho_{s_5}^{(s)} (t) | s \rangle \]
we obtain equations for the reduced density matrix operators
\[ \rho_{s_5}^{(s)} (t) = \left\{ \frac{i}{2} (\gamma_6 + \gamma_5) + i (\epsilon_{s_3} - \omega_g + \omega_{s_3}) \right\} \rho_{s_5}^{(s)} (t) \]
\[ = \frac{i}{2} G_s^i e^{-\omega_{s_3} t} \rho_{s_5}^{(s)} (t) \]
\[ = \frac{i}{2} G_s^i e^{-\omega_{s_3} t} \rho_{s_5}^{(s)} (t) \]
\[ \rho_{s_1}^{(s)} (t) = \left\{ \frac{i}{2} \gamma_8 + i (\epsilon_{s_1} - \omega_g) \right\} \rho_{s_1}^{(s)} (t) \]
\[ = \frac{i}{2} G_s^i e^{-\omega_{s_1} t} \rho_{s_1}^{(s)} (t) \]
\[ \rho_{s_{10}}^{(s)} (t) = \left\{ \frac{i}{2} (\gamma_6 + \gamma_10) + i (\epsilon_{s_{10}} - \omega_g + \omega_{s_{10}}) \right\} \rho_{s_{10}}^{(s)} (t) \]
\[ = \frac{i}{2} G_s^i e^{-\omega_{s_{10}} t} \rho_{s_{10}}^{(s)} (t) \]

Comparing these equations with equations (5.B.20-22) of method (1), when \( \varepsilon_s (t) \) and \( \varepsilon_c (t) \) are written as \( \varepsilon_{s_5} e^{-\omega_{s_3} t} \), \( \varepsilon_{s_1} e^{-\omega_{s_1} t} \), respectively, we see that the equations are equivalent if
According to equation (4.8.22) for transitions

a) between levels 6 and 1, we need to know

\[ \langle P_{\tau}^{1} (t) \rho_{\nu}^{5} (t^{\prime}) \rangle = \sum_{\nu, \tau} U_{\nu, \tau} \rho_{\nu}^{5} (\tau, t^{\prime}) \rho_{\nu}^{5} (t) \]  

(5.8.46)

and for transitions

b) between levels 10 and 5, we need to know

\[ \langle P_{\sigma}^{5} (t) \rho_{\pi}^{10} (t^{\prime}) \rangle = \sum_{\pi, \sigma} V_{\pi, \sigma} \rho_{\pi}^{10} (\sigma, t^{\prime}) \rho_{\pi}^{10} (t) \]  

(5.8.47)

So for case (a) we need to solve equations (5.8.20)-(22) for \( \rho_{\nu}^{5} (t) \)

in order to find \( \mathcal{H}_{1,11} \mathcal{H}_{1,21} \cdots \mathcal{H}_{1,10,1} \) and for case (b)

we need to solve for \( \rho_{\pi}^{10} (t) \) in order to find functions \( \mathcal{H}_{1,6,8}, \mathcal{H}_{1,6,10} \cdots \mathcal{H}_{1,6,10,8} \) where all \( \mathcal{H} \)'s depend on \( \tau \) and \( t^{\prime} \). In fact it is obvious that there will only be three \( U \)'s in each case since equations (5.8.20)-(22) are independent. They can be solved by taking

Laplace transforms, assuming the initial time to be \( t^{\prime} \).

First, on substituting for \( \mathcal{E}_{\nu} (t) \) and \( \mathcal{E}_{\pi} (t) \) explicitly, we obtain

\[ \rho_{\nu}^{5} (t) = \left\{ A_{\nu} \mathcal{E}_{\nu} (t) + \mathcal{I} \left( \mathcal{E}_{\nu} - \Omega_{\nu} + \Omega_{\tau} \right) \right\} \rho_{\nu}^{5} (t) \]

\[ = i \lambda_{\nu, 5} \mathcal{E}_{\nu} e^{-\omega t} \rho_{\nu, 5}^{10} (t) \]

\[ = i \lambda_{5} \mathcal{E}_{\nu} e^{\omega t} \rho_{\nu}^{10} (t) \]  

(5.8.48)
\[ \odot \]

\[
\ddot{\rho}_{\alpha}(t) = -\{y_2 X_s + i(\epsilon_{L_s} - \Omega_s)\} \rho_{\alpha}^{(1)}(t) - i \lambda_s \xi_c e^{-\omega_s t} \rho_{\alpha}^{(3)}(t) \]  

(5.E.49)

\[
\ddot{\rho}_{\beta}(t) = -\{y_2 X_\beta + i(\epsilon_{L_\beta} - \Omega_\beta)\} \rho_{\beta}^{(1)}(t) - i \lambda_{\beta} \xi_c e^{-\omega_\beta t} \rho_{\beta}^{(3)}(t) \]  

(5.E.50)

and in order to have only three distinct functions of \( t \) so that we may solve the three equations easily we multiply equation (5.E.49) by \( e^{\omega_s t} \) and (5.E.50) by \( e^{-\omega_\beta t} \).

Then

\[
\dot{\rho}_{\alpha}(t) = -\{y_2 X_s + i(\epsilon_{L_s} - \Omega_s)\} \rho_{\alpha}^{(1)}(t) - i \lambda_s \xi_c e^{-\omega_s t} \rho_{\alpha}^{(3)}(t) \]  

(5.E.51)

\[
\dot{\rho}_{\beta}(t) = -\{y_2 X_\beta + i(\epsilon_{L_\beta} - \Omega_\beta)\} \rho_{\beta}^{(1)}(t) - i \lambda_{\beta} \xi_c e^{-\omega_\beta t} \rho_{\beta}^{(3)}(t) \]  

(5.E.52)

\[
\dot{\rho}_{\beta}(t) = -\{y_2 X_\beta + i(\epsilon_{L_\beta} - \Omega_\beta)\} e^{-\omega_\beta t} \rho_{\beta}^{(1)}(t) - i \lambda_{\beta} \xi_c e^{-\omega_\beta t} \rho_{\beta}^{(3)}(t) \]  

(5.E.53)

The system of the three distinct functions of time be represented by \( x(t), y(t), z(t) \), where

\[ x(t) = \rho_{\alpha}(t) \]

(5.E.54)

\[ y(t) = e^{i\omega_s t} \rho_{\beta}(t) \]

\[ z(t) = e^{-i\omega_\beta t} \rho_{\beta}(t) \]

we have, on substitution

\[
\ddot{\mathbf{x}}(t) = -\{y_2 (X_s + X_{51}) + i(\epsilon_{L_s} - \Omega_s + \Omega_{51})\} \mathbf{x}(t) - i \lambda_s \xi_c \mathbf{z}(t) - i \lambda_{\beta} \xi_c \mathbf{y}(t) \]  

(5.E.55)
\[ \dot{y}(t) = -\left\{ \lambda \chi_s + \left( \lambda_s - \omega_s - \lambda_s \right) \right\} y(t) \\
- \lambda_s \xi \xi_{cs} \chi(t) \]  
(5.B.56)

\[ \dot{z}(t) = -\left\{ \lambda \chi_s + \left( \lambda_s - \omega_s - \lambda_s \right) \right\} z(t) \\
- \lambda_s \xi \xi_{cs} \chi(t) \]  
(5.B.57)

Taking Laplace transforms of equations (5.B.55-57) we obtain

\[ s^2 + 2s + \left( \omega_s^2 - \omega_i^2 \right) \hat{z}(s) = -\lambda_s \xi \xi_{cs} \hat{z}(s) - \lambda_s \xi \xi_{cs} \hat{y}(s) + e^{-st} \chi(t) \]  
(5.B.58)

\[ s^2 + 2s + \left( \omega_s^2 - \omega_i^2 \right) \hat{y}(s) = -\lambda_s \xi \xi_{cs} \hat{z}(s) + e^{-st} \chi(t) \]  
(5.B.59)

\[ s^2 + 2s + \left( \omega_s^2 - \omega_i^2 \right) \hat{z}(s) = -\lambda_s \xi \xi_{cs} \hat{y}(s) + e^{-st} \chi(t) \]  
(5.B.60)

where \( \chi' = \chi_{s1} \chi \)

\[ \chi' = \chi + \chi_{s1} \]

\[ \chi_{s1} \xi \xi_s = \omega_s - \omega_i = \omega_i' \]

\[ \chi_{s1} \xi \xi_s = \omega_s - \omega_i = \omega_i' \]

\[ \chi_{s1} \xi \xi_s - \left( \omega_i^2 - \omega_i^2 \right) = \omega_i^2 - \left( \omega_i^2 - \omega_i^2 \right) = \omega_i' \]

\[ \chi_{s1} \xi \xi_s - \left( \omega_i^2 - \omega_i^2 \right) = \left\{ \left( \chi_{s1} - \chi \right) - \left( \xi_{s1} - \xi \right) \right\} = \left\{ \left( \omega_s - \omega_s \right) - \left( \xi_{s1} - \xi \right) \right\} = \omega_i' \]

i.e. we have absorbed the frequency shifts into the definitions of \( \omega_i 's \).

(a) Spectral correlation function for transitions between levels

[5.32/2 (3) and 4S (1)]

In order to solve equations (5.B.55-60) for \( \hat{z}(s) = L \left( e^{i\omega_k t} \varphi(3,1)(t) \right) \) we substitute for \( \hat{z}(s) \) from (5.B.60) in (5.B.56) and substitute the resulting value for \( \hat{y}(s) \) in (5.B.59). Hence we obtain:

\[ \hat{y}(s) = -\left( \lambda \xi \xi_{cs} \chi \xi \xi_{cs} \right) \frac{1}{F(s)} e^{-st} \chi(t) \]

\[- \lambda_s \xi \xi_{cs} \frac{\hat{z}(s)}{F(s)} e^{-st} \chi(t) \]

\[ + \left\{ \frac{\xi(s) \xi(s)}{F(s)} \right\} e^{-st} \chi(t) \]  
(5.B.62)
where \( \mathcal{L} = s + \frac{i}{2} \gamma^i + i (\omega^i - \omega^i) \)
\[ \mathcal{L} = s + \frac{i}{2} \gamma^i - i (\omega^i - \omega^i) \]
\[ \mathcal{L} = s + \frac{i}{2} \gamma^i + i (\omega^i - \omega^i) \]
\[ \mathcal{L} = \mathcal{L}_0 \mathcal{L}_1 + \mathcal{L}_2 + \mathcal{L}_3 \]
\[ \mathcal{L}_0 = 2 \lambda, \mathcal{E}_t = 2 \lambda, \mathcal{E}_c = 2 \lambda_0 \mathcal{E}_0 \]
\[ \mathcal{L}_3 = 2 \lambda_0 \mathcal{E}_0 + 2 \lambda_0 \mathcal{E}_0 - 2 \lambda_0 \mathcal{E}_0 \]

Now \( \mathcal{L} \) \( \mathcal{L} = \int \mathcal{L} e^{-it} \mathcal{L} \mathcal{L} \)
\[ \mathcal{L} \mathcal{L} = \int \mathcal{L} e^{-it} \mathcal{L} \mathcal{L} \]
\[ \mathcal{L} \mathcal{L} = \mathcal{L} \mathcal{L} \]

\[ e^{\mathcal{L}_1(t)(\mathcal{L}_1(t) - \mathcal{L}_1(t))} \]
\[ e^{\mathcal{L}_1(t)(\mathcal{L}_1(t) - \mathcal{L}_1(t))} \]
\[ e^{\mathcal{L}_1(t)(\mathcal{L}_1(t) - \mathcal{L}_1(t))} \]

\[ \rho_1^{(a)}(s) = (\lambda, \mathcal{E}_t)(\lambda, \mathcal{E}_e) \]
\[ \rho_1^{(a)}(s) = \frac{1}{F(s, t)} e^{-(s, t)\mathcal{L}_1(t)} \]
\[ \rho_1^{(a)}(s) = \mathcal{L} \rho_1^{(a)}(s) \]

Hence \( \rho_1^{(a)}(s) = \hat{U}_{s, \mathcal{E}_t}(s) \rho_1^{(a)}(s) \]
\[ \hat{U}_{s, \mathcal{E}_t}(s) = -i \lambda, \mathcal{E}_t \lambda, \mathcal{E}_e \]
\[ \hat{U}_{s, \mathcal{E}_t}(s) = -i \lambda, \mathcal{E}_t \lambda, \mathcal{E}_e \]

where \( \hat{U}_{s, \mathcal{E}_t}(s) = -i \lambda, \mathcal{E}_t \lambda, \mathcal{E}_e \)
\[ \hat{U}_{s, \mathcal{E}_t}(s) = -i \lambda, \mathcal{E}_t \lambda, \mathcal{E}_e \]
\[ \hat{U}_{s, \mathcal{E}_t}(s) = -i \lambda, \mathcal{E}_t \lambda, \mathcal{E}_e \]

Now the quantity we are interested in is the 2-time atomic correlation function

\[ \mathcal{E}_0(t', t'') = \mathcal{E}_0(t', t'') \]
\[ \mathcal{E}_0(t', t'') = \mathcal{E}_0(t', t'') \]
\[ \mathcal{E}_0(t', t'') = \mathcal{E}_0(t', t'') \]

under Markoff approximation

\[ \mathcal{E}_0(t', t'') = \mathcal{E}_0(t', t'') \]

in the present case since
there will be only one \( v \) of the form \( \psi_{1,1}^{(v)} \) when \( \mathfrak{v} = \mathfrak{v} \\
abla \)

Let

\[
\hat{\psi}_{1,1}^{(v)}(\mathfrak{v}) = \psi_{1,1}^{(v)}(\mathfrak{v} + \mathfrak{v})
\]

Now if we take the inverse Laplace transform of \((5.68a)\) we obtain

\[
\psi_{1,1}(\tau) = \frac{1}{2\pi i} \int_{\mathfrak{v}} e^{\mathfrak{v} \tau} \hat{\psi}_{1,1}^{(v)}(\mathfrak{v})
\]

and if we let \( t' = t' + \tau \)

\[
\psi_{1,1}(t' + \tau) = \frac{1}{2\pi i} \int_{\mathfrak{v}} e^{\mathfrak{v}(t' + \tau)} \hat{\psi}_{1,1}^{(v)}(\mathfrak{v})
\]

Similarly

\[
U_{e1,e3}(t' + \tau) = \psi_{e1,e3}(\tau) e^{-\mathfrak{v} t'}
\]

and \( U_{e1,e3}(t' + \tau) = \psi_{e1,e3}(\tau) e^{-\mathfrak{v} t'} \)

New \( U_{e1,e3}(\tau, t') = U_{e1,e3}(t' + \tau) \) since \( t' \) and \( \tau \) always occur as \( t' + \tau \)

Thus the atomic correlation function depends on \( t' \) only through the term \( \rho_{1,1}^{(1)}(w) \) and not through any factor in \( \psi_{e1,e3}(\tau) \)

If we assume the atom is in equilibrium with the field so that

\[
\rho_{1,1}^{(1)}(w), \rho_{1,3}^{(1)}(w), \rho_{1,5}^{(1)}(w)
\]

are given by their asymptotic expressions

\[
\rho_{1,1}^{(1)}(w \rightarrow -\infty), \rho_{1,3}^{(1)}(w \rightarrow -\infty), \rho_{1,5}^{(1)}(w \rightarrow -\infty)
\]

with the latter evaluated at time \( t' \)

\[
\begin{align*}
\rho_{1,1}^{(1)}(w) &= \frac{\rho_{1,1}^{(1)}(w \rightarrow -\infty)}{\rho_{1,1}(w)} \\
\rho_{1,3}^{(1)}(w) &= \frac{\rho_{1,3}^{(1)}(w \rightarrow -\infty)}{\rho_{1,1}(w)} \\
\rho_{1,5}^{(1)}(w) &= \frac{\rho_{1,5}^{(1)}(w \rightarrow -\infty)}{\rho_{1,1}(w)}
\end{align*}
\]
and similarly for all other initial values of the reduced density matrices.

The atomic correlation function in equation (5.6.70) is then independent of the initial time $t^i$ and is given by the relation

$$q_{ij}(t) = \Psi_{ij}(t) \rho_{ii} \left( t, t \right). \tag{5.6.72}$$

Taking the Laplace transform of $q_{ij}(t)$, we obtain

$$\hat{q}_{ij}(s) = \int_0^\infty q_{ij}(t)e^{-st} dt = \hat{\Psi}_{ij}(s) \rho_{ii} \left( s, s \right). \tag{5.6.73}$$

We now wish to evaluate the spectral correlation function $\tilde{q}(v)$, defined by the Fourier transform of the atomic correlation function

$$\tilde{q}_{ij}(v) = \int d\tau q_{ij}(\tau)e^{-iv\tau} \tag{5.6.74}$$

where $v$ is the scattered frequency.

$\tilde{q}_{ij}(v)$, when multiplied by a simple factor $|\psi(\tau)|^2$, as in equation (2.17) of Hollow's paper, and equation (3.6.17) of this thesis, gives the energy or power spectrum of the scattered field at any point in space.

$$I(v, \omega) = |\psi(\tau)|^2 \tilde{q}(v) \tag{5.6.75}$$

where in Hollow's units

$$|\psi(\tau)|^2 = \frac{1}{8\pi^2 e} \frac{\omega^2}{\omega_n^2} \left( \frac{\omega}{\omega_n} \right)^2 \tag{5.6.76}$$

for the 2-level atom of energy separation $\hbar \omega_0$ (see eq. (2.12) of ref. 9),

where in the previous chapter we have shown, using Glauber's formalism, that

$$I(v, \omega) = \frac{\hbar^2}{2\pi} \frac{\omega^2}{\omega_n^2} \sum_{k=1}^{\infty} \int_{-\infty}^{\infty} \langle n_{\omega} \rangle d\xi_k \tag{5.6.77}$$

where $\langle n_{\omega} \rangle = \langle a_{\omega}^+ a_{\omega} \rangle$ is the function evaluated in the previous chapter.

In Hollow's paper he explains how the coherent and incoherent parts of the spectrum can be separated off. For the present, since we don't yet know the roots of $F(s + \omega_0)$, we shall ignore this and just
calculate the total spectral correlation function \( \tilde{q}_i(v) \).

\[
\tilde{q}_i(v) = \int d\tau \, \tilde{q}_i(\tau) e^{-i\omega_0 \tau} \\
= \left\{ \int d\tau \, e^{-i\omega_0 \tau} \psi_{e_1, \nu_1}(\tau) \right\} \rho_{\nu_1.(\nu_1.\Delta_1)}^i \ e^{i\omega_0 \tau} \\
= \rho_{\nu_1.\Delta_1} \left\{ \int d\tau \, \psi_{e_1, \nu_1}(\tau) e^{-i\omega_0 \tau} + \int d\tau \, \psi_{e_1, \nu_1}(\tau) e^{i\omega_0 \tau} \right\} \\
= \rho_{\nu_1.\Delta_1} \left\{ \int d\tau \, \psi_{e_1, \nu_1}(\tau) e^{i\omega_0 \tau} + \int d\tau \, \psi_{e_1, \nu_1}(\tau) e^{-i\omega_0 \tau} \right\} \\
\text{since } \psi_{e_1, \nu_1}(\tau) = \psi_{e_1, \nu_1}(\tau) \\
= \rho_{\nu_1.\Delta_1} 2 \Re \left\{ \int d\tau \, e^{i\omega_0 \tau} \psi_{e_1, \nu_1}(\tau) \right\} \\
= 2 \rho_{\nu_1.\Delta_1} \Re \left\{ \psi_{e_1, \nu_1}(\tau) \right\} \text{ if } \rho_{\nu_1.\Delta_1} \text{ is HER as it should be since it represents the equilibrium probability of finding the atom in excited states } |e> \\
\]

where \( \psi_{e_1, \nu_1}(\tau) = \int d\tau \, \psi_{e_1, \nu_1}(\tau) e^{-i\omega_0 \tau} \left\{ \begin{array}{l} \psi(\text{states}) \psi \psi = (\text{states}) + \text{states} | \text{states} \end{array} \right\} \)

\[
\mathbb{E}_c(v) = \frac{2 \rho_{\nu_1.\Delta_1}^i}{F(-i\nu_\Delta)} \left\{ \frac{F(-i\nu_\Delta)}{F(-i\nu_\Delta)} \left[ f_1 \left( i(-i\nu_\Delta) \right) f_2 \left( i(-i\nu_\Delta) \right) + \text{states} | \text{states} \right]\right\} \]  

\[
\text{where } f_1 \left( i(-i\nu_\Delta) \right) = i(-i\nu_\Delta) - i(-i\nu_\Delta + \Delta_1) \\
f_2 \left( i(-i\nu_\Delta) \right) = (i(-i\nu_\Delta))^2 - i(-i\nu_\Delta + \Delta_1 - \Delta_1) \\
f_3 \left( i(-i\nu_\Delta) \right) = (i(-i\nu_\Delta))^3 - i(-i\nu_\Delta + \Delta_1 - \Delta_1 - \Delta_1) \\
F(-i\nu_\Delta) = f_3 \left( i(-i\nu_\Delta) \right) f_2 \left( i(-i\nu_\Delta) \right) + \text{states} | \text{states} + \text{states} | \text{states} \\
\]

\[
\nu = \nu - \omega_\Delta, \nu - (\nu - \omega_\Delta) \\
\Delta_1 = \omega_\nu - \omega_\Delta = (\nu - \omega_\Delta - \omega_\Delta) \\
\Delta_2 = (\omega_\nu - \omega_\Delta - \omega_\Delta) - \omega_\Delta \\
\]
Thus

\[
\frac{\partial}{\partial v} \left( v^4 \right) = \frac{2}{(v - \alpha_1)^{1/2}} \left\{ \frac{3}{2} \left[ 1 + \left( v - \alpha_1 \right)^{1/2} \right]^2 \right\}
\]

(5.5.79)

on expanding the numerator and taking the real part.

Now we will consider the cubic equation

\[ F(s) = s^3 + as^2 + bs + c \]

where

\[ a = \frac{1}{2} \left( \alpha_1 + \alpha_2 + \alpha_3 \right) + \left( \alpha_2 \alpha_3 - \alpha_1 \alpha_3 - \alpha_1 \alpha_2 \right) \]

\[ b = \left\{ \left( \alpha_1 \alpha_2 + \alpha_2 \alpha_3 + \alpha_3 \alpha_1 \right) - \alpha_1 \alpha_2 \left( \alpha_2 + \alpha_3 \right) + \alpha_1 \alpha_2 \right\} \]

\[ + \left( \alpha_1 \alpha_2 - \alpha_1 \alpha_3 + \alpha_1 \alpha_2 \right) \left( \alpha_2 + \alpha_3 \right) \]

\[ c = \left\{ \left( \alpha_1 \alpha_2 + \alpha_2 \alpha_3 + \alpha_3 \alpha_1 \right) - \alpha_1 \alpha_2 \left( \alpha_2 + \alpha_3 \right) + \alpha_1 \alpha_2 \right\} \]

\[ + \left( \alpha_1 \alpha_2 - \alpha_1 \alpha_3 + \alpha_1 \alpha_2 \right) \left( \alpha_2 + \alpha_3 \right) \]

\[ \omega' = \omega_1 - \omega_3 \]

The solutions, as shown in Appendix III, are

\[ \gamma_1 = \gamma_1, \gamma_2, \gamma_3 \]

\[ \gamma_1 = \gamma_1 + \gamma_2 = \left( \gamma_1 + \gamma_2 \right) - \gamma_3 a \]

\[ \gamma_2 = \gamma_1 + \gamma_2 = \left[ \left( \gamma_1 + \gamma_2 \right) + \gamma_3 a \right] - \gamma_3 \frac{1}{2} \left( \gamma_1 + \gamma_2 \right) \]

\[ \gamma_3 = \gamma_1 + \gamma_2 = \left[ \left( \gamma_1 + \gamma_2 \right) + \gamma_3 a \right] + \gamma_3 \frac{1}{2} \left( \gamma_1 + \gamma_2 \right) \]

\[ \omega = \frac{1}{2} \left( \omega_1 + \omega_2 + \omega_3 \right) \]

\[ \beta = 2 \left[ \omega_1 + \omega_2 + \omega_3 \right] \]

\[ \gamma = \frac{1}{2} \left( \omega_1 + \omega_2 + \omega_3 \right) \]

\[ \epsilon = \frac{1}{2} \left( \omega_1 + \omega_2 + \omega_3 \right) \]

\[ \alpha = \sqrt{\frac{1}{2} \left( \omega_1 + \omega_2 + \omega_3 \right)} \]
It can be shown that
\[ G = \frac{1}{\omega_3}\left\{ 2\gamma C \theta + 2q + q g \right\} \]

\[ H = -\frac{1}{\omega_5}\left\{ q - 3h \right\} \]

and
\[ A = \frac{1}{\omega_4}\left\{ 2(1 - C + m) C \theta + q^2 - 18 \frac{q}{3} C \phi \theta - q^3 + h^2 \right\} \]

where
\[ \frac{1}{2} \left[ \gamma C \theta + \left( \Delta_{11}, \Delta_{1 \bar{1}} \right) \right] \]

\[ \frac{1}{2} \left[ \gamma C \theta + \left( \Delta_{1 \bar{1}}, \Delta_{1 \bar{1}} \right) \right] \]

\[ \frac{1}{2} \left[ \gamma C \theta + \left( \Delta_{11}, \Delta_{11} \right) \right] \]

Thus, using this notation, we can write

\[ \psi_1, x_1, x_2 = (x + \beta) - \gamma \theta \gamma \theta - \gamma \theta \left( \Gamma_7 + \Gamma_{\bar{1}} \right) - \gamma \left( \omega_1 - \omega_2 \right) \]

\[ \psi_2, x_2, x_3 = -\gamma \left( x + \beta \right) - \gamma \theta \gamma \theta - \gamma \theta \left( \Gamma_7 + \Gamma_{\bar{1}} \right) - \gamma \left( \omega_1 - \omega_2 \right) \]

\[ \psi_3, x_3, x_4 = -\gamma \left( x + \beta \right) - \gamma \theta \gamma \theta - \gamma \theta \left( \Gamma_7 + \Gamma_{\bar{1}} \right) - \gamma \left( \omega_1 - \omega_2 \right) \]

Thus it is obvious that the spectral profile contains three peaks situated at

\[ \psi_1 = \omega_2 - \gamma \theta \]

\[ \psi_2 = \omega_1 - \gamma \theta \]

\[ \psi_3 = \omega_1 - \gamma \theta \]

where \( x_2, x_4 \) and \( x_6 \) are determined by the roots of the cubic equation \( F(x) \).

The \( \psi \)-widths of the peaks are \( x_2, x_3, x_5 \).

Since it is not possible to solve the cubic equation exactly, unless numerical values are assigned to all the symbols, we shall consider various approximations.
\( \Delta r, \Delta m = 0 \)

i.e. both fields, \( E_0 \) and \( E_1 \), are in EXACT resonance with the corresponding atomic transitions

\[ \frac{1}{2} \left| \chi_{31} \right|^2 + \frac{1}{2} \left| \chi_{34} \right|^2 \]

and

\[ \frac{1}{2} \left| \chi_{31} \right|^2 + \frac{1}{2} \left| \chi_{34} \right|^2 \]

(ii) \( \chi_{31} \gg \chi_{34} \)

where \( \chi_{31} = \chi_{34} \) and \( \chi_{34} \) are both fields, and \( \chi_{34} \), are in EXACT resonance with the corresponding atomic transitions

\[ \chi_{31} = \chi_{34} \]

We will ignore 1st and higher order terms in \( \chi_{3i} / \chi_{31} \).

(iii) \( c^2 \gg \chi_{31} \)

where \( c^2 = c_3^2 + c_{34}^2 \).

We will ignore 1st and higher order terms in \( \chi_{31} / c \).

i.e. both fields are strong in comparison with the line width for level \( 3 \).

With approximation (i)

\[ g_0(\chi) = \frac{\chi_{31} \chi_{34}}{(\chi_{31}^2 + \chi_{34}^2)^2} \]

where

\[ G = \chi_{31} \chi_{34} \]

\[ H = -\chi_{31} \chi_{34} \]

\[ A = \chi_{31} \chi_{34} \]

With approximation (ii)

\[ H = -\chi_{31} \chi_{34} \]

\[ G = \chi_{31} \chi_{34} \]

\[ A = \chi_{31} \chi_{34} \]

To 1st order in \( \chi_{3i} / \chi_{31} \) to zeroth order

To 1st order in \( \chi_{3i} / \chi_{31} \) to zeroth order

To 1st order in \( \chi_{3i} / \chi_{31} \) to zeroth order

To 1st order in \( \chi_{3i} / \chi_{31} \) to zeroth order
With approximation (iii)

\[ H = \frac{1}{2} G \]

\[ G = -\frac{1}{2} G \]

\[ A = \frac{1}{2} G \]

\[ \alpha = \frac{1}{2} G \]

and

\[ \beta = -\sqrt{3} \sqrt{G} \]

\[ \alpha - \beta = 0 \]

\[ \alpha + \beta = \sqrt{3} \sqrt{G} \]

\[ S_1 = \gamma_1 \gamma_2 = \frac{1}{2} \left( \frac{1}{2} \left( Y^I + Y^o \right) + i \left( 3 \omega + \Delta_{\omega} + \Delta_{\omega} \right) \right) \]

\[ S_2 = \gamma_3 \gamma_4 = \frac{1}{2} \left( 2 \left( 3 \omega + \Delta_{\omega} + \Delta_{\omega} \right) + IC \right) \]

\[ S_3 = \gamma_5 \gamma_6 = \frac{1}{2} \left( \left( Y^I + Y^o \right) + i \left( 2 \left( 3 \omega + \Delta_{\omega} + \Delta_{\omega} \right) - 36 \right) \right) \]

and hence when \( \Delta_{\omega} - \Delta_{\omega} = 0 \) the three peaks occur at

\[ \nu_1 = \omega_1 = \omega_1 + \frac{1}{2} \left( 3 \omega \right) = \omega_1 \]

\[ \nu_2 = \omega_2 - \omega_1 = \omega_2 + \frac{1}{2} \left( 2 \left( 3 \omega \right) + IC \right) = \omega_2 + \omega_1 + \sqrt{\frac{1}{2} \left( \sqrt{C_i^2 + IC_i^2} \right)} \]

\[ \nu_3 = \omega_3 - \omega_1 = \omega_3 + \frac{1}{2} \left( 2 \left( 3 \omega \right) - IC \right) = \omega_3 + \omega_1 - \sqrt{\frac{1}{2} \left( \sqrt{C_i^2 + IC_i^2} \right)} \]

i.e. at

\[ \nu_1 = \omega_1 \]

\[ \nu_2 = \omega_2 - \omega_1 \]

\[ \nu_3 = \omega_3 - \omega_1 \]

but at resonance \( \omega_2 = \omega_1 \)

\[ \nu_1 \cdot \nu_2 = 0 \]

\[ \nu_1 \cdot \nu_3 = \frac{1}{2} \sqrt{C_i^2 + IC_i^2} \]

\[ \nu_2 \cdot \nu_3 = \frac{1}{2} \sqrt{C_i^2 + IC_i^2} \]

The half widths are

\[ |\nu_1| \cdot |\nu_2| \cdot |\nu_3| = \frac{1}{2} \nu_0 \left( \nu^I + \nu^o + \nu^g \right) \]

\[ = \frac{1}{2} \nu_0 \left( 3 \nu^I \nu_3 + \nu^I \nu_0 \right) \]

\[ = \frac{1}{2} \nu_0 \left( 3 \nu^I \nu_3 + \nu^I \nu_0 \right) \] since \( \nu_0 \ll \nu_3 \)
and the spectral correlation function is:

\[
\tilde{g}_q(\nu') = \left( \frac{2}{\sigma^2} \right) \frac{\lambda_{\nu'}^{\nu'} \left( \nu' \right)}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)} \frac{1}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

(5.B.85)

and if \((\nu', \nu') \gg (\nu_1', \nu_1') (\nu_2', \nu_2') (\nu_3', \nu_3')\)

i.e. \(\nu \gg \nu_1, \nu_2, \nu_3\),

then the numerator is modified so that

\[
\frac{\lambda_{\nu'}^{\nu'} \left( \nu' \right)}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)} = \frac{Y_1 \left( \nu_1' \right) Y_2 \left( \nu_2' \right) Y_3 \left( \nu_3' \right)}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

\[
+ \frac{Y_1 \left( \nu_1' \right) Y_2 \left( \nu_2' \right) Y_3 \left( \nu_3' \right)}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

\[
Y_1 \left( \nu_1' \right) Y_2 \left( \nu_2' \right) Y_3 \left( \nu_3' \right)
\]

\[
+ \frac{Y_1 \left( \nu_1' \right) Y_2 \left( \nu_2' \right) Y_3 \left( \nu_3' \right) \nu^2}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

\[
+ \frac{Y_1 \left( \nu_1' \right) Y_2 \left( \nu_2' \right) Y_3 \left( \nu_3' \right) \nu^2}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

\[
+ \frac{Y_1 \left( \nu_1' \right) Y_2 \left( \nu_2' \right) Y_3 \left( \nu_3' \right) \nu^2}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

and for \(\nu_2 \left( \nu_3' \right) \gg \nu_1, \nu_2, \nu_3 \),

i.e. \(\nu_2 \gg \nu_x, \nu_3 \),

\[
\frac{\lambda_{\nu'}^{\nu'} \left( \nu' \right)}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)} = \frac{\nu_1 \left( \nu_1' \right) \nu_2 \left( \nu_2' \right) \nu_3 \left( \nu_3' \right)}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

\[
+ \frac{\nu_1 \left( \nu_1' \right) \nu_2 \left( \nu_2' \right) \nu_3 \left( \nu_3' \right) \nu^2}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

\[
+ \frac{\nu_1 \left( \nu_1' \right) \nu_2 \left( \nu_2' \right) \nu_3 \left( \nu_3' \right) \nu^2}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

\[
+ \frac{\nu_1 \left( \nu_1' \right) \nu_2 \left( \nu_2' \right) \nu_3 \left( \nu_3' \right) \nu^2}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right)}
\]

(5.B.89)

We can show that the central peak at \(\nu' = 0\) is higher than the two side peaks at \(\nu' = \pm \omega_2 \), which are of equal height. The central peak is of height

\[
\tilde{g}_q(\nu', \nu') = \frac{\lambda_{\nu'}^{\nu'} \left( \nu' \right) \nu_1 \nu_2 \nu_3}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right) \nu_1 \nu_2 \nu_3}
\]

(5.B.80a)

and the two side peaks are of height

\[
\tilde{g}_q(\nu', \nu') = \frac{\lambda_{\nu'}^{\nu'} \left( \nu' \right) \nu_1 \nu_2 \nu_3}{\nu^2 + \lambda_{\nu'}^{\nu'} \left( \nu' \right) \nu_1 \nu_2 \nu_3}
\]

(5.B.80b)
We will now consider some different approximations.

(iv) If we had assumed approximation (i) and then
\[ G_0^C \gg \gamma_1', \gamma_2', \gamma_3', \gamma_4', \gamma_5', \gamma_6', \gamma_7', \gamma_8', \gamma_9', \gamma_{10}' \]
without assuming approximation (ii), i.e. \( \gamma_{10} \gg \gamma_{10}' \), then we would have obtained a similar result but the peak widths would be wider,

viz. \( \left( \frac{\gamma_{10} + \gamma_{10}' - \gamma_{10}'}{\gamma_{10}} \right) \) instead of \( \left( \frac{\gamma_{10} + \gamma_{10}' - \gamma_{10}'}{\gamma_{10}} \right) \)

(v) \( \Delta_{\gamma_1} = \Delta_{\gamma_{10}} = 0 \)

\[ G_{10}^2 > G_{9}^2 \] (laser field STRONGER than SRS field, which is usually the case experimentally - in fact \( \gamma_{10} \) is generally \( \sim 2 \text{ MW} \), and \( \gamma_{10} \sim 30 \text{ mW} \) for \( 3\text{-methyl naphthalene} \)

\[ G_{10}^2 > \gamma_{10}', \gamma_{10}', \gamma_{10}', \gamma_{10}', \gamma_{10}', \gamma_{10}', \gamma_{10}', \gamma_{10}', \gamma_{10}', \gamma_{10}' \]

then

\[ \bar{E}_G(\nu) = \left\{ \gamma_0 \left( \nu_{10}^2 - \nu_{10} G_{10} \right)^2 + \nu_{10}^2 G_{10}^2 \gamma' \left( \nu_{10} G_{10} \right)^2 \right\}^{1/2} \left( \frac{\nu_{10}^2 - \nu_{10} G_{10} \gamma'}{\gamma_0} \right) \]

which is the same as case (iv) except that now side peaks occur at

\( \nu' = \pm \nu_{10} G_{10} \) not at \( \nu' = \pm \sqrt{\nu_{10}^2 + G_{10}^2} \), i.e. they are now nearer to the central peak.

(vi) \( \Delta_\gamma = \Delta_{\gamma_{10}} = 0 \)

\[ \gamma_{10} \gg \gamma_{10}' \]

\[ \gamma_{10}' \gg G^2 \] i.e. both fields WEAK
then
\[ q = \frac{x}{y} \]  \hspace{1cm} (5.B.92)

i.e. all three peaks are coincident at \( u' = 0 \) and there is no level shift or splitting.

The height of this peak is
\[ \frac{1}{\sqrt{1 - \left(\frac{x}{y}\right)^2}} \]  \hspace{1cm} (5.B.93)

Thus we see that the splitting up of the spectral profile occurs only when one or both of the fields are STRONG and so it must be a truly nonlinear effect.

We shall consider one further case:

(vii) \( \Delta \ll \Delta \)

\[ x \ll G_3^2 \] \hspace{1cm} i.e. SRS field WEAK compared to line width of level 3

\[ y \ll G_{10}^2 \] \hspace{1cm} i.e. laser field STRONG compared to line width of level 3

This is also close to the experimental situation. The spectral correlation function at \( \nu = \nu' \) is now
\[ \frac{1}{\sqrt{1 - \left(\frac{x}{y}\right)^2}} \]  \hspace{1cm} (5.B.94)

This is a similar situation to case (v) except that different assumptions have been made about the sizes of the line widths. Here the side peaks occur in the same places \( u' = C_u \) but their widths are narrower being \( \left(\frac{x}{y}\right) \) not \( \left(\frac{x}{y}\right)^2 \).

We shall discuss these results after calculating the other spectral correlation function for transitions between levels 10 and 8.
(b) Spectral correlation function for transitions between levels \( \xi (s) \) and \( 5f_{3/2} (s) \)

We now need to find \( \rho_s (t) \) by solving the hermitian conjugate equations of (5.3.51-53).

\[
\begin{align*}
\rho^{(1)}_s (t) &= \frac{1}{2} \left( \xi (t) + \xi (-t) \right) \\
\rho^{(2)}_s (t) &= \frac{1}{2} \left( \xi (t) - \xi (-t) \right) \\
\rho^{(3)}_s (t) &= \frac{1}{2} \left( \xi (t) \xi (t) - \xi (-t) \xi (-t) \right)
\end{align*}
\]

(5.3.95)

(5.3.96)

(5.3.97)

Multiplying (5.3.96) by \( e^{-st} \) and (5.3.97) by \( e^{st} \), we obtain equations which may be solved in a way analogous to the method used in Sec. (b). Thus

\[
\rho^{(s)}_s (t) = u^{(s)} \rho^{(t)}_s (t) - \left( u^{(t)} \rho^{(s)}_s (t) \right) + \hat{u} (s) \rho^{(t)}_s (t) \rho^{(s)}_s (t)
\]

(5.3.98)

where

\[
\begin{align*}
\hat{u} (s) &= \frac{\xi (s) + \xi (-s)}{G (s)} \\
\xi (s) &= \frac{\xi (s) \xi (s)}{G (s)}
\end{align*}
\]

(5.3.99)

(5.3.100)
The relevant 2-time atomic correlation function, in this case, according to equation (5.2.50) is

\[
\begin{aligned}
\rho^{(2)}(\tau, \tau') &= \langle \rho^{(2)}(\tau, \tau') \rangle \\
&= \langle \exp\left[-iH(\tau)\right] \exp\left[-iH(\tau')\right] \exp\left[iH(\tau')\right] \exp\left[iH(\tau)\right] \rangle \\
&= \langle \exp\left[iH(\tau')\right] \exp\left[-iH(\tau)\right] \rangle
\end{aligned}
\]  

(5.2.101)

As in (5.2.69)

\[
\begin{aligned}
\rho^{(1)}(\tau) &= \langle \rho(\tau) \rangle \\
\rho^{(1)}(\tau) &= \langle \rho(\tau) \rangle \\
\rho^{(0)}(\tau) &= \langle \rho(\tau) \rangle
\end{aligned}
\]  

(5.2.102)

Hence, since \[\langle \exp\left[-iH(\tau)\right] \exp\left[-iH(\tau')\right] \exp\left[iH(\tau')\right] \exp\left[iH(\tau)\right] \rangle \]

(5.2.103)

Assuming the atom to be in equilibrium with the field, we write

\[
\begin{aligned}
\rho^{(2)}(\tau, \tau') &= \langle \rho^{(2)}(\tau, \tau') \rangle \\
\rho^{(1)}(\tau) &= \langle \rho^{(1)}(\tau) \rangle \\
\rho^{(0)}(\tau) &= \langle \rho^{(0)}(\tau) \rangle
\end{aligned}
\]  

(5.2.104)

Since we shall find that the latter two functions can be written in the following form:

\[
\begin{aligned}
\rho^{(2)}(\tau, \tau') &= \rho^{(2)}(\tau, \tau') e^{i(H_{\text{field}})\tau'} \\
\rho^{(1)}(\tau) &= \rho^{(1)}(\tau) e^{iH_{\text{field}}\tau} \\
\rho^{(0)}(\tau) &= \rho^{(0)}(\tau) e^{iH_{\text{field}}\tau}
\end{aligned}
\]  

(5.2.105)

\[\mathcal{G}_{10}(\tau, \tau')\] is independent of \(t'\) and can be written

\[
\mathcal{G}_{10}(\tau, \tau') = \mathcal{G}_{10}(\tau, \tau') e^{i(H_{\text{field}})\tau'} \\
\mathcal{G}_{10}(\tau, \tau') = \mathcal{G}_{10}(\tau, \tau') e^{iH_{\text{field}}\tau} \\
\mathcal{G}_{10}(\tau, \tau') = \mathcal{G}_{10}(\tau, \tau') e^{iH_{\text{field}}\tau}
\]  

(5.2.106)
As in case (a) equation (5.6.77) we can deduce the total spectral

correlation function to be:

\[
\psi(\omega) = \frac{1}{\sqrt{2\pi}} 
\left[ \frac{1}{\tau} \delta(t) + \frac{1}{\tau} \delta(t-\tau) \right]
+ \frac{1}{\sqrt{2\pi}} \psi(\omega) \rho_{\omega,\omega}
+ \frac{1}{\sqrt{2\pi}} \psi(\omega) \rho_{\omega,\omega}
\]

(5.6.107)

where \( \rho \) and \( \rho \) will be complex.

\[
\psi(\omega) = \left\{ \frac{(\lambda_x,\lambda_y,\lambda_z,\lambda_w) - \lambda_x \lambda_y \lambda_z \lambda_w}{C(\omega)} \right\} \psi(\omega)
\]

(5.6.108)

\[
\psi(\omega) = \left\{ \frac{(\lambda_x,\lambda_y,\lambda_z,\lambda_w) - \lambda_x \lambda_y \lambda_z \lambda_w}{C(\omega)} \right\} \psi(\omega)
\]

(5.6.109)

where \( \xi_1(\omega,\omega) = \nu_1 \nu_1 \nu_1 \nu_1 \)

\( \xi_2(\omega,\omega) = \nu_2 \nu_2 \nu_2 \nu_2 \)

\( \xi_3(\omega,\omega) = \nu_3 \nu_3 \nu_3 \nu_3 \)

\[
C(\omega) = \left( \nu + \Delta \right) \left( \nu - \Delta \right) \left( \nu + \Delta \right) \left( \nu - \Delta \right)
\]

(5.6.109)

Let \( C(\omega) = (\nu - \nu) (\nu + \nu) (\nu - \nu) \)

then \( \psi(\omega) \) will be the only factor in the denominator

so that, since this will be the only factor in the denominator dependent

on \( \nu \), we shall have three peaks at \( \nu - \omega, \nu + \omega, \omega\. \)

We shall now endeavour to find values for the values of \( \rho^{(\omega)}(t) \) \( \rho^{(\omega)}(t) \)

as \( t \to \infty \) and evaluate them at \( t = t' \) so that the spectral correlation
function can be determined more precisely. This demands the solution of 16 equations for $f_k^{(n)}$ for $n = 1$ to 10, and $f_1^{(9)}, f_2^{(9)}, f_3^{(9)}, f_4^{(9)}, f_5^{(9)}, f_6^{(9)}, f_7^{(9)}, f_8^{(9)}, f_9^{(9)}, f_{10}^{(9)}$. In fact we shall determine the values of these two off-diagonal matrix elements in terms of the diagonal matrix elements $f_1^{(9)}, f_2^{(9)}, f_3^{(9)}$, and $f_4^{(9)}$, since otherwise we must solve all 16 equations. These diagonal elements are real and so enable simplification of equation (5.3.107).

Letting:

$$
\begin{align*}
    a &= f_1^{(9)}, b = f_2^{(9)}, c = f_3^{(9)}, d = f_4^{(9)}, e = f_5^{(9)}, f = f_6^{(9)}, \\
g &= f_7^{(9)}, h = f_8^{(9)}, i = f_9^{(9)}, j = f_{10}^{(9)}, k = f_{11}^{(9)}, l = f_{12}^{(9)}, \\
m &= f_{13}^{(9)}, n = f_{14}^{(9)}, o = f_{15}^{(9)}, p = f_{16}^{(9)}.
\end{align*}
$$

and taking the Laplace transforms of the resulting 16 equations, we obtain

$$
\begin{align*}
    h(t) &= \frac{1}{s^2} b(t) + \frac{1}{s} c(t) + \frac{1}{s} d(t) + \frac{1}{s} e(t) + \frac{1}{s} f(t) \\
    i(t) &= \frac{1}{s^2} g(t) + \frac{1}{s} h(t) + \frac{1}{s} i(t) + \frac{1}{s} j(t) + \frac{1}{s} k(t) \\
    j(t) &= \frac{1}{s^2} l(t) + \frac{1}{s} m(t) + \frac{1}{s} n(t) + \frac{1}{s} o(t) + \frac{1}{s} p(t)
\end{align*}
$$

(5.3.110)

(5.3.111)

(5.3.112)

(5.3.113)

(5.3.114)

(5.3.115)

(5.3.116)

(5.3.117)
From these equations it is obvious that it is possible to solve for \( \hat{k}(s) \), \( \hat{l}(s) \), \( \hat{a}(s) \) in terms of \( \hat{c}(s) \), \( \hat{f}(s) \), \( \hat{h}(s) \).

1. \( \rho_{s,w_{n}}(s+\omega_{n}) \), \( \rho_{a,w_{n}}(s+\omega_{n}) \), \( \rho_{l,w_{n}}(s+\omega_{n}) \) in terms of \( \rho_{s,w_{n}}(s) \),

\( \rho_{s,w_{n}}(s) \), \( \rho_{a,w_{n}}(s) \), \( \hat{k}(s) \) and \( \hat{l}(s) \) being the most important to us.

The three equations we need are (5.2.121), (122), (123):

\[
(s+2\lambda_{n}k_{n})\Delta_{s}\hat{j}(s) = i\lambda_{n}\hat{c}_{os}(s) - i\lambda_{n}\hat{c}_{os}(s) + i\lambda_{n}\hat{c}_{os}(s) + \epsilon^{-1}\hat{j}(s)
\]

\[
(s+2\lambda_{n}k_{n})\Delta_{s}\hat{j}(s) = -i\lambda_{n}\hat{c}_{os}(s) + i\lambda_{n}\hat{c}_{os}(s) + \epsilon^{-1}\hat{j}(s)
\]

\[
(s+2\lambda_{n}k_{n})\Delta_{s}\hat{j}(s) = -i\lambda_{n}\hat{c}_{os}(s) - i\lambda_{n}\hat{c}_{os}(s) + i\lambda_{n}\hat{c}_{os}(s) + \epsilon^{-1}\hat{j}(s)
\]

We obtain \( \hat{j}(s) \) in terms of \( \hat{k}(s) \), \( \hat{a}(s) \), \( \hat{c}(s) \) from (5.2.125)

and substitute for it in equation (5.2.122) to obtain \( \hat{j}(s) \) in terms of \( \hat{k}(s), \hat{a}(s), \hat{c}(s) \) and then we substitute this in equation (5.2.124) to obtain \( \hat{k}(s) \) in terms of \( \hat{a}(s), \hat{c}(s), \sqrt{s} \) which is:
\[ \dot{V}(t) = \rho^{(n)}(s) - \rho^{(n)}(s) \\int \frac{1}{(s - \omega)} e^{sV(t)} \, ds \]  

\[ + \left( \lambda_1 \rho^{(n)}(s) \int \frac{1}{(s - \omega)} e^{sV(t)} \, ds \right) \rho^{(n)}(s) \]  

\[ + \left( \lambda_2 \rho^{(n)}(s) \int \frac{1}{(s - \omega)} e^{sV(t)} \, ds \right) \rho^{(n)}(s) \]  

\[ + \left\{ \frac{\rho^{(n)}(s) \rho^{(n)}(s)}{H(s - \omega)} + \rho^{(n)}(s) \right\} e^{-sV(t)} \]  

\[ (5.3.127) \]

where \( h_1(t) = \lambda_1 \rho^{(n)}(s) \int \frac{1}{(s - \omega)} e^{sV(t)} \, ds \)

\( h_2(t) = \lambda_2 \rho^{(n)}(s) \int \frac{1}{(s - \omega)} e^{sV(t)} \, ds \)

\( h_3(t) = \left\{ \frac{\rho^{(n)}(s) \rho^{(n)}(s)}{H(s - \omega)} + \rho^{(n)}(s) \right\} e^{-sV(t)} \)

\[ (5.3.128) \]

where we have let \( t \to \infty \) in order to find the equilibrium value and assumed that \( \rho^{(n)}(s) \), \( \rho^{(n)}(s) \), \( \rho^{(n)}(s) \) are time independent in the limit \( t \to \infty \) since the level populations become steady so that

\[ \rho^{(n)}(s - \omega) = \frac{1}{s - \omega} \rho^{(n)}(s) \]  etc.

If we assume also that the real parts of the cube roots of \( H(s) \) are negative,

i.e. if \( H(s - \omega) = (s - y_1)(s - y_2)(s - y_3) \), where \( y_1 = l \cdot m \cdot n \), \( y_2 = n' \cdot n_0 \), \( y_3 = p \cdot q \cdot r \), and \( l \cdot n \cdot m \) are negative, then the last three terms go out on taking the inverse Laplace transform since
\[
\begin{align*}
\left\{ \frac{1}{\#(z - \omega)_{\nu_0}} \right\} = \left\{ \frac{N}{s(1 + \gamma_{\nu_0})^2} \right\} + B(e^{i\omega_{\nu_0} z}) + \frac{G}{s(1 + \gamma_{\nu_0})^2} \\
\quad + A(e^{i\omega_{\nu_0} z}) + \frac{B(e^{i\omega_{\nu_0} z})}{1 + \gamma_{\nu_0}^2} + C(e^{i\omega_{\nu_0} z})
\end{align*}
\]

and if \( n' = -1 \), \( x' = -1 \), \( p' = -1 \) all three terms \( \to 0 \)
as \( t \to \infty \).

Hence
\[
\left\{ \Gamma_{\nu_0}(t \to \infty) \right\} = \left\{ \frac{1}{\#(z - \omega)_{\nu_0}} \right\} \left\{ \frac{N}{s(1 + \gamma_{\nu_0})^2} \right\} + B(e^{i\omega_{\nu_0} z}) + \frac{G}{s(1 + \gamma_{\nu_0})^2} \\
\quad + A(e^{i\omega_{\nu_0} z}) + \frac{B(e^{i\omega_{\nu_0} z})}{1 + \gamma_{\nu_0}^2} + C(e^{i\omega_{\nu_0} z})
\]  

since \( h_{2}(c) = -\frac{1}{\gamma_{\nu_0}} \frac{1}{\gamma_{\nu_0}} = h_{2}(s = \omega_{\nu_0}) \)

From equation (5.3.122) we can now obtain (5.3.12) and hence \( \chi_{\nu_0}(s + \omega_{\nu_0} - \omega_{\nu_0}) \)

and following the argument just given.

\[
\left\{ \Gamma_{\nu_0}(t \to \infty) \right\} = e^{i\omega_{\nu_0} t} \left\{ \frac{1}{\#(z - \omega)_{\nu_0}} \right\} \left\{ \frac{N}{s(1 + \gamma_{\nu_0})^2} \right\} + B(e^{i\omega_{\nu_0} z}) + \frac{G}{s(1 + \gamma_{\nu_0})^2} \\
\quad + A(e^{i\omega_{\nu_0} z}) + \frac{B(e^{i\omega_{\nu_0} z})}{1 + \gamma_{\nu_0}^2} + C(e^{i\omega_{\nu_0} z})
\]  

where \( h_{2}(c) = \gamma_{2}(c) h_{2}(c) + \gamma_{2}(c) h_{2}(c) \)

\[
\begin{align*}
\gamma_{2}(c) &= \gamma_{2}(c) + \frac{1}{\gamma_{2}(c)} \gamma_{2}(c) h_{2}(c) + \gamma_{2}(c) h_{2}(c) \\
\gamma_{3}(c) &= \gamma_{3}(c) + \frac{1}{\gamma_{3}(c)} \gamma_{3}(c) h_{2}(c) + \gamma_{3}(c) h_{2}(c)
\end{align*}
\]

Thus the form assumed in equation (5.3.105) was correct and on substituting in (5.3.107)

\[
\begin{align*}
\varepsilon_{10}(w) &= \frac{2}{|G(x + \omega_w)|^2} \Re\left\{ G^*(\lambda_2 - \omega_w) \left[ g_1(\lambda_2 - \omega_w) g_2(\lambda_2 - \omega_w) + \frac{G}{\gamma_2}(\omega_w) \right] \right\} \\
\quad - \frac{2}{|G(x + \omega_w)|^2} \Re\left\{ G^*(\lambda_2 - \omega_w) H^*(\lambda_2 - \omega_w) \left[ h_{1}(c) \gamma_{2}(c) \right. \\
\quad + \left( h_{1}(c) + h_{2}(c) \right) \gamma_{3}(c) \right. \\
\quad - \left. h_{2}(c) \gamma_{3}(c) \right\} \\
\quad - \frac{2}{|G(x + \omega_w)|^2} \Re\left\{ G^*(\lambda_2 - \omega_w) \left[ g_1(\lambda_2 - \omega_w) g_2(\lambda_2 - \omega_w) H^*(\lambda_2 - \omega_w) \right] x \left[ \gamma_{2}(c) \gamma_{2}(c) \gamma_{2}(c) \right. \\
\quad + \left( h_{1}(c) + h_{2}(c) \right) \gamma_{3}(c) \right. \\
\quad - \left. h_{2}(c) \gamma_{3}(c) \right\}
\end{align*}
\]
where 
\[ \bar{\rho}_{\omega} = (\rho_{-\omega} + \rho_{\omega})_{\omega,\omega}, \]
\[ \bar{\rho}_{+} = (\rho_{0} + \rho_{\omega})_{\omega,\omega}, \]
\[ \bar{\rho}_{-} = (\rho_{0} - \rho_{\omega})_{\omega,\omega}. \]

and
\[ G'(\omega, \omega') = [\rho_{0} + \rho_{\omega}], [\rho_{0} + \rho_{\omega} + \rho_{0} + \rho_{\omega} + \rho_{0} + \rho_{\omega}] + \frac{i}{\omega} G_{\omega}, \]
\[ + \frac{i}{\omega} [\rho_{0} + \rho_{\omega} - \rho_{0} - \rho_{\omega} - \rho_{0} - \rho_{\omega}] + \frac{i}{\omega} \Delta_{\omega,\omega} G_{\omega}, \]
\[ + \frac{i}{\omega} \rho_{0} [\rho_{0} + \rho_{\omega} + \rho_{0} - \rho_{\omega} - \rho_{0} - \rho_{\omega}] + \frac{i}{\omega} \Delta_{\omega,\omega} G_{\omega}, \]
\[ + \frac{i}{\omega} \rho_{0} [\rho_{0} - \rho_{\omega} + \rho_{0} - \rho_{\omega} - \rho_{0} - \rho_{\omega}] + \frac{i}{\omega} \Delta_{\omega,\omega} G_{\omega}. \]

\[ \Omega_{1} (\omega, \omega') = \frac{\Delta_{\omega,\omega}}{\omega} - \frac{\Delta_{\omega,\omega}}{\omega}, \]
\[ \Omega_{3} (\omega, \omega') = \frac{\Delta_{\omega,\omega}}{\omega} - \frac{\Delta_{\omega,\omega}}{\omega}. \]

We will now consider various approximations:

(1) \[ \Delta_{\omega,\omega} = 0 \]

\[ h_{1}(\omega) = \frac{i}{\omega} \left( \rho_{0} - \rho_{\omega} \right) + \omega \Delta_{\omega,\omega}, \]
\[ h_{2}(\omega) = \frac{i}{\omega} \rho_{0} \Delta_{\omega,\omega} + \omega \Delta_{\omega,\omega}, \]
\[ h_{3}(\omega) = \frac{i}{\omega} \rho_{\omega} \Delta_{\omega,\omega} + \omega \Delta_{\omega,\omega}. \]

\[ H(\omega) = \left\{ \frac{i}{\omega} \left( \rho_{0} + \rho_{\omega} \right) \left[ \rho_{0} \Delta_{\omega,\omega} + \rho_{\omega} \Delta_{\omega,\omega} - 2 \Delta_{\omega,\omega} \right] + \Delta_{\omega,\omega} \right\} \]
\[ + \frac{i}{\omega} \left[ \rho_{0} \left( \rho_{0} + \rho_{\omega} \right) \Delta_{\omega,\omega} + \rho_{\omega} \left( \rho_{0} + \rho_{\omega} \right) \Delta_{\omega,\omega} - \Delta_{\omega,\omega} \right] \]
\[ = \Delta_{\omega,\omega} + i \Delta_{\omega,\omega} \]

\[ \Omega_{1} (\omega, \omega') = \frac{\Delta_{\omega,\omega}}{\omega} + \Delta_{\omega,\omega} \]
\[ \Omega_{3} (\omega, \omega') = \frac{\Delta_{\omega,\omega}}{\omega} + \Delta_{\omega,\omega} \]

\[ G' (\omega, \omega') = \left\{ \frac{i}{\omega} \Delta_{\omega,\omega} \left[ \rho_{0} \Delta_{\omega,\omega} + \rho_{\omega} \Delta_{\omega,\omega} - \Delta_{\omega,\omega} \right] \right\} \]
\[ + \frac{i}{\omega} \left[ \rho_{0} \Delta_{\omega,\omega} + \rho_{\omega} \Delta_{\omega,\omega} \right] \]
\[ = \Delta_{\omega,\omega} + i \Delta_{\omega,\omega} \]
Now we have yet to solve \( G(s) = [q(s)q_i(s) + \eta_4 C_4^2] G(s) + \eta_4 C_4^2 q_i(s) \) where

\[
\begin{align*}
q(s) &= s + \xi s' - \omega' \\
q_i(s) &= s + \xi s' - i(\Omega' - \Delta s) \\
q(s) &= s + \xi s' - i(\Omega' + \Delta s) \\
\omega &= \omega' - \omega_i \\
\end{align*}
\]

This is simply the complex conjugate of \( F(s) \), hence the roots are

\[
\begin{align*}
s_1 &= a + ib = (\lambda + \delta) \\
s_2 &= e^{-id} = \tau - i\tau = -\gamma_2 \{ (\lambda + \delta) + i(\Omega + \delta) \} - \gamma_3 \{ (\lambda + \delta) - i(\Omega + \delta) \} - i(3\omega + \Delta s) \\
s_3 &= e^{-id} = \tau - i\tau = -\gamma_2 \{ (\lambda + \delta) + i(\Omega + \delta) \} - \gamma_3 \{ (\lambda + \delta) - i(\Omega + \delta) \} - i(3\omega - \Delta s) \\
s_4 &= e^{-id} = \tau - i\tau = -\gamma_2 \{ (\lambda + \delta) + i(\Omega + \delta) \} - \gamma_3 \{ (\lambda + \delta) - i(\Omega + \delta) \} - i(3\omega + \Delta s) \\
\end{align*}
\]

So if we use the same approximations

\[
\begin{align*}
(1) \Delta s &= \Delta s' = 0 \\
(11) \chi_i &\gg \chi_o \\
(111) \chi_s &\gg \chi_o \\
\text{then} \quad s_1' &= a - ib = -\gamma_3 \{ \xi (\lambda + \delta) + i(3\omega + \Delta s + \Delta s') \} \\
s_2' &= e^{-id} = \gamma_6 \{ (\lambda + \delta) - i(2(3\omega + \Delta s - \Delta s') + 3\delta) \} \\
s_3' &= e^{-id} = \gamma_6 \{ (\lambda + \delta) + i(2(3\omega + \Delta s - \Delta s') - 3\delta) \} \\
\end{align*}
\]
and hence when \( \Delta_{\nu} \approx \Delta_{\nu'} \approx 0 \), the three peaks occur at
\[
\nu = \omega_1 \omega' = \omega_2 - \omega_1 + \omega' = \omega_1 - \omega_2 + \omega' \\
\nu = \omega_2 + \omega' + \nu \omega = \omega_2 - \omega_1 + \omega' = -\nu \omega + \omega_1 + \omega' \\
\nu = \omega_2 + \omega' - \nu \omega = \omega_2 - \omega_1 + \omega' = \omega_1 - \omega_2 + \omega' + \nu \omega
\]
i.e. at
\[
\nu'' = 0 \\
\nu'' = -\nu \omega \\
\nu'' = \nu \omega
\]
by half widths \( \nu_0/\delta \nu \Delta \).

Thus we see that the shape of the spectral profile is essentially the same as that for transitions between levels 2 and 1, though we cannot tell the relative heights of the peaks unless we find specific values for \( \rho_{\nu} \), \( \rho_{\nu'} \), \( \rho_{\nu_0} \) and \( \rho_{\nu_0} \).

C. Discussion

In all the approximations we have considered we have taken as our first assumption that both fields are in EXACT resonance with the corresponding atomic transitions. In this case we should have absorption followed by emission and Raman scattering since the latter depends on NEAR resonance conditions. Nevertheless, since values of \( \Delta_{\nu} \) and \( \Delta_{\nu'} \) are generally very small, though usually \( \Delta_{\nu} > \Delta_{\nu'} \), we can assume that neglecting them is a reasonable assumption and so our theory could also account for scattering. The type of process that occurs will also depend on the spread of frequencies in the incident beam, as explained by Heitler. If the spread of frequencies is large, i.e., a continuous spectrum, then absorption and emission occur as two independent processes. If, on the other hand, the spread is \( \approx \) the natural line width then scattering occurs (cf. p. 201ff Heitler). In fact we assume the quantised part of the \( e \) field which is responsible for the radiative decay to have a
continuous spectrum and replace \( \frac{d}{dx} \) by an integral. This further supports the idea that what we are considering is absorption followed by subsequent emission. On the other hand we consider the driving fields either (1) to be classical monochromatic fields or (ii) to be single modes of the quantized field. In either case each field has a single frequency and so their spectral profiles are infinitely sharp and hence very narrow in comparison with the natural emission lines of the levels, notably those of levels 10 and 3 with which we are concerned. In fact, such high levels have fairly narrow line widths, as we have assumed under the various approximations, but they do have finite ones. Furthermore, in order for our theory to account for dispersion and Raman effect, the latter of which occurs in the K-atom and results when the final state of the atom \( \neq \) the initial state and incoherent scattering occurs, we should have included the term in the Hamiltonian \( -A^2 \), as pointed out by Heitler (40) (P. 190).

There are a variety of multiphoton processes which can occur in the K-atom depending on the tuning conditions for \( \omega_v \) and \( \omega_s \). We shall point out those involving levels, 1, 3, 10 and 2, namely processes (i) - (iv) mentioned in Sec. A.

(1) **Stimulated 2-photon Raman effect (ref. 13)**
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This is one of the methods by which level \( 5P_{3/2} (\gamma) \) can become populated. Frequency, \( \omega_v \), of laser emission is Raman scattered after absorption of \( \omega_s \), level \( 4P_{3/2} (3) \) being the initial state and \( 5P_{3/2} \rightarrow 5P_{1/2} \) (8 or 7) the final atomic state. According to ref. (13) this results...
in an intense stimulated electronic Raman emission line at 2720.6 cm$^{-1}$ or 3.6$\mu m$, i.e. I.R. for all four Raman liquids used. In ref. 11 they point out that the atomic coefficient determining the strength of the coupling between levels 10 and 8 is larger for scattering of 2720 cm$^{-1}$ than for 10 to 8 emission but that the 4-photon process with strong 2720 cm$^{-1}$ radiation is entirely absent. This is given as strong evidence in favour of mechanism (iv) 3 photon Raman scattering.

N.B. since level 10 itself does not become populated in this case, we can consider $\beta_{4,0} = 0$ in equation (5.5.13b).

(11) 4 photon parametric coupling (ref. 17) (more correctly termed 4-frequency parametric coupling (ref. 10))

In this case the frequency of each photon is close to resonance with successive energy intervals of potassium (resonance 4-photon process).

Lumpkin (in ref. 17) observed an intense coherent beam of violet light when he irradiated K vapour at about 350$^\circ C$ with simultaneous laser pulses and he attributed this to 4-wave parametric interaction, in which two of the waves are the applied laser fields and the third an I.R. wave generated in the vapour by stimulated Raman emission (ref. 13). The parametrically generated violet beam is a doublet centred on $5F_{3/2} - 4S_{1/2}$ (3-1) K emission line and typically had about 20% more intensity in the high frequency component. The measured peak power in the doublet was about 1 kW. He says that as the doublet components usually split off by unequal amounts from the doublet centre this suggests wavefunction modulations by the strong applied laser fields, since the separation varies only when the
amount of resonant Stokes power incident on the K-cell is varied. His
to theory, based on wavefunction modulation, also predicts $\omega_R$ to have
a doublet structure though this was not observed by Rokni & Yatskin (ref. 13).
The strength of the polarisation at $\omega_v$ depends on the Raman material
used and is strongest in NB and FNB and relatively weak in MB (ref. 12).
Parametric emission at $\omega_P$ is not observed for $\omega_s$ of MB but appears
strongly with $\omega_s$ of FNB and weaker, but easily observable, for $\omega_s$ of
MB.

(iii) Enhanced 2-photon emission (ref. 16)

State $|10\rangle$ is excited by simultaneous absorption of 2 photons:
one at the ruby laser frequency $\omega_L$ and the other at the Stokes shifted
frequency of stimulated Raman emission in nitrobenzene $\omega_s$ (ref. 14).
(N.B. in ref. 13 Rokni & Yatskin observed two additional strong emission
lines at 2730.4 and 2749.2 cm$^{-1}$ when using nitrobenzene owing to double
quantum absorption to state 10 as well as at $\omega_R = 2720.6 \text{ cm}^{-1}$.)
Under the conditions of (ref. 15) 2-photon excitation of state $|10\rangle$
and atomic Raman radiation in K take place at the same time.

Emission at the complementary frequency $\omega_2$ is 10 cm$^{-1}$ above the
8 = 1 resonance line in K and enhanced BLUE emission at $\omega_2 = 24730 \text{ cm}^{-1}$
satisfies the equation

$$\Gamma(\omega_1, \omega_2) = E_{10} - E_1 \quad \text{i.e.} \quad \Gamma(\omega_R, \omega_2) = E_{10} - E_1$$
to within one wave number. The doublet structure observed by Lumpkin (ref. 17)
in lines for transitions $3 \rightarrow 1$ (and $7 \rightarrow 1$) was attributed by him to wavefunction modulation but Yatsiv, Rolini and Barak (ref. 16) did not observe this structure when the $k$-vapour pressure was sufficiently low. The condition for 2-photon excitation of level 10 is not satisfied for 1-bromonaphthalene, 1-chloronaphthalene or 1-methyl-naphthalene (ref. 13).

(iv) 2-photon Raman scattering (ref. 11)

One of the three ways in which a 3-photon transition can take place between states of different parities is when we have the absorption of two photons and the simultaneous emission of a third by a process similar to 2-photon Raman scattering. It has been observed in the scattering of ruby ($\omega_r$) and a stimulated molecular Stokes radiation ($\omega_s$) in potassium atoms (see above scheme). The SSR radiation is due to 15-methyl-naphthalene with $\omega_s = 13015\text{ cm}^{-1}$. A blue line at

$$\omega_{r}^{(3)} = 24681\text{ cm}^{-1}$$

is emitted in potassium satisfying

$$\omega_{r}^{(3)} = \omega_{r1} - \omega_{s} - \frac{\hbar}{c} (E_{s} - E_{r})$$

This can either be explained by 4-photon parametric coupling (ii) or (iv) 3-photon Raman-type scattering in which and are absorbed, a photon of frequency ($\omega_{r}^{(3)}$) is simultaneously emitted and a K-atom already in state $|8\rangle$ is excited to higher state $|10\rangle$. Yatsiv, Rolini and Barak (ref. 11) put forward evidence, given at the beginning of this section, for the latter-type process even though both processes satisfy the same equation and conform with the same parity requirements. They finally mention that diverse multiphoton processes are observed in free atoms and
may more will be found when new techniques for high-power lasers yield a richer choice of frequencies.

Before discussing our results it is necessary also to remember that experimentally both ruby and SRS radiations are linearly polarised in the same plane. Barak and Yatsuk (ref. 10) point out that parametric couplings give rise to emissions polarised in both p and s directions (i.e., / and \ perpendicular directions). We will recall that in our analysis we have summed over all possible polarisations (p or s) of the incident beam.

In ref. 12 it is pointed out that assignment of an observed emission line is often equivocal and may be due to more than one multiphoton process.

When K vapour is irradiated by the ruby frequency $\omega_r$ and by the SRS frequency $\omega_s$ of nitrobenzene (NB) resonance conditions are satisfied for 2-photon absorption,

$$n(\omega_r + \omega_s) \Delta F_2 = F_1$$

and in this case the frequency $\omega_2 = 24730 \text{ cm}^{-1}$, for emission close to the $10 \rightarrow 8$ violet resonance doublet in K, assigned to an enhanced 2-photon emission from level 10 and primed by electronic SRS infra-red emission at $\omega_\kappa = 2720 \text{ cm}^{-1}$, coincides with $\omega_p = \omega_r - \omega - \omega_\kappa$ the frequency of the 4th wave in a 2-photon parametric cycle. But this does not hold when other values of $\omega_s$, not satisfying the 2-photon resonance condition, are used. $\omega_2$ and $\omega_p$ shift by equal amounts, $\Delta \omega$, in opposite directions on altering $\omega_r$ by $\Delta \omega$. Also, whereas radiation should be collimated and collinear with the incident radiations, since it satisfies the momentum conservation rule $k_1 + k_2 - k_\kappa - k_\rho = 0$, $\omega_2$ radiation should not be collimated, since it is a semi-spontaneous process and is therefore expected to be emitted in all directions consistent with the radiation pattern of a classical dipole. In fact, $\omega_2$ is often collimated and collinear with the incident radiations at $\omega_r$ and $\omega_s$. 
Since \[ \omega_2 = \frac{E_{10} - E_7}{h} = \omega_R, \]
this emission must be STIMULATED and not enhanced 2 photon emission although in certain circumstances the radiation is uncollimated and truly semi-spontaneous or enhanced. Another difference between radiations and \( \omega_p \) is that the spectral width of \( \omega_p \), \( \Delta \omega_p \), is BROAD due to the broadness of SRS radiation \( \omega_2 \); whereas \( \Delta \omega_2 \) is SMALL (1 cm\(^{-1}\)) matching the width of \( \omega_L \).

The main experimental results are that an intense IR line is seen at \( \omega_R = 2720.6 \text{ cm}^{-1} \) due to stimulated electronic Raman emission from level \( 10 \rightarrow 8 \) and an intense 1 kW coherent beam of blue or violet light at \( \omega_\lambda = 2468.1 \text{ cm}^{-1} \) for \( \omega_\lambda \) in IB (\( \omega_\lambda = 13015 \text{ cm}^{-1} \)) due to 2-photon Raman scattering or \( \omega_\lambda = 24730 \text{ cm}^{-1} \) for \( \omega_\lambda \) in IIB (\( \omega_\lambda = 13054 \text{ cm}^{-1} \)) which has a doublet structure and is centred around the \( 8 \rightarrow 1 \text{ K} \) emission line (the high frequency component is 10% more intense but the components are usually split by equal amounts from the doublet centre) and is caused by stimulated 2-photon emission following on from 2-photon excitation of level 10.

In ref. 23 the authors find that for \( \omega_L = 14399 \text{ cm}^{-1} \) and \( \omega_S = 13054 \text{ cm}^{-1} \) (in IIB) the \( 10 \rightarrow 8 \) line (\( \lambda = 4044.0 \)) has a narrow "dip" with centre coinciding with the transition frequency and that its total width, including both components increases with increasing laser power-
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Fig. 5.3.5
We have a central peak also since we include the coherent part in our final expression and this corresponds to resonance emission from state $|8>$ . In Chapter VII we point out that the central peak results from the fact that we consider an open system, under stationary conditions. In both approximations (v) and (vii) we find the outer peak separation increases for increasing laser field since it is given by $G_{10}$ where $G_{10}$ is related to the laser power and is generally larger than $G_{2}$ (in the ratio 20:1, i.e., 2 kW to 300 kW).

\[ G_{10} \leq G_{2} \]

According to ref. 12 the 2-photon emissions are stimulated and their intensities are strikingly comparable with that of the resonance emission from the state $|8>$ . Our calculations show the ratio of the intensity of resonance emission: 2-photon emissions for case (v) to be

\[ \frac{\left\{ \frac{1}{2} \gamma_{\nu} C_{\nu}^{2} + \gamma_{\nu} W_{\nu} C_{\nu}^{2} \right\}}{\left\{ \frac{1}{2} \gamma_{\nu} W_{\nu}^{2} + \gamma_{\nu} C_{\nu}^{2} \right\}} = \frac{\gamma_{\nu} C_{\nu}^{2} (\gamma_{\nu} W_{\nu})}{\left\{ \frac{1}{2} \gamma_{\nu} W_{\nu}^{2} + \gamma_{\nu} C_{\nu}^{2} \right\}} \]

and for case (vii)

\[ \frac{\left\{ \frac{1}{2} \gamma_{\nu} C_{\nu}^{2} + \gamma_{\nu} W_{\nu} C_{\nu}^{2} \right\}}{\left\{ \frac{1}{2} \gamma_{\nu} W_{\nu}^{2} + \gamma_{\nu} C_{\nu}^{2} \right\}} = \frac{\gamma_{\nu} C_{\nu}^{2} (\gamma_{\nu} W_{\nu})}{\left\{ \frac{1}{2} \gamma_{\nu} W_{\nu}^{2} + \gamma_{\nu} C_{\nu}^{2} \right\}} \]

Thus, in both cases, the ratio shows the intensities to be comparable.

Furthermore in ref. 23 it is stated that observation showed the
resonant-transition lines to have no doublet structure but to have an appreciable width (10.5 - 1.0 cm\(^{-1}\)) and to be shifted (by 0.7 - 1.7 cm\(^{-1}\)) to the RED side relative to the transition frequency.

We have found also that the resonant-transition lines have no doublet structure and in the case of 3 \(\rightarrow 1\) and the 10 \(\rightarrow 8\) transitions the shifts are \(\Omega_3\) and \(\Omega_{10}\), respectively and reduce the frequency of the transition line, i.e., it is shifted to the RED side. The width of the peak in each case for approximations (v) and (vii) is

\[
\Delta \approx \left(\frac{\gamma_8 + \gamma_{10}}{\xi_8 + \xi_{10}}\right)
\]

or

\[
\Delta \approx \left(\frac{3\xi_8 + \xi_{10}}{\xi_8 + \xi_{10}}\right)
\]

respectively, the same as that for the side peaks.

The authors in ref. 28 also investigated the absorption band but that is of no interest here. In order to interpret their findings, they assume that the wave function of the atom in the field of the ruby laser is given by

\[
\psi = \psi_n \left(\frac{A_1 e^{-i(\omega_m \xi_1)k}}{A_2 e^{-i(\omega_m \xi_2)k}} + \frac{B_1 e^{-i(\omega_m \xi_1)k}}{B_2 e^{-i(\omega_m \xi_2)k}}\right)
\]

where

\[
\xi_{n,2} = \frac{\Omega}{2} \pm \sqrt{\left(\frac{\Omega}{2}\right)^2 + G^2}
\]

\[
\Omega = \omega - \omega_{mn}
\]

\[
G = \left|\frac{p_{mn} \hat{E}}{2\pi}\right|
\]
The splitting is \( \pm \Delta G \) where \( G = G_3 \) or \( G_{10} \)
\[
G_3 = \frac{-\mu_3}{1 + \nu_3^2}
\]
\[
G_{10} = \frac{-\mu_{10}}{1 + \nu_{10}^2}
\]

or \( \sqrt{\nu_3^2 + \nu_{10}^2} \) depending on which
transitions are considered and what approximations are used.

In our case:

\[
\omega_{10} = \frac{\mu_{10}}{1 + \nu_{10}^2}
\]

The splitting is \( \pm \Delta G \) where \( G \) is \( G_3 \) or \( G_{10} \)

\[
G_3 = \frac{-\mu_3}{1 + \nu_3^2}
\]

\[
G_{10} = \frac{-\mu_{10}}{1 + \nu_{10}^2}
\]

The authors of ref. 29 also investigate the fine structure of the potassium emission spectrum and \( \chi = 4045 \), (5P_{3/2} \rightarrow 4S_{1/2} \) transition (8 \rightarrow 1)).

They also say that the symmetrical broadening of the 4045 line suggests a new type of perturbation of the 5P_{3/2} state (state \( 8 \rightarrow 1 \)). Apparently the cascade population \( 10 \rightarrow 8 \) of the

level \( 8 \) occurs with the aid of two fields that differ in frequency by

an amount \( \sim \epsilon \), and this should lead to an effect analogous to phase modulation, which is characterised by a broad and symmetrical spectrum.

Their general conclusion is thus that the observed effects are connected with the splitting of the atomic levels in the external field. (N.B. frequency shifts \( \Delta \nu \) have nothing to do with the external field and occur in spontaneous emission also).

The authors of ref. 29 also investigate the fine structure of the potassium emission spectrum and \( \chi = 4045 \), (5P_{3/2} \rightarrow 4S_{1/2} \) transition (8 \rightarrow 1)).

We may note that similar conclusions can also be drawn about the

\( \chi = 4047 \) (5P_{3/2} \rightarrow 4S_{1/2} \) transition (7 \rightarrow 1)). They find, as do the authors of ref. 28, a strong dependence on the field intensity (and also on the vapour pressure in which we are not interested here). They also assign the case of the structure to the field splitting of energy levels and this
splitting of the atomic levels in the e.m. field they point out is one of the basic effects of nonlinear spectroscopy. Golubev et al. consider the situation where the potassium atom is exposed to a field whose spectrum contains several monochromatic lines splitting the line into many components, rather than into TMCAs in a monochromatic field, which is what we consider. They find that the structure of the $3 \rightarrow 1$ line is fairly complex and strongly dependent on the laser field power (and vapour pressure). At low pressures and low powers the centre of markedly asymmetric lines has a single sharp dip but as the powers the laser and SRS radiation increase, the dip widens and then splits successively into 2, 3 or more components.

When the laser power is 100 MW the line structure becomes quite unsharp and inhomogeneous along the line height.

Golubev et al. attribute these changes to field splitting of level $5P_{3/2}$ (6) into "quasi-energy sublevels". Apparently, both the laser ($\omega_L$) and the infra red ($\omega_L$ and $\omega_S$) emissions play a significant role in this effect.
They show that the laser field \( (\omega_L) \) and infrared lines \( (\omega_2, \omega_3) \) are the most intense components of the emission spectrum interacting with \( N \) atoms. If only these three fields are taken into account then, according to perturbation theory, the following three processes are possible that can lead to absorption of emission in the vicinity of the frequency \( \omega = \epsilon_{\omega_0} \):

1) 1-quantum absorption of photon \( \hbar \omega_1 \), \( \epsilon_{\omega_1} = \hbar \omega_1 - \Delta E_{1/2} \) (1-8);

2) 2-quantum absorption of photon \( \hbar \omega_2 \) and \( \hbar \omega_3 \), \( \epsilon_{\omega_2} = \hbar \omega_2 - \Delta E_2/2 \) (1-9);

3) 3-quantum process (of the Raman scattering type) with absorption of photons \( \hbar \omega_0 \) and \( \hbar \omega_1 \) and emission of a laser-frequency photon \( \hbar \omega_L \),

\[ \epsilon_{\omega_3} = \hbar \omega_3 - \Delta E_3/2 - \T_3/2 \] (1-10-12).

Thus the absorption line for the \( \epsilon_{\omega_3} = \hbar \omega_3 - \Delta E_3/2 \) transition is TRULY degenerate in terms of the "3-quantum-fields model" \( (\omega_L, \omega_1, \omega_3) \). If the intensities are high enough the above processes can no longer be considered independent, the degeneracy is removed, and the line split into three components.

Coluelar et al. calculate, by considering only Hamiltonians \( V_0 \) and \( V_n \) perturbatively, that the frequencies of the absorption maxima are given by the following formulae, in our notation, with an accuracy to terms containing squared field amplitudes:

\[
\begin{align*}
\omega_0 &\approx \epsilon_{\omega_0} + \Omega_L - \Omega_2 \\
\Omega_L &\approx \omega_L - \epsilon_{\omega_0} \\
\Omega_2 &\approx \omega_2 - \epsilon_{\omega_0}
\end{align*}
\]

\[
\begin{align*}
\omega_1 &\approx \epsilon_{\omega_1} - \Omega_L - \Omega_3 + G_3 - G_L/2 \Omega_L \\
\Omega_3 &\approx \omega_3 - \epsilon_{\omega_0} \\
G_3 &\approx \frac{|d_{102} E_2|}{2K} \\
G_L &\approx \frac{|d_{102} E_L|}{2K}
\end{align*}
\]
In order to convert to our notation

\[ \Omega_x \rightarrow \Delta_{\omega_3} - \Omega_x + \Omega_y \]

where

\[ \Delta_{\omega_3} = \omega_{1}^{l} - \omega_{3} \quad \omega_{1}^{l} - \omega_{3} - y \]

\[ \Delta_{\omega_3} = \omega_{1}^{r} - \omega_{3} \quad \omega_{1}^{r} - \omega_{3} \quad \gamma \]

\[ \Delta_{\omega_3} = \omega_{1}^{r} - \omega_{3} \]

\[ \Omega_3 \rightarrow \Delta_{\omega_3} - \Omega_x + \Omega_y \]

Owing to the use of different units

\[ \frac{\Omega_3}{\omega_3} = \frac{\Omega_x E_x}{2K} \quad \frac{\Omega_3 E_x}{\omega_3} \quad \frac{\Omega_3 E_x}{K} \]

The frequency of the photon generated in Raman scattering has a field shift, i.e.

\[ \Omega_3 = \Omega_x - \frac{C_3}{\lambda_3} \]

A field shift of line \( \omega_3 \) is also expected so that

\[ \Omega_3 = - \frac{C_3}{\lambda_3} \]

\[ \omega_3^{(0)} = \epsilon_{31} \]

\[ \omega_3^{(3)} = \epsilon_{31} + C_3 \]

For sufficiently weak fields only a single absorption line is absorbed experimentally whereas for \( \omega_3 \) field sufficiently intense 3 components should be visible. The central line coincided with the location of \( \epsilon_{31} \) within an accuracy to 0.1 - 0.3 cm\(^{-1}\) and the side components were mostly symmetric as required in the last formula for \( \omega_3^{(3)} \) though there are some deviations from symmetry reaching 1.5 - 2 cm\(^{-1}\).

The spectral density of the work of field \( \nu_{31} \) is proportional to their expression

\[ |v_{31}(w)|^2 \quad \text{Re} \left\{ \sum_{m} \sum_{n} \frac{C_{31}^{(m)}}{D_{31}^{(m)}} \right\} \]

which shows that the absorption spectrum represents a set of equidistant triplets (index \( m \)) separately by \( |\Omega_3^{n} - \Omega_3^{n}| \), triplet \( m = 0 \) determining...
the structure of line $\lambda = 4044 \AA$. In fact, the structure of the absorption coefficient in the short-wave region should simulate that of the line itself. This is true for (pressures sufficiently high and) powers of laser and Sá fields sufficiently high, when in fact the components are approximately equally separated.

The fact that the number of observed components of the $\lambda = 4044 \AA$ absorption line becomes $> 3$, under certain conditions, is explained by considering not only the three emission frequencies $\omega_-$ (laser and $\omega_+$ and $\omega_+$ (resonating with $10 \rightarrow 3$ transition) but also their analogues for $\omega_+$ and $\omega_-$

\[
\text{6S}_2^1 \rightarrow \text{5P}_4 \text{ transition (10} \rightarrow 7\text{)} (\omega_+ \text{ and } \omega_-)
\]

and emission due to transitions from level $\text{5P}_3/2_{1/2} \rightarrow \text{lower levels} \text{5S}_1_{3/2}$ and $\text{3D}_5/2_{5/2} (6, 7 \rightarrow 4, 6, 5)$. In fact if there are five monochromatic fields $\omega_-, \omega_+, \omega_+, \omega_+$ and $\omega_-$ the $\text{6S}_2^1 = \text{5P}_3/2 (1 \rightarrow 2)$ absorption line can be split off into eight components but analysis of this case would be much more complicated.

\begin{center}
\[
\begin{array}{c}
\text{5-strong-fields-model (solid arrows) - "strong fields"} \\
\text{dashed arrows - K emission lines in violet spectral range)}
\end{array}
\]
\end{center}

Coulbevha has considered how the violet lines are generated and give three processes:

1) 2-quantum absorption of laser emission and SáS ($\omega_-, \omega_+$) causing population of level $\text{6S}_2^1$ and population inversion at transitions $\text{6S}_2^1 = \text{5P}_3/2_{1/2}$ and hence emission and amplification at frequencies
Hence term \(5F\) is populated and lines \(\lambda = 4044/4078\) at transition \(5F_{3/2}^{2} 4S_{3/2}\) is generated.

2) Levels \(5F_{3/2,1/2}\) are populated by Raman scattering (\(\omega_1, \omega_4\)) of laser emission \(\omega_1\) in which \(4F_{3/2}\) is the initial and \(5F_{3/2,1/2}\) the final atomic state.

3) 4-photon scattering ("light-by-light scattering") \(\omega_1 + \omega_2 \rightarrow \omega_4 + \omega_5\)

This explains the fact that violet emission (3 \(\rightarrow\) 1 and 7 \(\rightarrow\) 1) is sharply directed and orientated exclusively in the same direction as \(\omega_1\) and \(\omega_2\). This process is particularly effective when the following condition for wave vectors is satisfied (see [59] for example)

\[ \mathbf{k}_1 + \mathbf{k}_2 = \mathbf{k}_3 + \mathbf{k}_4 \]

This explains the singular direction of the emission and so this process should be significant at least in the initial generation stages of infra-red and violet emissions. On the other hand, the cascade mechanism probably amplifies the light resulting from the 4-photon scattering. In fact, Coluber et al. conclude that the role of this process is only reliable in relation to the broad "short-wave" line \(\omega_3\), whereas its role in the remaining regions of the spectrum requires further experimental research.

Nevertheless the field origin of absorption line splitting at the
\( ^{2}S_{\frac{3}{2}} - ^{2}P_{\frac{3}{2}, \frac{1}{2}} \) transition is well established. Also they note that in the perturbation theory approach, processes involving different numbers of photons are regarded as different processes whereas this distinction becomes redundant for sufficiently high emission intensity. E.g. in the case of the \( \lambda = 4074 \) Å absorption line 1-, 2- and 3-photon processes are "mixed-up" in the intense resonance field. Thus it is better instead to talk of a SINGLE process of violet absorption in which the line structure is interpreted as a result of field splitting of atomic levels and "this approach is in full accord with the spirit of nonlinear spectroscopy." Golubev et al regard their data as an experimental verification of one of nonlinear spectroscopy's main theses.

The other conclusion of our calculation, regarding the structure of the \( ^{2}S_{\frac{3}{2}} - ^{2}P_{\frac{3}{2}} \) line (10 - 8 line), remains to be discussed with reference to experimental data. The doublet structure which we find (plus of course the resonance peak at \( \omega = \omega_{\circ} \)) agrees with Lumpkin's conclusion that the infra-red Raman emission (3.63\( \mu \)) should have doublet structure, though he points out that this has not been observed. Lumpkin's analysis is criticized by Golubev et al. who claim that Lumpkin's model is inadequate since it assumes the nitrobenzene SRS radiation to be monochromatic and STRONG and all remaining fields to be WEAK. Lumpkin concludes that the splitting of the resonance level is real if the SRS spectral width is smaller than the splitting whereas in reality the SRS spectrum is BROAD, as noted earlier. Golubev et al. therefore say that Lumpkin's conclusions are invalid though his theory does in fact account for the doublet structure of the violet lines.

They are, in fact, two possible frequencies for the emission in the 10 - 8 transition, namely \( \omega_{\circ} \) and \( \omega_{\circ} \), but which occurs depends on the resonance conditions for \( \omega_{\circ} \) and \( \omega_{\circ} \). For \( \omega_{\circ} \) to be emitted we require:
1) \[ \omega_2 + \omega_s = \omega'_b + \omega'_c = \epsilon_\omega' - \Delta_v_s \quad ; \quad \Delta_v' = 0 \quad \therefore \Delta_v = 0 \quad \text{and} \quad \Delta_s = 0 \]

whereas for \( \omega_2 \) to be omitted, we require

2) \[ \omega_2 = \omega'_b = \omega_v - \Delta_v_s \quad ; \quad \Delta_v = 0 \]
\[ \omega_2 = \omega'_c = \epsilon_\omega' - \Delta_v_s \quad ; \quad \Delta_v = 0 \]

In case (1)
\[ \sqrt{\sigma_\omega} = 0 \]
and in case (2)
\[ \sqrt{\sigma_\omega} = 0 \]

Since we are considering the overall effect of both processes and \( \Delta ' s \) are negligible we can assume that we should obtain a spectral profile:

According to ref. 23 the value of \( \omega_2 \) is determined by \( \epsilon_2 \), i.e.

\[ \omega_2 = \omega - \epsilon_2 \]
\[ = \omega - \left\{ \frac{\delta}{2} - \sqrt{\left(\frac{\delta}{2}\right)^2 + G^2} \right\} \]

where \( \Omega = \omega - \omega_v \)
and \( G = \left| \frac{P_{\omega} E}{2F} \right| \)

If \( \omega_v \) has a spread of values of the order of the field splitting of level 10 another emission line would be expected on the high frequency side of \( \omega_v \). The criterion for this to occur would be

\[ \Delta_{\omega,5} \sim \epsilon_1 - \epsilon_2 \]

which for moderate powers of laser and SES fields \( G \ll |\Omega| \) means

\[ \Delta_{\omega,5} \sim \frac{2G}{|\Omega|} \]

which is very small indeed. The origin of the two outer components of the spectrum can thus be assigned to the field splitting of level 10 and
the central component to the resonant transition between levels 10 and 8 when the 2-quantum absorption condition is satisfied. The separation between the outer peaks is the same as for transitions between levels 8 and 1 and so should also be observable unless their intensities are very low. We can therefore only conclude that the laser field is for all practical purposes completely monochromatic. The spectral profile for transitions between levels 8 and 1 must therefore be governed by the spectral width of the CRS radiation which is known to be broad and so the latter can result in > 1 component for the resulting 8 - 1 spectrum.
For the purpose of our calculations concerning the hydrogen atom we shall take into account the following levels: \( 1S \) (ground level), \( 2P \), \( 2S \) (metastable), \( 2P_{3/2} \) and \( 2P \), i.e. levels up to and including excited state \( 3P \). We shall refer to these levels by numbers 1 - 5 as shown below.

\[
\begin{array}{c}
\text{1.1} \\
\text{1.2} \\
\text{1.3} \\
\text{1.4} \\
\text{1.5} \\
\text{2.1} \\
\text{2.2} \\
\text{3.1} \\
\text{3.2} \\
\end{array}
\]

\text{Fig. 1}

A. 10 Equations of Motion

The equations of motion for a general 5-level atom are, according to equations (4.A.1), (4.A.20) of Chapter IV,

\[
\begin{align*}
\ddot{p}_{ij} &= -\sum_{m} \sum_{n} \left[ \epsilon (m, n) + \epsilon (m, n') + \epsilon (m', n) + \epsilon (m', n') \right] p_{mn} \\
\end{align*}
\]

(6.A.1)
\[ \frac{\partial}{\partial t} \{ \hat{P}_m \} = - \sum_d \left\{ \sum_{m'} \left[ \hat{p}_{m'} \hat{P}_{m} - \hat{r} \hat{P}_{m'} \hat{r} \hat{P}_{m} \right] \right\} + \sum_d \left\{ \sum_{m'} \left[ \hat{q}_{m'} \hat{P}_{m} - \hat{r} \hat{q}_{m'} \hat{r} \hat{P}_{m} \right] \right\} \]  

(6.4.2)

where the hamiltonian is given by:

\[ \hat{H} = \hbar \sum_{r} \sum_{\alpha, \beta} \epsilon_{\alpha r} \hat{c}_{\alpha}^{\dagger} \hat{c}_{\beta} + \hbar \sum_{r} \omega_{r} \hat{a}_{r}^{\dagger} \hat{a}_{r} - \hbar \sum_{r} \sum_{I} \sum_{J} g_{I J r} \left( \hat{b}_{I r}^{\dagger} \hat{a}_{J r}^{\dagger} + \hat{a}_{I r} \hat{b}_{J r} \right) \]  

(6.4.3)

Since we are always concerned with dipole transitions we find that in the present case:

\[ \begin{align*}
    x_{13} &= 0 \\
    x_{24} &= x_{25} = 0 \\
    x_{45} &= 0
\end{align*} \]  

(6.4.4)

where \( x = q, \gamma, \delta \) and the equalities are true for reserved subscripts and, in the case of \( q \), for the hermitian conjugate also.

We shall be interested in transitions between:

a) states \( \mathcal{F} (15) \) and \( \mathcal{V}_2 (11) \)

and b) states \( \mathcal{F} (15) \) and \( \mathcal{V}_2 (13) \)

when a strong driving field \( E_0 \) couples levels \( \mathcal{F} \) and \( \mathcal{V}_2 \), i.e. levels 5 and 3, the field being supplied by ruby laser radiation which is known to be in approximate resonance with the atomic transition \( 3 \mathcal{F} \rightarrow 2 \mathcal{V}_2 (5-3) \).

A brief review of relevant papers

We shall compare our results with those of Zernik (32) and Fautian and Sobelmann (33). Zernik's concern is the critical overheating of metastable hydrogen by means of a high-frequency e.m. wave and the theories he uses are the quantum electrodynamical perturbation theory and a strong signal theory. If the atom is isolated, and in the \( \mathcal{V}_2 \) state, then it is...
metastable (mean lifetime \( \frac{1}{2} \) sec.) since it can decay only by
2-photon emission \( ^{1}E_{1} - ^{3}S_{1} \). It is well known that a transition to the
ground state can be easily induced by a d.c. electric field \( ^{4} \).

When the \( 23 \) state is quenched by a VMIK d.c. field what occurs can
be explained as in Zor-In's paper. In the presence of the field there
are two stationary states and the wave functions of each of these are a
linear superposition of those for the \( 23 \) and \( 21 \) states (\( \mid 3 \rangle \) and \( \mid 2 \rangle \))

\[ \psi_{a} = A_{a} \psi_{3} + A_{b} \psi_{2} \]
\[ \psi_{b} = B_{a} \psi_{3} + B_{b} \psi_{2} \]

The decay probability comes from the admixture of the \( 2F_{2} \) state (\( \mid 2 \rangle \)).

For fields \( \ll 475 \text{ V/cm} \), the \( 2 \) states are \( \text{EFFECTIVELY} \) 23 and \( 2F_{2} \).

But for fields \( \gg 475 \text{ V/cm} \), a saturation condition is approached where
the MIXING is COMPLETE and both states decay at a rate given by the
average of the decay rates of the pure states

\[ \psi_{2} = \frac{1}{2} (\psi_{3} + \psi_{2}) \]

Since light from a ruby laser contains photons of energy \( 0.0657 \text{ eV} \),
just slightly less than the energy difference between \( 3P \) and \( 2S \) states
\( 0.0695 \text{ eV} \), the most likely process by which optical quenching of the
\( 23 \) state can occur is by means of a VIRTUAL transition via the \( 3P \) state.

![Diagram](image-url)
If elementary perturbation theory is valid (see criterion given later) this process is a linear and not a non-linear one. The energy of the emitted photon corresponds to \( \lambda = 1035 \, \AA \), as determined by the conservation of energy.

At high intensity saturation effects occur and Fermi gives as a reason, the fact that the 2S and 2P states become strongly coupled and that this coupling is very strong both states are expected to decay to the ground state at the rate \( \frac{1}{2}(\gamma_{21} + \gamma_{22}) \) implying that when the intensity is high enough the cross section will start to decrease and will tend eventually to zero inversely with the incident intensity so as to maintain a constant rate

\[
\sigma \propto \frac{1}{I_0} \tag{6.A.6}
\]

Quenching by other states, such as 4P, is possible and this modifies the effect just described.

Fermi calculates the differential cross sections, using perturbation theory, for two types of 2nd order transitions from state 2S to 1S via an intermediate state and two types of intermediate states in each case. Then he goes on to use the strong signal theory and assumes that as the laser beam is very intense the 2S-2P transition can be treated by semiclassical radiation theory and spontaneous decay from 2P to 2S may be neglected (i.e. \( \gamma_{33} = 0 \)). We shall not neglect this entirely but will show that it is small. He neglects also the antiresonant terms, as do we. He notes finally that the strong-signal theory provides the damping corrections to the perturbation theory. And he deduces the criterion for the validity of perturbation theory to be

\[
|W|^2 \ll k^2 \left| \gamma_2 \left( \gamma_{S3} + \gamma_{S1} \right) - \gamma_{S2} \right|^2 + i N \mid^2 \tag{6.A.7}
\]
where \( V = \langle \text{state} | \hat{E}_\text{c} | \psi \rangle = - \hat{E}_\text{c} \langle \psi | e^{i \omega L} \rangle \) is the interaction Hamiltonian, and \( \omega_L = \hat{E}_\text{c} - \omega_c \) where \( \omega_c \) is the frequency of the laser field. This is the condition also for which higher order terms in the perturbation theory treatment of the 2S to 3P transition are small. In this experiment \( \omega_L = 6.0040 \left( \frac{e^2}{\hbar} \right) \leq 6.1 \text{ eV}, \) thus making the saturation effect observable when \( |V| \geq 6.1 \text{ eV} \), i.e., when \( E \leq 10^7 \text{ V/m}. \) For field strengths \( E < 10^7 \text{ V/m} \) perturbation theory is valid. Strong signal theory is necessary for higher field strengths.

In Varshni and Sobelman's paper\(^{(32)}\) they treat the effect of a strong monochromatic c.m. field of frequency close to one of the characteristic frequencies of a system or the spectral composition of the radiation. They consider an atom with 3 non-degenerate levels which could correspond to the dominant energy levels under consideration, i.e.,

\[ \begin{align*}
E_{52} & \quad 137 \\
E_{52} & \quad 117
\end{align*} \]

They point out that inverted population of levels F5, F3 is possible if the probability of decay of level 3

\[ 2 \gamma_5 > 2 \gamma_{32} > 2 \gamma_{52} \]  

(6.4.8)
at one stage and in fact $\gamma_{32}$ is not large. Latter and Sobelman's
calculation cannot truly be compared with that concerning the hydrogen
atom. In their case, in contrast with Fermi's, the atom is initially
in the level corresponding to our level 5 (and not in level 3 as in
Fermi's paper) and the radiation field contains photons $\nu_\mu$, $\nu_\mu$
with energies $\omega_\mu$, $\omega_\mu$ there being two fields: one strong c.m.
field of frequency $\omega_\mu \sim \hbar \omega_\mu$ and one weak field of continuous
spectrum which is necessary for the calculation of induced emission and
absorption at $\omega_\mu$, $\omega_\mu$. They use perturbation theory to find
out the characteristics of the radiation in the transition of the atom
from an excited state. They discover that for strong fields, i.e. $\hbar \omega_\mu$
large, the damping curve becomes complex:

$$\ln(n_{\nu_\mu}, n_{\nu_\mu}) = |A_{\nu_\mu} e^{-\frac{\pi t}{\tau}} + A_{\nu_\mu} e^{\frac{\pi t}{\tau}}| \quad \text{(the aperiodic case)} \quad (6.4.9)$$

Because states 2 and 3 become mixed, owing to interaction with the
field. For still stronger fields

$$\ln(n_{\nu_\mu}, n_{\nu_\mu}) = A \cos^2 \left( \frac{\pi t}{\tau} \right) e^{-\frac{\pi t}{\tau}}$$

$$\text{with} \quad \frac{S^2 + C^2 - (x^2 - y^2)^2}{4} \quad (6.4.10)$$

i.e. the time-dependence of this function (the modulus squared of the
probability amplitude) represents damped oscillations. They go on to
calculate the probability $W_L$ of induced emission of a photon of frequency
$\omega_\mu$ and the integrated probability $W_L$ of spontaneous emission $5 \rightarrow 3$.

**Fig. 6.4.3**
In the case when oscillations are damped \( G^2 > (\gamma_s - \gamma_s) / 4 \) the line shape becomes split into 3 components of equal widths, 
\[ \Delta = (\delta_s + \delta_s) \text{, separated by distances } \sqrt{\Gamma_s \cdot \frac{G^2 - 2(\gamma_s - \gamma_s)}{\gamma_s}} \]
where 
\[ \gamma = \frac{\langle \eta_s \cdot \gamma_s \cdot N_s \rangle}{\langle N_s \rangle} \text{ and } N_s \text{ is the total number of photons of frequency } \gamma \text{ in unit volume} \]
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In the "aperiodic case" there are no oscillations, but the amplitudes of the different states fall off with different damping constants \( \Gamma_1 \) and \( \Gamma_2 \) leading to a change in the shapes of the emission and absorption lines.

When \( \Delta = \omega_s - \epsilon_{\pi 1} = 0 \) \( G^2 = (\gamma_s - \gamma_s)^2 / 4 \text{ (ordinary line of dispersion shape and width } (\gamma_s - \gamma_s) \)

![Fig. 6A.5](image)

Probability of spontaneous emission (in units \( \gamma_s / \delta_s (\delta_s - \gamma_s) \))

When external field increased still further the emission line consists of the 3 components spoken of earlier, the splitting being detectable for \( G^2 \geq \gamma_s \gamma_s \left\{ \frac{\beta_1}{4\gamma_s} + \frac{1}{2} + \frac{5\gamma_s}{4\gamma_s} \right\} \)

![Fig. 6A.6](image)
splitting is appreciable only for comparatively strong saturation
i.e. for $C^2 \gg \epsilon$

With departure from resonance ($\lambda_0 \neq 0$) the line becomes extremely asymmetrical, the maximum of the side components approaching $\omega_3$ and its magnitude rising steeply, whilst the other two terms become smaller and the positions of the maxima go further from $\omega_3$.

We shall in fact be considering the case when the atom is initially in level 5, as in Bautin and Sobelman's paper so that our calculations should rightly be compared with theirs, though theirs are not specifically for the hydrogen atom. In Bautin and Sobelman's paper they consider that the material system is coupled to many modes of the radiation field, but that initially only one mode of the field is in a high-energy eigenstate. They obtained a solvable set of equations for the atom field probability amplitudes by the infinite set to correspond to a SMALL number of multiphoton processes.

Newstein (ref. 5) thinks that this procedure is only valid for small initial field energies).

Before proceeding further we shall define frequencies

$$\omega_5 = \epsilon_5 - \epsilon_4$$
$$\omega_4 = \epsilon_4 - \epsilon_2$$
$$\omega_3 = \epsilon_3 - \epsilon_1$$
$$\omega_2 = \epsilon_2 - \epsilon_0$$
$$\omega_1 = \epsilon_1 - \epsilon_0$$

Fig. 6.A.7
In order to calculate the spectral densities of the emitted light for case a) it proves necessary to consider only two of the twenty-five equations for the transition operators. These are:

\[ \rho_{15} = \text{expression} \]  
\[ \rho_{13} = \text{expression} \]

The monochromatic driving field coupling levels 5 and 3 will now be considered in the two ways explained in the last chapter.

**Method (1)**

In this case

\[ \psi(\omega) = \text{expression} \]  

\[ \text{hence} \]

\[ \psi(\omega) = \text{expression} \]

and thus the new equations of motion are:

\[ \text{expression} \]
\[ \dot{r}_{15} = -\{ y_{1} r_{15} + i (e_{s1} - y_{s1}) \} p_{15} \]
\[ + i \{ \lambda_{s3} \xi_{s3} + \lambda_{s3} \xi \} \]
\[ + i (p_{15} q_{15} + p_{15} q_{15} + p_{15} q_{15}) \]  
\[ + i \{ \lambda_{s3} \xi_{s3} + \lambda_{s3} \xi \} \]
\[ \text{(6.B.6)} \]

\[ \dot{r}_{13} = -\{ y_{1} r_{13} + i (e_{s1} - y_{s1}) \} p_{13} \]
\[ + i \{ \lambda_{s3} \xi_{s3} + \lambda_{s3} \xi \} \]
\[ + i (p_{13} q_{13} + p_{13} q_{13} + p_{13} q_{13}) \]
\[ + i \{ \lambda_{s3} \xi_{s3} + \lambda_{s3} \xi \} \]  
\[ \text{(6.B.7)} \]

where \( X_{s} = X_{s1} + X_{s3} \)
\( Y_{s} = Y_{s1} + Y_{s3} \)

Multiplying these two equations from right and left by \( \text{d} \) and \( \text{d} \) respectively and letting \( \text{d} \) and \( \text{d} \),

we obtain
\[ \begin{align*}
\text{(6.B.8)} \end{align*} \]

\[ \dot{X} = -\{ y_{1} X_{s} + i (e_{s1} - y_{s1}) \} X(k) \]
\[ + i \lambda_{s3} \xi_{s3} \xi(k) \]
\[ \text{(6.B.9)} \]

\[ \dot{Y} = -\{ y_{1} Y_{s} + i (e_{s1} - y_{s1}) \} Y(k) \]
\[ + i \lambda_{s3} \xi_{s3} \xi_{s3} \xi(k) \]
\[ \text{(6.B.10)} \]

Since
\[ \rho_{s1}(k) = \sum_{s} \langle s| X(k) \rangle \rho_{s1}(c) 1s \]  
\[ \rho_{s1}(k) = \sum_{s} \langle s| Y(k) \rangle \rho_{s1}(c) 1s \]
\[ \text{(6.B.11)} \]

we obtain the following two equations for the reduced density matrix elements
\[ \begin{align*}
\rho_{s1}(k) = -\{ y_{1} X_{s} + i (e_{s1} - y_{s1}) \} \rho_{s1}(k) \]
\[ + i \lambda_{s3} \xi_{s3} \xi \rho_{s1}(k) \]  
\[ \text{(6.B.11)} \]
In this case the initial photon state is $|\psi_0\rangle$:

$$|\psi_0\rangle = \sqrt{\frac{n_{\omega_0}}{\hbar V}} (\hat{e}_{\omega_0} \cdot \mathbf{p}_{\leq 3}) e^{-i\omega_0 \tilde{t}_3} |\chi_5\rangle$$

whereas $|\psi_{m,n}\rangle = 0$ for all other $m$ and $n$ where $m > n$.

$$\langle \psi_{m,n} | \psi_{m,n}\rangle = \sqrt{n_{\omega_0}} e^{-i\omega_0 \tilde{t}_3}$$

$$\langle \psi_{m,n} | \psi_{m,n}\rangle = n_{\omega_0} e^{-i\omega_0 \tilde{t}_3}$$

$$\kappa_4 \kappa^2 = \frac{\kappa_0^2}{\hbar^2} |\chi_5\rangle^2$$

as opposed to $\kappa_4 \kappa^2 = (\lambda_{\leq 3} \mathbf{e}_{\omega_0})^2$ of method (1).

Hence multiplying the two transition operator equations from right and left by $\langle \psi_{m} |$ and $| \psi_{n}\rangle$ respectively we obtain

$$\langle \psi_{m} | \hat{B}_{\leq 5} | \psi_{n}\rangle = -\left\{ \frac{\kappa_2 \kappa_5}{\kappa} + (\mathbf{e}_{\omega_0} \cdot \mathbf{p}_{\leq 3}) \right\} \langle \psi_{m} | \hat{P}_{\leq 3} | \psi_{n}\rangle + i \langle \psi_{m} | \hat{P}_{\leq 3} | \psi_{n}\rangle$$

$$\langle \psi_{m} | \hat{P}_{\leq 3} | \psi_{n}\rangle = -\left\{ \frac{\kappa_2 \delta_{m,2}}{\kappa} + i \left( \mathbf{e}_{\omega_0} \cdot \mathbf{p}_{\leq 3} \right) \right\} \langle \psi_{m} | \hat{P}_{\leq 3} | \psi_{n}\rangle + i \langle \psi_{m} | \hat{P}_{\leq 3} | \psi_{n}\rangle$$
and hence, since \( \rho^{(j)}_{s_i}(t) = \sum_s <s_i | s_i | \rho^{(j)}(t) | s_i > \),

we find that

\[
\rho^{(j)}_{s_i}(t) = -i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t) \\
+ i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t)
\]

\( (6.2.18) \)

\[
\rho^{(j)}_{s_i}(t) = -i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t) \\
+ i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t)
\]

\( (6.2.19) \)

\[
\rho^{(j)}_{s_i}(t) = -i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t) \\
+ i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t)
\]

\( (6.2.20) \)

Thus on comparing these equations with those of method (1), after

assuming \( \epsilon_{s_i}(t) \) oscillates harmonically at \( \omega_s \), such that

\( \epsilon_{s_i}(t) = \epsilon_{s_i} e^{-i \omega_s t} \)

where \( \omega_s \) such that

\[
\omega_s \rightarrow \frac{\sqrt{V}}{\sqrt{n_{tol}}} \epsilon_{s_i} \quad \text{i.e.} \quad x_s \rightarrow \frac{1}{\sqrt{n_{tol}}} \epsilon_{s_i}
\]

\( (6.2.21) \)

Using the notation of method (1) we can rewrite the reduced density

matrix equations

\[
\rho^{(j)}_{s_i}(t) = -i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t) + i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t)
\]

\( \text{where } \epsilon_{s_i} = \epsilon_{s_i} - \epsilon_{s_i} \)

\( (6.2.22a) \)

\[
\rho^{(j)}_{s_i}(t) = -i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t) + i \hbar \sum_s \left( \epsilon_{s_i} - \epsilon_{s_i} \right) \rho^{(j)}_{s_i}(t)
\]

\( \text{where } \epsilon_{s_i} = \epsilon_{s_i} - \epsilon_{s_i} \)

\( (6.2.22b) \)
According to Heitler, in hydrogen-like atoms, for the $P$-levels which all have allowed transitions to the ground state (e.g. level $\frac{3}{2}$ i.e. level 5) the displacement is very much smaller than the level width,

$$ i.e. \quad \frac{1}{\omega_{\frac{3}{2}}} \ll \epsilon_{\frac{1}{2}} \chi_{\frac{3}{2}} \left( - \frac{1}{\omega_{3}} \right) $$

For the $2S$-state, which is metastable (i.e. $2S$ or level 3) and has negligible width, the displacement is much larger than the width

$$ i.e. \quad \frac{1}{\omega_{2S}} \gg \epsilon_{\frac{1}{2}} \chi_{\frac{3}{2}} $$

The same is true for the ground state, of course, which is quite sharp. For the higher $S$-levels (which we do not consider), although allowed transitions to lower $P$-states occur, the transition probabilities as well as the level shift decrease rapidly with the main quantum number $n$ and the level shift remains in general much bigger than the width.

The relative values of the level shifts and widths of the $2S$ and $2P$ levels of hydrogen are given by him in Table IX for the three hydrogen-like levels with $n = 2$.]

Multiplying the first equation by $e^{i\omega t}$ and letting

$$ x(t) = \rho_{3}^{\frac{1}{2}}(t) \quad \text{so} \quad \dot{x}(t) - i\omega \rho_{3}^{\frac{1}{2}}(t) = e^{i\omega t} \rho_{3}^{\frac{1}{2}}(t) \quad (6.5.23) $$

$$ y(t) = \rho_{3}^{\frac{3}{2}}(t) $$
\[ \dot{x} - \omega_c x = -\left(\frac{1}{2} \gamma c + i \xi_1 \right) x + i \lambda \omega_c y \]  
(6.2.24)

\[ \dot{y} = -\left(\frac{1}{2} \theta + i \xi_1 \right) y + i \lambda \omega_c x \]  
(6.2.25)

If we now assume the initial time \( t' \) to be zero and take Laplace transforms of these two equations we obtain

\[ (s + \frac{1}{2} \gamma c + i (\omega + \omega_c' - \omega_c')) x(s) = i \lambda \omega_c y(s) + F(s) \]  
(6.2.26)

\[ (s + \frac{1}{2} \theta + i \omega_c') y(s) = i \lambda \omega_c x(s) + G(s) \]  
(6.2.27)

(a) Spectral correlation function for transitions between levels \(
\Xi_\nu(5) \text{ and } 15^1(1) \)

In this case we need to solve for \( x_{\nu}^{(5)}(5) \), i.e., for \( \dot{x}(s) \)

which we find is

\[ x(s) = \int_{s_1}^{s_{\nu}} \rho_{51}(s-n) = i \lambda \omega_c \]  
\[ F(s) \rho_{51}(0) + G(s) \rho_{51}(0) \]

and dropping the superscript

\[ \rho_{51}(s) = \frac{1}{2} \gamma \frac{1}{2} \theta \frac{1}{2} \gamma \frac{1}{2} \theta \]  
(6.2.29)

where

\[ f_1(s) = s + \frac{1}{2} \gamma + i (\omega_1 + \omega_2) \]  
(6.2.29)

\[ f_2(s) = s + \frac{1}{2} \theta + i \omega_1 \]  
(6.2.29)

\[ F(s) = f_1(s) f_2(s) + i \lambda \gamma G^2 = (s - s_1)(s - s_2) \]  
(6.2.29)

\[ f_1(s + i \omega) = s + \frac{1}{2} \gamma + i (\omega + \omega_c') \]  
(6.2.29)

\[ f_2(s + i \omega) = s + \frac{1}{2} \theta + i (\omega_1 + \omega_3') = \Delta s \]  
(6.2.29)
where \( \Delta_{S} S = \omega_{S} - \omega_{L} \)

\[
\Delta_{L} L = \omega_{L} c^{2}
\]

\[
\gamma = \frac{1}{2} \log \left( \frac{\Delta_{S} S}{\Delta_{L} L} \right) + \frac{1}{2} \int \left( \omega_{S} \Delta_{L} L - \omega_{L} \Delta_{S} S \right) d
\]

In other words

\[
\rho_{S} (t, \tau) = \frac{4 \lambda \Delta_{S} S}{\pi \Delta_{L} L} \left( \frac{s_{1}}{s_{3}} \right) \rho_{S} (0) - \frac{4 \lambda \Delta_{L} L}{\pi \Delta_{S} S} \left( \frac{s_{3}}{s_{1}} \right) \rho_{S} (0)
\]

where

\[
\hat{U}_{s_{1}, s_{1}} (s) = \frac{4 \lambda \Delta_{S} S}{\pi \Delta_{L} L} \left( \frac{s_{1}}{s_{3}} \right)
\]

\[
\hat{U}_{s_{3}, s_{3}} (s) = \frac{4 \lambda \Delta_{L} L}{\pi \Delta_{S} S} \left( \frac{s_{3}}{s_{1}} \right)
\]

The quantity we now have to calculate is the 2-time atomic correlation function.

\[
\rho_{S} (t, \tau) = \langle P_{S}(t) P_{S}(t+\tau) \rangle
\]

\[
= \sum_{s_{1}, s_{3}} \hat{U}_{s_{1}, s_{1}} (s_{1}) \rho_{S} (0) \rho_{S} (s_{1} + s_{3})
\]

under Markov approximation

\[
\hat{U}_{s_{1}, s_{1}} (s_{1}) = \hat{U}_{s_{3}, s_{3}} (s_{3})
\]

\[
= \hat{U}_{s_{1}, s_{1}} (t) \rho_{S} (0) \rho_{S} (s_{1} + s_{3})
\]

for initial time \( t' = 0 \)

Taking the Laplace transform, we obtain

\[
\hat{\rho}_{S} (s) = \hat{U}_{s_{1}, s_{1}} (s) \rho_{S} (0) + \hat{U}_{s_{3}, s_{3}} (s) \rho_{S} (0)
\]

We can show, by a method analogous to that used in Chapter V that the spectral correlation function
\[ \hat{\varphi}_{1}(v) = \int_{-\infty}^{\infty} e^{-i\tau} \hat{\varphi}_{x}(\tau) \]

\[ = 2 \text{Re} \left\{ \hat{U}_{s_{1}s_{1}}(-\nu) \rho^{(1)}_{ss}(\nu) + \hat{U}_{s_{1}s_{1}}(-\nu) \rho^{(1)}_{ss}(\nu) \right\} \quad (6.6.33) \]

but we now assume the atom to be initially in level 5, having been excited to this state by the field long ago,

\[ \therefore \rho^{(1)}_{ss}(v) \cdot 1, \quad \rho^{(1)}_{ss}(v) \cdot 0 \quad (6.6.34) \]

\[ \therefore \tilde{E}_{s_{1}}(v) = 2 \text{Re} \hat{U}_{s_{1}s_{1}}(-\nu) \]

\[ = 2 \text{Re} \left\{ \frac{f_{2}(\nu, -\omega_{3})}{F(-L, -\omega_{3})} \right\} \quad (6.6.35) \]

\[ = \frac{2}{|F(-L, -\omega_{3})|^{2}} \text{Re} \left\{ F^{\ast}(-L, -\omega_{3}) f_{2}(\nu, -\omega_{3}) \right\} \]

Let \[ s_{1} = a + ib \quad \text{and} \quad s_{2} = c + id \]

where \[ s_{12} = -\nu_{2} \left\{ \frac{1}{2} (s_{5} + s_{32}) + \frac{1}{2} (3(\omega_{3} + \omega_{4}) - \Delta_{s_{3}}) \right\} \pm \frac{i}{2} \sqrt{\nu_{2} y_{5} y_{3}} \]

\[ = -\nu_{2} \left\{ \frac{1}{2} (s_{5} + s_{32}) \mp A \right\} - \frac{i}{2} \pm \frac{1}{2} (2(\omega_{3} + \omega_{4}) - \Delta_{s_{3}}) \mp B \]

and \[ x = \frac{1}{4} (s_{5} - s_{32})^{2} - (\Delta_{s_{3}} + G_{s_{5}}) \]

\[ y = (s_{5} - s_{32}) \Delta_{s_{3}} \]

\[ \sqrt{x + iy} = A + iB \quad (6.6.36) \]

where \[ A = \sqrt{\frac{x + \sqrt{x^{2} - 4y^{2}}}{2}} \]

\[ B = \sqrt{\frac{-x + \sqrt{x^{2} - 4y^{2}}}{2}} \]

Thus \[ a = -\nu_{2} \left\{ \frac{1}{2} (s_{5} + s_{32}) - A \right\} \quad , \quad b = -\nu_{2} \left\{ 2(\omega_{3} - \omega_{4}) - \Delta_{s_{3}} - B \right\} \]

\[ c = -\nu_{2} \left\{ \frac{1}{2} (s_{5} + s_{32}) + A \right\} \quad , \quad d = -\nu_{2} \left\{ 2(\omega_{3} + \omega_{4}) - \Delta_{s_{3}} + B \right\} \]

In terms of these values the spectral correlation function is
\[ \tilde{g}_{51}(\nu) = \frac{1}{2} \chi_{32} \left[ \eta_{4} \chi_{5} \chi_{32} + \eta_{4} (0 - (\nu - \omega') (\nu - \omega_{d} + \Delta_{d})) \right] - \frac{1}{2} \left( \frac{1}{(\nu - \omega - \omega_{d} + \Delta_{d})} \right) \left[ \chi_{5} (\nu + \Delta_{s}) + \chi_{52} \nu \right] \]

\[ \tilde{g}_{51}(\nu') = \frac{1}{2} \chi_{32} \left[ \eta_{4} \chi_{5} \chi_{32} + \eta_{4} (0 - \nu' (\nu' + \Delta_{s})) \right] - \frac{1}{2} \left( \frac{1}{(\nu' + \Delta_{s})} \right) \left[ \chi_{5} (\nu' + \Delta_{s}) + \chi_{52} \nu' \right] \]

where \( \nu' = \nu - (\omega_{d} + \omega_{d}') \).

Hence the spectral profile has two peaks at
\[
\begin{align*}
\nu &= (\omega_{d} + \omega_{d} + b) = \nu_{0} (\Delta_{s} + B) \\
\nu' &= (\omega_{d} + \omega_{d} + a) = \nu_{0} (\Delta_{s} + B)
\end{align*}
\]

of widths \( a \) and \( c \).

Thus we can see that for resonance, \( \Delta_{s} = 0 \), \( B = 0 \) and so there is only one peak at \( \nu' = 0 \) of width \( \frac{1}{2} (\Delta_{s} + \delta_{s}) \) and this corresponds to Rautian and Sobelman's case of \( \Delta_{s} = 0 \) and \( G = 0 \) although they obtain a splitting for larger \( G \).

General case

**Fig. 6.B.1**

<table>
<thead>
<tr>
<th>( \Delta_{s} = B )</th>
<th>( \Delta_{s} = B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( -\frac{1}{2} \Delta_{s} )</td>
<td>( -\frac{1}{2} \Delta_{s} )</td>
</tr>
<tr>
<td>( \nu_{0} \Delta_{s} )</td>
<td>( \nu_{0} \Delta_{s} )</td>
</tr>
</tbody>
</table>

Resonance case \( \Delta_{s} = 0 \)

\[ \frac{1}{2} \chi_{32} \left( \eta_{4} (\nu + \delta_{s}) \right) \]

Width of peak is intermediate between widths of 2 peaks in general case.

**Fig. 6.B.2**
We shall next consider \[ G^k < v_2 (\gamma_5 - \gamma_{32}) + \ldots, \]

i.e. the small perturbation limit, mentioned earlier. In this case

\[ S_{1,2} = \begin{pmatrix} \gamma_2 \left( \gamma_5 - \gamma_{32} \right) - 1 + \frac{v_2 G^2 \gamma_2 \left( \gamma_5 - \gamma_{32} \right)}{4 (\gamma_5 - \delta_{32})^2 + \Delta_{S3}^2} \\ \gamma_1 \left( \gamma_5 - \gamma_{32} \right) - \Delta_{S3} + \frac{v_2 G^2 \Delta_{S3}}{4 (\gamma_5 - \delta_{32})^2 + \Delta_{S3}^2} \end{pmatrix} \]

\[ S_1 = a + ib = -\gamma_2 \left( \gamma_5 - \gamma_{32} \right) - 1 + \frac{v_2 G^2 \gamma_2 \left( \gamma_5 - \gamma_{32} \right)}{4 (\gamma_5 - \delta_{32})^2 + \Delta_{S3}^2} \]

\[ S_2 = c + id = -\gamma_2 \left( \gamma_5 - \gamma_{32} \right) - 1 + \frac{v_2 G^2 \gamma_2 \left( \gamma_5 - \gamma_{32} \right)}{4 (\gamma_5 - \delta_{32})^2 + \Delta_{S3}^2} \]

s.t. peaks occur at

\[ \gamma'_1 = - (\omega_i + \omega_3 + b) = -\gamma_2 \Delta_{S3} \left( 1 + \frac{v_2 G^2}{4 (\gamma_5 - \delta_{32})^2 + \Delta_{S3}^2} \right) \]

\[ \gamma'_2 = - (\omega_i + \omega_3 + c) = -\gamma_2 \Delta_{S3} \left( 1 - \frac{v_2 G^2}{4 (\gamma_5 - \delta_{32})^2 + \Delta_{S3}^2} \right) \]

and have widths

\[ \Delta_1 = \gamma_2 \left( \gamma_5 - \gamma_{32} \right) - 1 + \frac{v_2 G^2 \gamma_2 \left( \gamma_5 - \gamma_{32} \right)}{4 (\gamma_5 - \delta_{32})^2 + \Delta_{S3}^2} \]

\[ \Delta_2 = \gamma_2 \left( \gamma_5 - \gamma_{32} \right) - 1 + \frac{v_2 G^2 \gamma_2 \left( \gamma_5 - \gamma_{32} \right)}{4 (\gamma_5 - \delta_{32})^2 + \Delta_{S3}^2} \]
If \( G^2 \gg \frac{1}{2} (\gamma_5 - \gamma_{32}) + i \Delta_{s5} \), i.e. the strong field limit, then to zeroth order in \( \frac{1}{2} (\gamma_5 - \gamma_{32}) + i \Delta_{s5} \), we have

\[
S_{1,2} = -\frac{1}{\nu_2} \left\{ \nu_4 \left( \gamma_5 - \gamma_{32} \right) + i \left( 2 \left( \omega'_1 + \omega'_2 \right) - \Delta_{s3} - G \right) \right\} \pm \frac{1}{\nu_2} G
\]

\[
S_1 = a + ib = -\frac{1}{\nu_4} \left( \gamma_5 - \gamma_{32} \right) - \frac{1}{\nu_2} \left( 2 \left( \omega'_1 + \omega'_2 \right) - \Delta_{s3} - G \right)
\]

\[
S_2 = c + id = -\frac{1}{\nu_4} \left( \gamma_5 - \gamma_{32} \right) - \frac{1}{\nu_2} \left( 2 \left( \omega'_1 + \omega'_2 \right) - \Delta_{s3} + G \right)
\]

\[\tag{6.5.41}\]

So 2 peaks occur at

\[
\nu'_1 = - \left( \omega'_1 + \omega'_2 + b \right) = -\frac{1}{\nu_2} \left( \Delta_{s3} + G \right)
\]

\[
\nu'_2 = - \left( \omega'_1 + \omega'_2 + d \right) = -\frac{1}{\nu_2} \left( \Delta_{s3} - G \right)
\]

\[\tag{6.5.42}\]

and both have the same width \(|a| = |c| = \frac{1}{2} (\gamma_5 + \gamma_{32})\).
When the driving field vanishes identically, i.e., $E_x = 0$ then

$$S_x = -\frac{1}{2} \left[ (\omega' + \omega_2) + i/(\omega' - \omega_2) - \Delta_{x3} \right] + \frac{1}{2} \left[ (\omega' - \omega_2) + i\Delta_{x3} \right]$$

$$S_y = a + ib = -\frac{1}{2} \omega_{x2} = i/(\omega' - \omega_2 - \Delta_{x3})$$

$$S_z = c + id = -\frac{1}{2} \omega_{x2} = i(\omega' - \omega_2)$$

so 2 peaks occur at

$$\gamma_1' = (\omega' + \omega_2 + b) = -\Delta_{x3}$$

$$\gamma_2' = (\omega' - \omega_2 + d) = 0$$

and have widths

$$\Delta_1 = |a| = \frac{1}{2} \omega_{x2}$$

$$\Delta_2 = |b| = \frac{1}{2} \omega_{x2}$$

i.e., their spontaneous decay widths as expected

**Fig. 6.B.5**

The heights of the two components, in each case, are not identical but their relative values will depend on the relative magnitudes of the decay constants, field strength and the nearness to resonance.

(b) Spectral correlation function for transitions between levels

3P (5) and 2S (3)

Here we need to solve for $\mathcal{P}_{SS}^{(3)}(5)$ and thus we need to consider five equations as follows, where we have dropped the superscript
indicating the density matrices to be reduced ones since in the Markoff approximation, which we shall again be using, this distinction is not important:

\[
\begin{align*}
\dot{\rho}_{55} &= -\left\{ y_2 (x_{52} + x_{55}) - i\omega_3 \right\} \rho_{55} - i\lambda_X \rho_{55} e^{-\omega t} + i\lambda_X \rho_{55} e^{+\omega t} \\
\dot{\rho}_{22} &= -x_{22} \rho_{22} + x_{23} \rho_{23} + x_{52} \rho_{52} - i\lambda_X \rho_{22} e^{-\omega t} + i\lambda_X \rho_{22} e^{+\omega t} \\
\dot{\rho}_{52} &= -x_{22} \rho_{52} + 1\lambda_X \rho_{52} e^{-\omega t} - i\lambda_X \rho_{52} e^{+\omega t} \\
\dot{\rho}_{53} &= -\left\{ y_3 (x_{52} + x_{53}) + i\omega_3 \right\} \rho_{53} - i\lambda_X \rho_{53} e^{-\omega t} + i\lambda_X \rho_{53} e^{+\omega t} \\
\dot{\rho}_{44} &= -x_{44} \rho_{44}
\end{align*}
\]

where \( y_4 = x_{41} + x_{43} \)

Multiplying the first equation by \( e^{-\omega t} \) and the fourth by \( e^{+\omega t} \) and letting

\[
\begin{align*}
\rho \rho^{-\omega t} &= \mathbf{x} \\
\rho \rho^{-\omega t} &= \mathbf{y} \\
\rho \rho^{-\omega t} &= \mathbf{z} \\
\rho \rho^{-\omega t} &= \mathbf{l} \\
\rho \rho^{-\omega t} &= \mathbf{m}
\end{align*}
\]

we obtain

\[
\begin{align*}
\dot{x} &= -\left\{ y_2 (x_{52} + x_{55}) - i\omega_3 \right\} x - i\lambda_X y + i\lambda_X z \\
\dot{y} &= -x_{52} y + x_{53} m + x_{55} z - i\lambda_X x + i\lambda_X l \\
\dot{z} &= -x_{52} z + i\lambda_X x - i\lambda_X l \\
\dot{l} &= -\left\{ y_2 (x_{52} + x_{55}) + i\omega_3 \right\} l - i\lambda_X z + i\lambda_X y \\
\dot{m} &= -y_4 m
\end{align*}
\]

Taking Laplace transforms and assuming the initial time \( t^' = 0 \) we obtain
These five equations can be solved for \( \hat{\ell}(s) \) as follows. We first obtain an expression for \( \hat{m}(s) \) from (6.2.60), then one for \( \hat{z}(s) \) from (6.2.59), which we substitute, together with \( \hat{m}(s) \) in (6.2.57) to obtain \( \hat{\ell}(s) \). Then from (6.2.56) we obtain \( \hat{z}(s) \) in terms of \( \hat{\ell}(s) \) which we substitute in (6.2.59) to find \( \hat{\ell}(s) \), which is given by the following equations:

\[
\hat{\ell}(s) = \frac{\left( \frac{c(\omega_0)}{s^4} \right) }{H(s)} \left[ \frac{G(s) - 2 \frac{\nu G^2 (s + \nu_2 (Y_{32} + Y_{31}))}{\nu_3 (s)}}{\rho_{ss} (c)} + \frac{\nu_3 G^2 (s + \nu_2 (Y_{32} + Y_{31}))}{\rho_{ss} (c)} \right] \rho_{ss} (c)
\]

where

\[
H(s) = \frac{f_1'(s) (s + Y_{32} (s + Y_{31}) G(s) + 2 \frac{\nu G^2 (s + \nu_2 (Y_{32} + Y_{31})) G(s) - (2 \frac{\nu G^2 (s + \nu_2 (Y_{32} + Y_{31}))}{\nu_3 (s)})}{\rho_{ss} (c)}
\]

\[
G(s) = f_2(s) (s + Y_{32} (s + Y_{31}) + 2 \frac{\nu G^2 (s + \nu_2 (Y_{32} + Y_{31}))}{\nu_3 (s)})
\]

\[
f_3'(s) = s + \nu_2 (Y_{32} + Y_{31}) - i \Delta s \nu_3 \]

\[
f_3'(s) = s + \nu_2 (Y_{32} + Y_{31}) + i \Delta s \nu_3
\]
\[
\hat{q}_{s3}(\tau) = \langle \mathbf{p}^+_{s5}(0) \mathbf{p}_{s5}(\tau) \rangle
\]
\[
= \sum_{j=1}^{N} U_{s3,s3}(\tau) \tilde{\rho}_{s3}(l) \tilde{\rho}_{s5}(l)
\]
under Markov approximation

i.e.,
\[
q_{s5}(\tau) = U_{s3,s5}(\tau) \rho_{s5}(0) + U_{s5,s3}(\tau) \rho_{s3}(0)
\]

Taking the Laplace transform
\[
\hat{q}_{s3}(s) = \hat{U}_{s3,s3}(s) \rho_{s5}(0) + \hat{U}_{s5,s3}(s) \rho_{s3}(0)
\]

Hence, as before, the spectral correlation function is given by
\[
\hat{q}_{s5}(\nu) = \int_{-\infty}^{\infty} dt \ e^{i\nu t} \hat{q}_{s3}(t)
\]
\[
= 2 \Re \{ \hat{U}_{s3,s5}(-\nu) \rho_{s5}(0) + \hat{U}_{s5,s3}(-\nu) \rho_{s3}(0) \}
\]

and as the atom is initially in level 5
\[
\rho_{s5}(0) = 1 ; \quad \rho_{s3}(0) = 0
\]
At first sight it would appear that the spectrum has six peaks since $H$ is a 6th order equation but we will consider $H(s)$ more carefully.

\[ H(s) = G(s) \left\{ (s + \gamma_2 (k_{s_2} + k_s) + \Delta s_5) \left( s + k_{s_2} + k_s \right) + \gamma_2 G \left( s + \gamma_2 (k_{s_2} + k_s) \right)^2 \right\} \]

and can be factorised so that,

\[ H(s) = (s + \gamma_{s_2} (s + k_s) \left( \gamma_{s_2} + k_s \right)^2 + \Delta_{s_5}^2 \right\} \]

\[ H(s) = (s + \gamma_{s_2} (s + k_s)) \left( s + \gamma_{s_2} + k_s \right)^2 \]
i.e. the spectral profile has four peaks and to find this we must
discover the roots of the quartic equation $J(s)$. 

\[ J(s) = \left( s + \frac{1}{3} \left( \lambda + \delta \right) \right)^4 \left( s + \frac{1}{3} \left( \lambda - \delta \right) \right)^4 \Delta_5^2 \left( \left( s^2 + \frac{1}{3} \left( \lambda^2 + \delta^2 \right) \right)^2 + \Delta_5^2 \right) \]  

(6.E.72)

In the case of resonance $\Delta_5 = 0$, we can thus see that $J(s)$ in given by

\[ J(s) = \left( s + \frac{1}{3} \left( \lambda + \delta \right) \right)^4 \left( s + \frac{1}{3} \left( \lambda - \delta \right) \right)^4 \Delta_5^2 \left( \left( s^2 + \frac{1}{3} \left( \lambda^2 + \delta^2 \right) \right)^2 \right) \]  

(6.E.73)

i.e. we need only find the cube roots of $\Delta_5$

First we shall consider the non-resonant cases:

\[ J(s) = s^4 + as^3 + bs^2 + cs + d \]

where \[ a = 2 \left( \lambda_2 + \lambda_5 \right) \]
\[ b = 5 \mu_2 \left( \lambda_2 + \lambda_5 \right)^2 + \lambda_5 \lambda_2 + \mu_1^2 + \Delta_5 \]
\[ c = \left( \lambda_2 + \lambda_5 \right)^2 + \left( \mu_2 \lambda_2 - \mu_1 \lambda_5 - 1 \right) / 2 \mu_2 \lambda_2 \lambda_5 \]  

(6.E.74)

First we must reduce $J(s)$ to standard form by substituting 

\[ y = s + \frac{1}{3} \left( \lambda + \delta \right) \]  

where \[ p = -\frac{3}{\mu_1} \lambda^2 + b \]
\[ q = \frac{3}{\mu_1} \lambda^3 - \lambda_2 \lambda \lambda + c \]
\[ r = \frac{3}{\mu_1} \lambda_1 \lambda + \frac{1}{\mu_1} \lambda^2 \lambda + \frac{1}{\mu_1} \lambda_2 \lambda \lambda + d \]

Then, proceeding as in Chapter III we write

\[ J(y) = \left( y^3 + p y^2 + q y + r \right) \left( y^3 + p y^2 + q y + r \right) \]  

(6.E.75)

\[ p = n + m - l^2 \]
\[ q = -l n - l m + l (n - m) \]
\[ r = m n \]  

(6.E.76)
\[ n + n = p + \varrho \]
\[ n - n = -q / l \]

hence

\[ m = \sqrt{p + \varrho^2 - q / l^2} \]
\[ n = \sqrt{p + \varrho^2 + q / l^2} \]
\[ mn = r \]
\[ 4x = (p + \varrho^2) - q / l^2 \]
\[ (x') + 2p(x') + (p^2 - ur)(x') - q^2 = 0 \]

and this can be solved for \( l^2 \) and using the positive value, a real value of \( l \) can be found and hence \( m \) and \( n \) which will also be real.

The four roots of \( J(y) \) are then

\[ y_{1,2} = \frac{-l \pm \sqrt{l^2 - 4mn}}{2} \]
\[ y_{3,4} = \frac{l \pm \sqrt{l^2 - 4mn}}{2} \]

and thus the four roots of \( J(s) \) are

\[ s_{1,2} = y_{1,2} - \frac{1}{2}a \]
\[ s_{3,4} = y_{3,4} - \frac{1}{2}a \]

Let \( J(s) = (s - s_1)(s - s_2)(s - s_3)(s - s_4) \)
\[ J(v, \omega) = (s_1 + i(\nu - \omega))(s_2 + i(\nu - \omega))(s_3 + i(\nu - \omega))(s_4 + i(\nu - \omega)) \]

and assuming the four roots are complex

\[ J(-i(\nu - \omega)) = (Z_{R_1} + i(\nu - \omega + Z_{I_1}))(Z_{R_2} + i(\nu - \omega + Z_{I_2}))(Z_{R_3} + i(\nu - \omega + Z_{I_3}))(Z_{R_4} + i(\nu - \omega + Z_{I_4})) \]
\[ J(-i(\nu + \Delta_{s})) = (Z_{R_1} + i(\nu + \Delta_{s} + Z_{I_1}))(Z_{R_2} + i(\nu + \Delta_{s} + Z_{I_2}))(Z_{R_3} + i(\nu + \Delta_{s} + Z_{I_3}))(Z_{R_4} + i(\nu + \Delta_{s} + Z_{I_4})) \]

so that the four peaks are at
\[ v^* = -(\Delta_{s} + Z_{I_1}) - (\Delta_{s} + Z_{I_2}) - (\Delta_{s} + Z_{I_3}) - (\Delta_{s} + Z_{I_4}) \]

of widths
\[ |Z_{R_1}|, |Z_{R_2}|, |Z_{R_3}|, |Z_{R_4}| \]
We shall not proceed any further with this solution but concentrate on the resonance case when

\[ J(s) = (s + (Y_{s_2} + Y_s)) \mathcal{K}(s) \]

where

\[ \mathcal{K}(s) = s^3 + a s^2 + b s + c = (s - s_a) (s - s_b) (s - s_c) \]

and

\[ a = \frac{3}{2} (Y_{s_2} + Y_s) \]
\[ b = \frac{1}{2} (Y_{s_2} + Y_s)^2 + \frac{3}{2} (Y_s - Y_{s_2}) \]
\[ c = \frac{1}{2} (Y_{s_2} + Y_s) Y_{s_2} - \frac{1}{2} (Y_{s_2} + Y_s) s \]

If we let \( y = s + \frac{1}{2} a \), then

\[ J(y) = y^3 + \frac{3}{2} H y + G \]
\[ H = \frac{1}{2} (-\frac{1}{2} a^2 + b) \]
\[ G = \frac{3}{2} a^3 - \frac{1}{2} a b + c \]

Finally, proceeding as in Appendix III, we obtain the three roots

\[ s_1 = u + i v = (x + \beta) - \frac{1}{2} a \]
\[ s_2 = u - i x = -\left\{ \left[ \frac{1}{2} (x + \beta) + \frac{1}{2} a \right] - \frac{1}{2} \sqrt{\left( x - \beta \right)^2 - 4 \left( x + \beta \right) \left( \beta - \beta \right)} \right\} \]
\[ s_3 = u + i z = -\left\{ \left[ \frac{1}{2} (x + \beta) + \frac{1}{2} a \right] + \frac{1}{2} \sqrt{\left( x - \beta \right)^2 - 4 \left( x + \beta \right) \left( \beta - \beta \right)} \right\} \]

where

\[ \alpha = \left\{ \frac{-G + \sqrt{G^2 + 4H^3}}{2} \right\}^{\frac{1}{3}} \]
\[ \beta = \left\{ \frac{-G - \sqrt{G^2 + 4H^3}}{2} \right\}^{\frac{1}{3}} \]

\[ G^2 + 4H^3 = \left[ \frac{1}{4} C_0^2 \right]^2 Y_{s_2}^2 + \frac{1}{4} C_0 \left\{ C_0 - \frac{1}{4} \left( Y_{s_2} - Y_s \right) \right\} \]
\[ \frac{3}{2} \left( Y_{s_2} - Y_s \right) \left( Y_{s_2} - Y_s \right) \]

\[ G = -\frac{1}{4} G_0^2 \frac{Y_{s_2}}{Y_{s_3}} \]

If \( G^2 \ll \frac{1}{4} \left( Y_s - Y_{s_2} \right)^2 \), i.e. the small perturbation limit, then we can expand

\[ G^2 + 4H^3 = \left( \frac{1}{4} C_0^2 \right) \frac{Y_{s_2}^2}{Y_{s_3}} + \frac{1}{4} C_0 \left[ 1 - \frac{C_0^2}{4 \left( Y_s - Y_{s_2} \right)^2} \right] \]
using the Binomial theorem:

\[ G^2 + n_1 W^2 \approx \left( C_e \right)^2 \frac{y^2}{y_{s3}} - \frac{3}{2} \frac{C_e^2}{4 \left( y_s - y_{s3} \right)} \left\{ 1 - \frac{3}{2} \frac{C_e^2}{4 \left( y_s - y_{s3} \right)} \right\} \]

to 1st order in \( \frac{C_e^2}{h \left( y_s - y_{s2} \right)} \)

\[ \zeta \approx \left( \frac{y_s - y_{s2}}{y_s - y_{s3}} \right)^{1/2} \left[ 1 - \frac{3}{2} \frac{C_e^2}{4 \left( y_s - y_{s3} \right)} \right] \cdot \frac{1}{(y_s - y_{s2})} \]

is small enough not to make the 3rd term large

\[ \left( G^2 + n_1 W^2 \right)^{1/2} \approx \frac{1}{1245} \left( y_s - y_{s2} \right)^{3/2} \left\{ 1 - \frac{3}{2} \frac{C_e^2}{4 \left( y_s - y_{s3} \right)} \right\} \]

\[ \alpha = \frac{\gamma_2 \gamma_3 \gamma_4 \gamma_5 \gamma_6 \gamma_7 \gamma_8 \gamma_9}{1245} \left( y_s - y_{s2} \right)^{3/2} \left\{ 1 - \frac{3}{2} \frac{C_e^2}{4 \left( y_s - y_{s3} \right)} \right\} \]

\[ \beta = \frac{\gamma_2 \gamma_3 \gamma_4 \gamma_5 \gamma_6 \gamma_7 \gamma_8 \gamma_9}{1245} \left( y_s - y_{s2} \right)^{3/2} \left\{ 1 - \frac{3}{2} \frac{C_e^2}{4 \left( y_s - y_{s3} \right)} \right\} \]

\[ \zeta = \frac{1}{1245} \left( y_s - y_{s2} \right)^{3/2} \left\{ 1 - \frac{3}{2} \frac{C_e^2}{4 \left( y_s - y_{s3} \right)} \right\} \]

Assuming \( \left\{ 1 + \sqrt{3} \left( \frac{y_{s3}}{y_s - y_{s2}} \right) \right\}^2 \) small enough not to make \( \frac{C_e^2}{h \left( y_s - y_{s3} \right)} \)

large then

\[ \alpha \approx \frac{1}{1245} \left( y_s - y_{s2} \right)^{3/2} \left\{ 1 - \frac{C_e^2}{4 \left( y_s - y_{s3} \right)} \right\} \]

\[ \beta \approx \frac{1}{1245} \left( y_s - y_{s2} \right)^{3/2} \left\{ 1 - \frac{C_e^2}{4 \left( y_s - y_{s3} \right)} \right\} \]

taking \((-1)^n = -1\)
Now \((1)_{y}^{r}\) can be evaluated by de Moivre's theorem

\[
(1)_{y}^{r} = (\cos \frac{\pi r}{2} + i \sin \frac{\pi r}{2})^{y}
\]

\(= \cos \left( \frac{\pi r}{2} + \frac{\pi y}{2} \right) + i \sin \left( \frac{\pi r}{2} + \frac{\pi y}{2} \right) \) \quad \text{where} \ r = 0, 1, 2

\[
(2)_{y}^{r} = y_{0} + y_{1} i \quad \text{for} \ r = 0
\]

\[
(3)_{y}^{r} = y_{0} + y_{3} i \quad \text{for} \ r = 1
\]

\[
(4)_{y}^{r} = -i \quad \text{for} \ r = 2
\]

Considering the simplest value \((1)_{y}^{0} = 1\)

\[
\lambda = -i \frac{1}{4} (X_{s} - Y_{0}) \left[ 1 - \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right] \quad (6.3.94)
\]

\[
\rho = -i \frac{1}{4} (X_{s} - Y_{0}) \left[ 1 - \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right] \quad (6.3.95)
\]

\[
\lambda + \rho = -i \frac{1}{4} (X_{s} - Y_{0}) \left[ 1 - \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right] \quad (6.3.96)
\]

\[
\lambda - \rho = -i \frac{1}{4} (X_{s} - Y_{0}) \left[ 1 - \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right] \quad (6.3.97)
\]

\[
S_{s} = u + i v = -i \left[ \frac{1}{4} \left( (X_{s} + Y_{0}) + \left( \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right) Y_{0} \right) + i \left[ \frac{1}{4} \left( \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right) Y_{0} \right] \right] \quad (6.3.98)
\]

\[
S_{s} + u + i v = -i \left[ \frac{1}{4} \left( \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right) \right] Y_{0} - i \left[ \frac{1}{4} \left( \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right) \right] \quad (6.3.99)
\]

\[
S_{s} + i v = -i \left[ \frac{1}{4} \left( \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right) \right] (X_{s} - Y_{0}) - i \left[ \frac{1}{4} \left( \frac{G_{2}^{2}}{4(1 + 2G_{2}^{2})} \right) \right] \quad (6.3.100)
\]

\[\therefore X = 2 \quad (6.3.101)\]

\[
J(s) = (s + (Y_{s} + Y_{0})X + (u + iv)X + (u + iv))(s + (u + iv)) \quad (6.3.102)
\]

\[\Box\]
\[ J (-i(\nu'' + \Delta_{\nu^3})) = \left( \nu_{s2} + \nu_s \right) - i(\nu'' + \Delta_{\nu^3}) \nu(\nu'' + \Delta_{\nu^3} + \nu') \]
\[ \times (\nu'' + \Delta_{\nu^3} + \nu') \left( \nu'' + \Delta_{\nu^3} + \nu' \right) \]

and hence 2 peaks are coincident at \( \nu'' = - (\Delta_{\nu^3} + \nu) = -\nu \) at resonance and the other 2 occur at \( \nu'' = -\Delta_{\nu^3} = 0 \) and \( \nu'' = - (\Delta_{\nu^3} + \nu) = -\nu \).

I.e. 2 peaks are at

\[ \nu_1' = \frac{1}{4\nu} \frac{G^2}{(Y_5 - Y_{s2})^2} (Y_5 - Y_{s2}) \]

and the 2 others are at

\[ \nu_2' = 0 \]

\[ \nu_5' = -\frac{1}{4\Delta_{\nu^3}} (Y_5 - Y_{s2}) \frac{G^2}{(Y_5 - Y_{s2})^2} \]

The 2 coincident peaks have widths \( |w_1| \) and \( |w_2| \)

i.e. \[ Y_{s2} \left( 1 - \frac{1}{4\nu} \frac{G^2}{(Y_5 - Y_{s2})^2} \right) \quad \text{and} \quad (Y_5 - \frac{1}{4\nu} \frac{G^2}{(Y_5 - Y_{s2})^2} (2Y_5 - Y_{s2})) \]

and so the total width is

\[ \Delta_1 = (Y_{s2} + Y_5) - \left( \frac{G^2}{4\nu (Y_5 - Y_{s2})^2} \right) Y_5 \]

The other 2 peaks have widths

\[ \Delta_2 = Y_{s2} + Y_5 \quad \text{and} \quad \Delta_5 = |w_1| = \frac{1}{2} \left\{ (Y_{s2} + Y_5) + Y_5 \left( \frac{G^2}{4\nu (Y_5 - Y_{s2})^2} \right) \right\} \]
I.E. side peaks are asymmetrically spaced, the left-hand one being both further from the central peak and narrower in width than the right-hand one. The central peak is the widest.

When \( G^* = 0 \) (spontaneous emission) all peaks coincide at \( \nu^* = 0 \) and

\[
\begin{align*}
S_1 &= -\nu (\gamma_{s2} + \gamma_c) \\
S_2 &= -\gamma_{s2} \\
S_3 &= -\gamma_c
\end{align*}
\]

\[
J(s) = (s + (\gamma_{s2} + \gamma_c))(s + \nu_1(\gamma_{s2} + \gamma_c))(s + \gamma_{s2})(s + \gamma_c)
\]

\[
\tilde{E}(\nu^*) = \frac{2 \left\{ (\gamma_{s2} + \gamma_c)^2 - \nu^* \nu (\gamma_{s2} + \gamma_c) \right\}}{\left\{ (\gamma_{s2} + \gamma_c)^2 + \nu^* \nu (\gamma_{s2} + \gamma_c) \right\}}
\]

The width of the central peak is now

\[
\frac{1}{2} (\gamma_{s2} + \gamma_c) + \frac{1}{2} (\gamma_{s2} + \gamma_c)
\]

\[
= \frac{1}{2} (\gamma_{s2} + \gamma_c) + \frac{1}{2} \Delta^2
\]

\hspace{1cm} (6.110)

Fig. 6.B.7

According to Zerrik this emission is negligible. In fact

\[
\tilde{E}(\nu^*) = \frac{2}{\gamma_{s2} \gamma_c (\gamma_{s2} + \gamma_c)}
\]

\hspace{1cm} (6.111)

which is in reality very small, as was to be expected.
If \( G_s^2 \gg \frac{\lambda}{4} (\gamma_s - \bar{\gamma}_s)^2 \), i.e. the strong field limit, then to zeroth order in \( \frac{\lambda}{4} (\gamma_s - \bar{\gamma}_s)^2 / G_s^2 \), we have

\[
\alpha^2 + \beta^2 = \frac{(G_s)^2/4}{\lambda} \frac{\lambda}{4} (\gamma_s - \bar{\gamma}_s) + \frac{\lambda}{8} (G_s) \frac{\lambda}{4} (\gamma_s - \bar{\gamma}_s)
\]

\[
= \frac{\lambda}{8} (G_s)^2 \left[ 1 + \frac{\lambda}{4} (\gamma_s - \bar{\gamma}_s) \right]
\]

\[
(G+\beta)^2 = 2 G_s \left\{ \frac{1 + \frac{\lambda}{8} (\gamma_s - \bar{\gamma}_s)}{2} \right\}
\]

where we have taken \((-1)^3 = -1\), i.e. the cube root of \((-1)\) to be real.

According to Zernike, for very intense fields spontaneous decay from 3P to 2S may be neglected showing that \( \gamma_{3,3} \) is very small in comparison with \( G_s \), so that we shall consider \( (\gamma_{3,3} / G_s) \) to 1st order only.

\[
\alpha = \frac{\gamma_{3,3} G_s^2}{2} \left\{ 1 + \frac{\lambda}{8} (\gamma_s - \bar{\gamma}_s) \right\} \left\{ \frac{1}{2} G_s \left[ 1 + \frac{\lambda}{8} (\gamma_s - \bar{\gamma}_s) \right] \right\}^{1/2}
\]

\[
\beta = \frac{\gamma_{3,3} G_s^2}{2} \left\{ 1 + \frac{\lambda}{8} (\gamma_s - \bar{\gamma}_s) \right\} \left\{ \frac{1}{2} G_s \left[ 1 + \frac{\lambda}{8} (\gamma_s - \bar{\gamma}_s) \right] \right\}^{1/2}
\]

\[
\alpha \cdot \beta = \frac{3}{4} \gamma_{3,3}
\]

\[
\alpha - \beta = \frac{3}{4} G_s
\]

[If we were to have kept \( (\gamma_{3,3} / G_s) \) to 2nd order, then]

\[
\alpha = \frac{\gamma_{3,3} G_s^2}{2} \left\{ 1 + \frac{3}{4} \gamma_{3,3} G_s + \frac{3}{8} \gamma_{3,3} G_s^2 \right\}
\]

\[
\beta = -\frac{\gamma_{3,3} G_s^2}{2} \left\{ 1 - \frac{3}{4} \gamma_{3,3} G_s + \frac{3}{8} \gamma_{3,3} G_s^2 \right\}
\]
\[ \lambda + \beta = \frac{1}{2} \phi_s \]  

\[ \lambda - \beta = 2 \lambda (C_5 \{ 1 + \frac{3}{5} \phi_s \phi_s^* S_2 \}) \]  

\[ s_1 = u + i v = \gamma_2 \phi_s - \gamma_2 (\gamma_{s_2} - \gamma_s) - \frac{1}{2} (\gamma_{s_2} + \gamma_s) \]  

\[ s_2 = w + ix = \frac{1}{2} \left\{ \left[ \text{eq} \right] \left[ \frac{1}{2} (\gamma_{s_2} + \gamma_s) \right] - i C_5 \right\} - \frac{1}{2} \left\{ \left[ \text{eq} \right] \left[ \frac{1}{2} (\gamma_{s_3} + 2(\gamma_{s_2} + \gamma_s)) \right] - i C_5 \right\} \]  

\[ s_3 = y + iz = \frac{1}{2} \left\{ \left[ \text{eq} \right] \left[ \frac{1}{2} (\gamma_{s_2} + \gamma_s) \right] + i C_5 \right\} - \frac{1}{2} \left\{ \left[ \text{eq} \right] \left[ \frac{1}{2} (\gamma_{s_3} + 2(\gamma_{s_2} + \gamma_s)) + i C_5 \right] \right\} \]  

\[ u = -\gamma_2 (\gamma_{s_2} + \gamma_s) \]  

\[ w = \frac{1}{2} (\gamma_{s_3} + 2(\gamma_{s_2} + \gamma_s)) \]  

\[ x = -z + C_5 \]  

Now \[ J(z) = (s + (\gamma_{s_2} + \gamma_s)) e^{ik} \]  

\[ J(-i(v - \omega)) = -\left\{ \left[ \text{eq} \right] \left[ \frac{1}{2} (\gamma_{s_2} + \gamma_s) \right] - i \left( v - \omega \right) \right\} \left( s_1 + i \left( v - \omega \right) \right) \]  

\[ x \left\{ -\gamma_4 (\gamma_{s_2} + 2(\gamma_{s_2} + \gamma_s)) + i \left( v - \omega - C_5 \right) \right\} \]  

\[ J(-i(v' + \Delta_{s_2})) = -\left\{ \left[ \text{eq} \right] \left[ \frac{1}{2} (\gamma_{s_3} + \gamma_s) \right] - i \left( v' + \Delta_{s_2} \right) \right\} \]  

\[ x \left\{ -\gamma_4 (\gamma_{s_3} + 2(\gamma_{s_3} + \gamma_s)) + i \left( v' + \Delta_{s_2} + C_5 \right) \right\} \]  

\[ x \left\{ -\gamma_4 (\gamma_{s_3} + 2(\gamma_{s_3} + \gamma_s)) + i \left( v' + \Delta_{s_2} - C_5 \right) \right\} \]  

Thus the 2 of the peaks are coincident at \( v'' = -\Delta_{s_3} \) of widths \( (\gamma_{s_2} + \gamma_s) \) and \( \gamma_2 (\gamma_{s_2} + \gamma_s) \) and the remaining are at...
\[
\mathcal{V}'' = - (\Delta_{zR} - C_{z}) \quad \mathcal{V}' = -(\Delta_{zR} + C_{z}) \quad \text{each of width}
\]
\[
\Delta = \frac{1}{2} (\chi_z + 2 (\chi_{z3} + \chi_{z5}))
\]
where of course \( \Delta_{zR} = 0 \) as we are considering resonance.

\[
\text{The expression for } \tilde{e}_{33}(\nu') \text{ is}
\]
\[
\tilde{e}_{33}(\nu') = 2 \left[ \frac{\nu_s (\nu + \nu'') \left[ \nu_s (\nu + \nu'') \right] - \nu''^2 (\nu_s + \nu')^2 \nu''^2 (\nu_s - \nu'')}{\nu_s (\nu + \nu'') + \nu''^2 (\nu_s + \nu')^2 \nu''^2 (\nu_s - \nu'')} \right]
\]
\[
\text{N.B. Kautz and Sobelman also obtain three peaks in the case } G^2 > \frac{(\chi_z - \chi_{z3})}{4}
\]
but in their case all peaks have equal width. They are, however, equally spaced about the central peak as ours are also. They say that for discernable splitting, comparatively strong saturation is required, i.e. \( G^2 \gg \frac{\chi_z}{\chi_{z3}} \).

\textbf{C. Discussion}

The triplet nature of the \( 5 \rightarrow 3 \), i.e. \( 3F \) to \( 2S \), decay for resonance and for strong, or even not so strong, fields is owing to the field splitting of level 5 (3F) explained in the previous chapter. The
separation of the side peaks is small for weak fields so that the
effect is not noticeable and probably only the central peak is seen.
In fact, this transition is only important for strong fields and the
spontaneous decay has been shown to be negligible. For non-resonance
we have seen that a 4th peak is discernable though it may be possible
that in the limit of a strong field this may reduce to 3 peaks.

In the case of the $5 \rightarrow 1$, i.e. $3F \rightarrow 1S$ decay, when resonance
conditions apply a single line is seen and the splitting is only
noticeable for the non-resonance case. In the latter case 2 peaks are
always seen, regardless of the field strength, and these are always
symmetric about $\nu^* - \nu_2 \Delta_{\omega_5}$. Both peaks are generally shifted
towards low frequency except in the case of spontaneous decay when no
field is applied when, naturally, the peak of width $\nu_2 \gamma_5$, corresponding
to the resonant transition $5 \rightarrow 1$, occurs at $\nu^* = 0$. The splitting
is field dependent and is largest for strong fields. The absence of a
3rd peak is owing to the fact that we consider the non-resonance
situation and the 2 peaks owe their origin to the field splitting of
level $5$ ($3F$).

The spectral profiles calculated in this chapter represent emission
only since in both cases the atom was assumed to be in state $|5>$ at
time $t' = 0$ (the initial time). Hence only single transitions can be
considered and in this method one cannot assume the atom to be initially
in level 3 without obtaining zero spectral profiles.

We have, in fact, not assumed any conditions with respect to the
magnitudes of the relative decay rates, only their magnitudes with respect
to the size of the field so that we have removed the restrictions of Zernik's
paper that $\gamma_{35} = 0$ and Pautian and Sobelman's paper, that $\gamma_{35} >> \gamma_{55}$,
though in the case of large fields in Section (b) we assumed $(\gamma_{35}/\gamma_5)^2$
negligible and for weak fields $\left(\gamma_{35}/(\gamma_5 - \gamma_{55})\right)^2$ to be small.
If $t^* = 0$ equations (6.4.26) and (6.4.27) become

$$
\begin{align*}
\mathbf{f}^1(s) &= i\lambda e_{\omega_k} \dot{\mathbf{y}}(s) + x(t) e^{-st} \\
\mathbf{f}^2(s) &= 0
\end{align*}
$$

end (6.4.26) and (6.4.27) become

$$
\begin{align*}
\frac{x(s)}{F(s)} &= \frac{\lambda e_{\omega_k}}{F(s)} e^{-st} \\
\frac{y(s)}{F(s)} &= 0
\end{align*}
$$

where

$$
\begin{align*}
\dot{x}(s) &= \mathbf{R}_{s_1} (s-i\omega_k) \\
\dot{y}(s) &= \mathbf{G}_{s_1} (s)
\end{align*}
$$

Hence

$$
\begin{align*}
\dot{t}(s) &= \frac{i\lambda e_{\omega_k}}{F(s)} e^{-st} \\
\dot{\tau}(s) &= \frac{\lambda e_{\omega_k}}{F(s)} e^{-st}
\end{align*}
$$

(6.4.2)

$$
\begin{align*}
\mathbf{R}_{s_1} (s-i\omega_k) &= \frac{i\lambda e_{\omega_k}}{F(s)} e^{-st} \mathbf{R}_{s_1} (s-i\omega_k) + \frac{\lambda e_{\omega_k}}{F(s)} \mathbf{R}_{s_1} (s)
\end{align*}
$$

Hence

$$
\begin{align*}
\dot{g}_{s_1} (\nu) &= 2 \text{Re} \left\{ \frac{\dot{\psi}_{s_1, s_1} (-\iota \nu)}{\sqrt{s_1}} + \frac{\dot{\psi}_{s_1, s_1} (-\iota \nu)}{\sqrt{s_1}} \right\} \\
&= 2 \sqrt{s_1} \text{Re} \dot{\psi}_{s_1, s_1} (-\iota \nu) + 2 \sqrt{s_1} \dot{\psi}_{s_1, s_1} (-\iota \nu)
\end{align*}
$$

(6.4.3)

where

$$
\begin{align*}
\sqrt{s_1} &= \left( \frac{s_1}{s_1} \right)^{1/2} \\
\sqrt{s_1} &= \left( \frac{s_1}{s_1} \right)^{1/2} e^{-\iota \lambda t} \\
\dot{\psi}_{s_1, s_1} (\iota \nu) &= \left( \frac{\psi_{s_1, s_1} (\iota \nu)}{F(\iota \nu)} \right) \\
\dot{\psi}_{s_1, s_1} (\iota \nu) &= \left( \frac{\psi_{s_1, s_1} (\iota \nu)}{F(\iota \nu)} \right)
\end{align*}
$$

In order to find $\dot{g}_{s_1} (\nu)$ explicitly therefore values of $\sqrt{s_1}$ and $\sqrt{s_1}$ must be found and these are also required for the calculation of $\dot{g}_{s_1} (\nu)$ since
\[ e_{53} = 2 \Re \left\{ \hat{\psi}_{5,53} (\nu) \rho_{53} + \hat{\psi}_{5,53}^{*} (\nu) \rho_{53}^{*} \right\} \]

\[ = 2 \Re \left\{ \hat{\psi}_{5,53} (-\nu) \rho_{53} + \hat{\psi}_{5,53}^{*} (-\nu) \rho_{53}^{*} \right\} \]

where

\[ \hat{\psi}_{5,53} (\nu) = \frac{i \lambda F_{53} \left( \xi_{5} + (\nu - \omega), \eta \right)}{f_{5} / (\nu + \omega)} \]  

and

\[ \hat{\psi}_{5,53}^{*} (-\nu) = \frac{e^{i \lambda F_{53} \left( \xi_{5} - (\nu - \omega), \eta \right)}}{f_{5} / (\nu - \omega)} \]

From equation (6.5.56)

\[ \hat{\beta}_{s} (s) = -i \frac{\lambda F_{53}}{f_{s}(s)} \hat{\beta}_{s} (s) \quad \hat{\alpha}_{s} (s) + \frac{2 \Re \left\{ \hat{\psi}_{s,53} \right\}}{f_{s} / (s)} e^{-s t} \]

where

\[ f_{s}(s) = e^{-\gamma_{2}(\xi_{s}, \nu_{s}) - i \lambda F_{53}} \]

\[ \hat{\beta}_{s}^{\pi}(\pi) = -i \frac{\lambda F_{53}}{f_{s}(\pi)} \hat{\beta}_{s}^{\pi}(\pi) + i \frac{\lambda F_{53}}{f_{s}(\pi)} \frac{\hat{\beta}_{s}^{\pi}(\pi)}{f_{s}(s)} + \frac{1}{f_{s}(s)} e^{-s t} \hat{\beta}_{s}^{\pi}(s) e^{-s t} \]

\[ \hat{\beta}_{s}^{\pi}(s) = -i \frac{\lambda F_{53}}{f_{s}(s)} \hat{\beta}_{s}^{\pi}(s) + i \frac{\lambda F_{53}}{f_{s}(s)} \frac{\hat{\beta}_{s}^{\pi}(s)}{f_{s}(s)} + \frac{1}{f_{s}(s)} e^{-s t} \hat{\beta}_{s}^{\pi}(s) e^{-s t} \]

\[ \hat{\beta}_{s}^{\pi}(\pi) = e^{i \lambda F_{53}} \left\{ \frac{-i \lambda F_{53}}{f_{s}(\pi)} \hat{\beta}_{s}^{\pi}(\pi) + \frac{i \lambda F_{53}}{f_{s}(\pi)} \hat{\beta}_{s}^{\pi}(\pi) \right\} \]

Hence

\[ \hat{\beta}_{s}^{\pi}(\nu) = 2 \hat{\beta}_{s}^{\pi} \Re \left\{ \hat{\psi}_{s,53} (\nu) \rho_{53} \right\} + 2 \Re \left\{ \frac{i \lambda F_{53}}{f_{s}(\nu + \omega) - i(2 \Delta - \omega)} \left( \hat{\beta}_{s}^{\pi} \rho_{53} \hat{\psi}_{s,53} (\nu) \right) \right\} \]

and

\[ \hat{\beta}_{s}^{\pi}(\nu) = 2 \hat{\beta}_{s}^{\pi} \Re \left\{ \hat{\psi}_{5,53} (\nu) \rho_{53} \right\} + 2 \Re \left\{ \frac{i \lambda F_{53}}{f_{s}(\nu + \omega) - i(2 \Delta - \omega)} \left( \hat{\beta}_{s}^{\pi} \rho_{53} \hat{\psi}_{5,53} (\nu) \right) \right\} \]
give the spectral profiles for the scattered light for the relevant transitions and would give the overall effect of all possible transitions as in the previous chapter.
We shall consider a 3-level atom with ground level 1, and two excited levels, 2 and 3, as indicated below:

\[
\begin{bmatrix}
\omega_3 \\
\omega_2 \\
\omega_1 \\
\end{bmatrix}
\]

where we define the frequency separations as follows:

\[
\begin{align*}
\omega_3 &= \epsilon_3 - \epsilon_2 = \epsilon_{32} \\
\omega_2 &= \epsilon_2 - \epsilon_1 = \epsilon_{21} \\
\omega_1 &= \epsilon_1 - \epsilon_2 = \epsilon_{12}
\end{align*}
\]

A. Equations of motion

Since we wish now to consider the case when levels 3 and 2 may be overlapping it is necessary to re-derive the Heisenberg equations of motion since those of Chapter IV refer only to the case when there is no overlapping.

We recall that for a 3-level atom, the Hamiltonian in the dipole and rotating-wave approximations for an atom at the origin of coordinates is, according to equation (4A.3)

\[
H = \hbar \sum_{i=1}^{3} \epsilon_i p_{ix} + \hbar \sum_{i=1}^{3} \omega_i q_{ix} q_{ix} - \hbar \sum_{i=1}^{3} \sum_{j=1}^{3} q_{ix} q_{ix} (V_{ij} q_{ix} q_{ij} + q_{ij} q_{ij} p_{ix})
\]  

or, more fundamentally, before RWA is assumed, according to equation (4A.1)

\[
H = \hbar \sum_{i=1}^{3} \epsilon_i p_{ix} + \frac{1}{8\pi} \int (\mathbf{E}(t)^2 + \mathbf{B}(t)^2) \, dt - \mathcal{E} \sum_{i=1}^{3} \sum_{j=1}^{3} \mathcal{F} (p_{ix}^2 + p_{iy}^2)
\]
Hence, from equation (4.A.4)
\[ q_{11}(t) = -i\omega_1 q_{11}(0) + \sum_{n=1}^{n} \sum_{s=1}^{n} \frac{\partial}{\partial t} \left[ \sum_{i=1}^{n} C_{1i}^{(n)} \right] \]
with formal solution, according to equation (4.A.7)
\[ q_{11}(t) = a_{11}(t) e^{-i\omega_1 t} + \sum_{n=1}^{n} \sum_{s=1}^{n} \frac{\partial}{\partial t} \left[ \sum_{i=1}^{n} C_{1i}^{(n)} \right] \]

The other equations of motion are, from equations (4.A.5), (4.A.6),

for \( m \leq n \)
\[ f_{mn}(t) = \langle \xi_{mn} | \mathcal{P}_{mn}(t) | \xi_{mn} \rangle = \sum_{i=1}^{n} \sum_{s=1}^{n} \frac{\partial}{\partial t} \left[ \sum_{i=1}^{n} C_{1i}^{(n)} \right] \]
\[ = P_{mn}^+(t) \]

and
\[ P_{mn}(t) = -i \sum_{i=1}^{n} \sum_{s=1}^{n} \frac{\partial}{\partial t} \left[ \sum_{i=1}^{n} C_{1i}^{(n)} \right] \]

Thus the 9 transition operator equations of motion are:
\[ \dot{P}_{11}(t) = -i \sum_{k=2}^{3} \left\{ D_{1k}^H \{ \sum_{j=1}^{n} C_{1j}^{(n)} \} + i \sum_{j=1}^{n} C_{1j}^{(n)} \right\} \]
\[ \dot{P}_{12}(t) = \sum_{k=2}^{3} \left\{ D_{2k}^H \{ \sum_{j=1}^{n} C_{1j}^{(n)} \} + i \sum_{j=1}^{n} C_{1j}^{(n)} \right\} \]
\[ \dot{P}_{13}(t) = \sum_{k=2}^{3} \left\{ D_{3k}^H \{ \sum_{j=1}^{n} C_{1j}^{(n)} \} + i \sum_{j=1}^{n} C_{1j}^{(n)} \right\} \]
\[ \dot{P}_{22}(t) = \sum_{k=2}^{3} \left\{ D_{2k}^H \{ \sum_{j=1}^{n} C_{1j}^{(n)} \} + i \sum_{j=1}^{n} C_{1j}^{(n)} \right\} \]
\[ \dot{P}_{23}(t) = \sum_{k=2}^{3} \left\{ D_{3k}^H \{ \sum_{j=1}^{n} C_{1j}^{(n)} \} + i \sum_{j=1}^{n} C_{1j}^{(n)} \right\} \]
\[ \dot{P}_{33}(t) = \sum_{k=2}^{3} \left\{ D_{3k}^H \{ \sum_{j=1}^{n} C_{1j}^{(n)} \} + i \sum_{j=1}^{n} C_{1j}^{(n)} \right\} \]
\[ \dot{f}_{12}(t) = -i\omega \rho_{12}(t) + \sum_{\alpha, \beta} \left( \sum_{\gamma, \delta} \left( \sum_{\epsilon, \zeta} \rho_{\gamma\delta, \epsilon\zeta}(t) \right) g_{\epsilon\zeta, \delta\gamma}(t) \right) \]

\[ \dot{f}_{23}(t) = -i\omega \rho_{23}(t) + \sum_{\alpha, \beta} \left( \sum_{\gamma, \delta} \left( \sum_{\epsilon, \zeta} \rho_{\gamma\delta, \epsilon\zeta}(t) \right) g_{\epsilon\zeta, \delta\gamma}(t) \right) \]

\[ \dot{f}_{13}(t) = \dot{f}_{12}^+(t) \]

\[ \dot{f}_{21}(t) = \dot{f}_{23}^+(t) \]

\[ \dot{f}_{31}(t) = \dot{f}_{13}^+(t) \]

\[ \dot{f}_{32}(t) = \dot{f}_{23}^+(t) \]

Considering equation (7.A.7) and substituting for \( a_{1\gamma}(t) \), \( a_{1\gamma}^+(t) \)

\[ \dot{f}_{11}(t) = -i \sum_{\gamma, \delta} \left( \sum_{\epsilon, \zeta} \rho_{\gamma\delta, \epsilon\zeta}(t) \right) g_{\epsilon\zeta, \delta\gamma}(t) e^{-i\omega t} + \sum_{\gamma, \delta} \left( \sum_{\epsilon, \zeta} \rho_{\gamma\delta, \epsilon\zeta}(t) \right) g_{\epsilon\zeta, \delta\gamma}(t) e^{-i\omega t} - i \sum_{\gamma, \delta} \left( \sum_{\epsilon, \zeta} \rho_{\gamma\delta, \epsilon\zeta}(t) \right) g_{\epsilon\zeta, \delta\gamma}(t) e^{-i\omega t} \]

Let \( V \to \infty \)

\[ \dot{f}_{11}(t) = -i \sum_{\gamma, \delta} \left( \sum_{\epsilon, \zeta} \rho_{\gamma\delta, \epsilon\zeta}(t) \right) g_{\epsilon\zeta, \delta\gamma}(t) e^{-i\omega t} + i \sum_{\gamma, \delta} \left( \sum_{\epsilon, \zeta} \rho_{\gamma\delta, \epsilon\zeta}(t) \right) g_{\epsilon\zeta, \delta\gamma}(t) e^{-i\omega t} - i \sum_{\gamma, \delta} \left( \sum_{\epsilon, \zeta} \rho_{\gamma\delta, \epsilon\zeta}(t) \right) g_{\epsilon\zeta, \delta\gamma}(t) e^{-i\omega t} \]

Now

\[ \sum_{\gamma, \delta} \left( \sum_{\epsilon, \zeta} \rho_{\gamma\delta, \epsilon\zeta}(t) \right) g_{\epsilon\zeta, \delta\gamma}(t) e^{-i\omega t} \]

Since we wish to include the possibility of levels 3 and 2 overlapping, we shall include integration over frequencies common to photon transitions between levels 3 and 1 and 2 and 1 and vice versa, as in Chapter III.
Now
\[ \sum_{\eta} q_{\eta} \int d\omega \omega^2 \int d\omega' e^{-i(\omega' - \omega)\chi(t')} P_{22}(\omega) \]
\[ + \sum_{\eta} \int d\omega' \int d\omega'' \int d\omega''' e^{-i(\omega'' - \omega')\chi(t')} P_{22}(\omega) \]
\[ + \sum_{\eta} \int d\omega' \int d\omega'' e^{-i(\omega'' - \omega)\chi(t')} P_{22}(\omega) \]
\[ + \sum_{\eta} \int d\omega' e^{-i\omega'\chi(t')} P_{22}(\omega) \]  
(7.A.19)

Since there are no frequencies common to photon transitions between levels 3 and 2 and 2 and 1 or 3 and 2 and 3 and 1, the third and sixth terms go out on taking the limit \( V \)

\[ \text{LHS} = \frac{2}{3\pi c^3} \int d\omega \omega^2 \int d\omega' e^{-i(\omega' - \omega)\chi(t')} P_{22}(\omega) \]
\[ + \frac{2}{3\pi c^3} \int d\omega' \int d\omega'' e^{-i(\omega'' - \omega')\chi(t')} P_{22}(\omega) \]
\[ + \frac{2}{3\pi c^3} \int d\omega' e^{-i\omega'\chi(t')} P_{22}(\omega) \]  
(7.A.20)

since \( P_{n} (\omega) \leq P_{n} (\omega) e^{-\xi(n - 1)} \), where \( n > m \) also, as shown in earlier chapters.

\[ \text{LHS} = \frac{1}{2} \chi_{21} - (\chi_{21} - \chi_{21}) P_{22}(\omega) + (\chi_{21} - \chi_{21}) P_{22}(\omega) + (\chi_{21} - \chi_{21}) P_{22}(\omega) \]
\[ + (\chi_{21} - \chi_{21}) P_{22}(\omega) \]  
(7.A.21)

Hence using this and its h.c. in (7.A.17), we obtain
Using a similar procedure for the remaining nine equations and assuming that no dipole transitions occur between levels \(3\) and \(2\) (as in the case when levels \(3\) and \(2\) have the same \(\lambda\) value. This situation occurs when they have resulted from the Zeeman splitting of an excited level into two components as the result of the application of a magnetic field) so that

\[
\gamma = \gamma_{32} = \gamma_{23} = \gamma_{32} = 0,
\]

we obtain:

\[
\tilde{f}_{11}(t) = -i \sum_{j=2}^{\infty} \left[ \partial_{j} (\langle j | \psi \rangle \langle \psi | j \rangle) \right] + \left[ \frac{1}{\hbar} (\langle j | \psi \rangle \langle \psi | j \rangle) \right] \\
+ \left[ \sum_{j=2}^{\infty} \left\{ \gamma_{j} (\Gamma_{j} + i \Gamma_{j}) - i (\Gamma_{j} + \Gamma_{j}) \right\} \right] \\
+ \left[ \sum_{j=2}^{\infty} \left\{ \gamma_{j} (\Gamma_{j} + i \Gamma_{j}) - i (\Gamma_{j} + \Gamma_{j}) \right\} \right]
\]

\[\text{(7.3.22)}\]

\[
\tilde{f}_{11}(t) = -i \sum_{j=2}^{\infty} \left[ \partial_{j} (\langle j | \psi \rangle \langle \psi | j \rangle) \right] + \left[ \frac{1}{\hbar} (\langle j | \psi \rangle \langle \psi | j \rangle) \right] \\
+ \left[ \sum_{j=2}^{\infty} \left\{ \gamma_{j} (\Gamma_{j} + i \Gamma_{j}) - i (\Gamma_{j} + \Gamma_{j}) \right\} \right] \\
+ \left[ \sum_{j=2}^{\infty} \left\{ \gamma_{j} (\Gamma_{j} + i \Gamma_{j}) - i (\Gamma_{j} + \Gamma_{j}) \right\} \right]
\]

\[\text{(7.3.23)}\]
\[ \dot{P}_{23}(t) = \frac{1}{2} \left( P_{23}(t) \psi_{23}(t) - \psi_{23}(t) P_{23}(t) \right) + \frac{1}{2} \left[ (\Delta + \gamma \omega) P_{23}(t) \right] \]

\[ \dot{P}_{21}(t) = -\frac{1}{2} \left( \dot{P}_{21}(t) \psi_{21}(t) - \psi_{21}(t) P_{21}(t) \right) + \frac{1}{2} \left[ (\Delta - \gamma \omega) P_{21}(t) \right] \]

\[ \dot{P}_{13}(t) = -\frac{1}{2} \left( \dot{P}_{13}(t) \psi_{13}(t) - \psi_{13}(t) P_{13}(t) \right) + \frac{1}{2} \left[ (\Delta + \gamma \omega) P_{13}(t) \right] \]

\[ \dot{P}_{32}(t) = -\frac{1}{2} \left( \dot{P}_{32}(t) \psi_{32}(t) - \psi_{32}(t) P_{32}(t) \right) + \frac{1}{2} \left[ (\Delta - \gamma \omega) P_{32}(t) \right] \]

where

\[ \gamma = \frac{\hbar}{\text{RC}} \]
\[ \Delta = \frac{\hbar}{2} \text{RC} \]
\[ \Omega = \frac{\hbar}{\text{RC}} \text{P} \]

\[ \dot{P}_{mn} = \frac{\hbar}{\text{RC}} \text{E}^{(m)} \text{E}^{(n)} \]

N.B. \( P \) indicates principal part.

[The transitions 2 \( \rightarrow \) 1 and 3 \( \rightarrow \) 1 are \( \sigma \) components of a Zeeman triplet when \( \Delta m = \pm 1 \) and \( \pi \) components when \( \Delta m = 0 \).]

Method (i)

We shall now consider the case when a driving field of arbitrary strength, \( \text{E}_{\text{d}}(t) \), couples levels 3 and 1. Then

\[ H_{\text{d}}(t) = -\frac{\hbar}{2} \left\{ \text{P}_{31}(t) \lambda_{31} \text{E}_{\text{d}}(t) + \lambda_{31} \text{E}_{\text{d}}(t) \text{P}_{31}(t) \right\} \]

where

\[ \lambda_{31} = \frac{\text{P}_{31} \text{E}_{\text{d}}}{\hbar} \]

\[ \text{E}_{\text{d}}(t) \cdot \text{E}_{\text{d}}(t) \]

\[ \text{E}_{\text{d}}(t) \cdot \lambda_{31} \text{E}_{\text{d}}(t) \text{P}_{31}(t) \]
and hence
\[
\mathbf{\dot{P}_{11}}(t) = -i \left( P_{20} q_{1,0} + \lambda_{i_1} \mathbf{E}_0 q_{1,0} \right) + i \left( q_{10}^* P_{20} + \lambda_{i_1} \mathbf{E}_0^* P_{20} \right) + \lambda_{i_2} \mathbf{E}_0^* P_{20}
\]

\[
\mathbf{\dot{P}_{22}}(t) = i \left( P_{11} q_{1,1} + \lambda_{i_2} \mathbf{E}_0 q_{1,1} \right) - i \left( q_{11}^* P_{11} + \lambda_{i_2} \mathbf{E}_0^* P_{11} \right) + \lambda_{i_3} \mathbf{E}_0^* P_{11}
\]

\[
\mathbf{\dot{P}_{33}}(t) = i \left( P_{10} q_{1,0} + \lambda_{i_1} \mathbf{E}_0 q_{1,0} \right) - i \left( q_{10}^* P_{10} + \lambda_{i_1} \mathbf{E}_0^* P_{10} \right) + \lambda_{i_2} \mathbf{E}_0^* P_{10}
\]

Thus the new equations of motion are

\[
\mathbf{\dot{P}_{11}}(t) = -i \left( P_{20} q_{1,0} + \lambda_{i_1} \mathbf{E}_0 q_{1,0} \right) + i \left( q_{10}^* P_{20} + \lambda_{i_1} \mathbf{E}_0^* P_{20} \right) + \lambda_{i_2} \mathbf{E}_0^* P_{20}
\]

\[
\mathbf{\dot{P}_{22}}(t) = i \left( P_{11} q_{1,1} + \lambda_{i_2} \mathbf{E}_0 q_{1,1} \right) - i \left( q_{11}^* P_{11} + \lambda_{i_2} \mathbf{E}_0^* P_{11} \right) + \lambda_{i_3} \mathbf{E}_0^* P_{11}
\]

\[
\mathbf{\dot{P}_{33}}(t) = i \left( P_{10} q_{1,0} + \lambda_{i_1} \mathbf{E}_0 q_{1,0} \right) - i \left( q_{10}^* P_{10} + \lambda_{i_1} \mathbf{E}_0^* P_{10} \right) + \lambda_{i_2} \mathbf{E}_0^* P_{10}
\]
\( i_{11}(t) + i_{22}(t) + i_{33}(t) = 0 \)  

(7.A.42a)

Multiplying equations (7.A.34) to (7.A.42) from left and right by \( \rho^{(n)} \) and taking \( \Gamma_n \), we obtain the reduced density matrix equations:

\[
\rho_{11}^{(n+1)} = -i \left( \lambda_n \epsilon + \lambda_n \xi \right) \rho_{12}^{(n)}
\]

(7.A.43)

\[
+ \lambda_n \left( \epsilon \rho_{12}^{(n)} + \epsilon \rho_{21}^{(n)} + \lambda_n \left( \xi \rho_{13}^{(n)} - \xi \rho_{31}^{(n)} \right) \right) - i \left( \lambda_n \xi + \lambda_n \epsilon \right) \rho_{22}^{(n)}
\]

(7.A.44)

\[
+ \lambda_n \left( \xi \rho_{32}^{(n)} + \xi \rho_{23}^{(n)} + \lambda_n \left( \epsilon \rho_{33}^{(n)} - \epsilon \rho_{13}^{(n)} \right) \right) \rho_{33}^{(n)}
\]

(7.A.45)

\[
\rho_{22}^{(n)} = 1 \rho_{22}^{(n)} + \lambda_n \left( \xi \rho_{23}^{(n)} - \lambda_n \epsilon \rho_{32}^{(n)} \right)
\]

(7.A.46)

\[
- \lambda_n \rho_{33}^{(n)} + \lambda_n \xi \rho_{33}^{(n)} - \lambda_n \rho_{33}^{(n)}
\]

(7.A.47)

\[
\rho_{33}^{(n)} = \left( \lambda_n \epsilon \rho_{22}^{(n)} - \lambda_n \xi \rho_{32}^{(n)} + \lambda_n \xi \rho_{33}^{(n)} - \lambda_n \epsilon \rho_{33}^{(n)} \right)
\]

(7.A.48)

\[
\rho_{12}^{(n+1)} = -i \left( \lambda_n \epsilon + \lambda_n \xi \right) \rho_{12}^{(n)}
\]

(7.A.49)

\[
+ \lambda_n \left( \epsilon \rho_{12}^{(n)} + \epsilon \rho_{21}^{(n)} + \lambda_n \left( \xi \rho_{13}^{(n)} - \xi \rho_{31}^{(n)} \right) \right) - i \left( \lambda_n \xi + \lambda_n \epsilon \right) \rho_{22}^{(n)}
\]

(7.A.50)

\[
+ \lambda_n \left( \xi \rho_{32}^{(n)} + \xi \rho_{23}^{(n)} + \lambda_n \left( \epsilon \rho_{33}^{(n)} - \epsilon \rho_{13}^{(n)} \right) \right) \rho_{33}^{(n)}
\]

(7.A.51)
The initial photon state is $|\omega_s\rangle$

$$q_{ii}\langle \omega_s\rangle = \frac{\langle \omega_s | \mathbf{P}_s \times \mathbf{A}_s | \omega_s \rangle}{\sqrt{\hbar \omega_s}}$$

and $q_{ii}\langle \omega_s\rangle = 0$ for all other $m$ and $n$ where $m > n$

$$\langle \omega_s | \mathbf{P}_s \times \mathbf{A}_s | \omega_s \rangle = \lambda_2 C_s \langle \omega_s \rangle \langle \omega_s \rangle$$

$$\langle \omega_s | \mathbf{P}_s \times \mathbf{A}_s | \omega_s \rangle = \lambda_2 C_s' \langle \omega_s \rangle \langle \omega_s \rangle$$

$$\langle \omega_s | \mathbf{P}_s \times \mathbf{A}_s | \omega_s \rangle = \lambda_2 C_s '' \langle \omega_s \rangle \langle \omega_s \rangle$$

$$\lambda_2 C_s^2 = q_{ii} \langle \omega_s \rangle \langle \omega_s \rangle$$

$$= \left( \frac{\lambda_2 \omega_s}{\hbar} \right) \langle \omega_s \rangle \langle \omega_s \rangle$$

(as opposed to $\lambda_2 C_s^2 = (\lambda_3 \varepsilon_{ob})^2$

$$= \left( \frac{\lambda_3 \varepsilon_{ob}}{\hbar} \right)^2$$

in method (1))

Thus, on multiplying the transition operator equations (7.A.34)-(42) by $\langle \omega_s | \mathbf{P}_s \times \mathbf{A}_s | \omega_s \rangle$ on left and right respectively and then multiplying on the right by $\rho / \tau_{\tau_s}$ and taking the $\tau_{\tau_s}$, we obtain reduced density matrix equations, similar to those of method (1), i.e., equations (7.A.43) - (51), when in the former equations we assume the oscillates harmonically at $\omega_0$ such that $\varepsilon_{ob}(\omega) \varepsilon_{ob} \varepsilon^{-i\omega t}$ where $\omega_0 = \omega$. (i.e., the assumption of oscillation at one frequency in method (1) is equivalent to the assumption in method (11) that only one mode of the e.m. field interacts with the atom.) For complete correspondence we require

$$\begin{align*}
\lambda_3 & \rightarrow \lambda_3 \\
\lambda_3 & \rightarrow \frac{V}{\sqrt{2\hbar \omega_0}} \varepsilon_{ob}
\end{align*}$$

(i.e., $\lambda_3$ becomes real for real dipole matrix elements.)
In equations (7.43) - (51) we shall now let

\[ \omega_1 - \Omega_{21} = \omega' \]
\[ \omega - \Omega_{13} = \omega' \]
\[ \omega_1 - \Omega_{13} + \Omega_{21} = \omega' \]
\[ \rho_1 \rightarrow \rho_1' \]
\[ \rho_2 \rightarrow \rho_2' \]
\[ \rho_3 \rightarrow \rho_3' \]
\[ \rho_4 \rightarrow \rho_4' \]

and, in order to simplify the equations still further, we shall ignore frequency shifts \( \Omega_{13}, \Omega_{21} \) and terms \( \Omega_{13}', \Omega_{21}' \) so that instead of \( \omega_1', \omega', \omega_1, \rho_1', \rho_1, \rho_2', \rho_2 \) we shall write \( \omega_1, \omega, \omega_1, \rho_1, \rho_2 \). We do this since we are not interested in these small frequency shifts but rather the effects of the driving field and separation of levels 3 and 2 on the resulting spectral profile for transitions between levels 3 and 1.

On making the above simplifications we can write equations (7.43)-(51) as follows, where we neglect the superscripts on \( \rho \)'s, indicating their reduced nature, for convenience:

\[ \dot{\rho}_1 = -i \lambda_1 \xi_{ab} (e^{-i \omega t} \rho_3 (t)) + i \lambda_1 \xi_{ab} (e^{i \omega t} \rho_4 (t)) \]
\[ + \gamma_1 \rho_1 (t) + \gamma_1 \rho_2 (t) + \gamma_1 (\Gamma_1 + \Gamma_1') \rho_1 (t) + \gamma_1 (\Gamma_1 + \Gamma_1') \rho_2 (t) \]

\[ \dot{\rho}_2 = -i \lambda_2 \xi_{ab} (e^{-i \omega t} \rho_2 (t)) - i \lambda_2 \xi_{ab} (e^{i \omega t} \rho_3 (t)) \]
\[ - \gamma_2 \rho_1 (t) - \gamma_2 \rho_2 (t) - \gamma_2 \Gamma_2 \rho_2 (t) \]

\[ \dot{\rho}_3 = i \lambda_3 \xi_{ab} (e^{-i \omega t} \rho_3 (t)) - i \lambda_3 \xi_{ab} (e^{i \omega t} \rho_4 (t)) \]
\[ - \gamma_3 \rho_1 (t) - \gamma_3 \rho_2 (t) - \gamma_3 \Gamma_3 \rho_3 (t) \]

\[ \dot{\rho}_4 = -i \lambda_4 \xi_{ab} (e^{-i \omega t} \rho_4 (t)) \]
\[ - \gamma_4 \rho_1 (t) - \gamma_4 \rho_2 (t) - \gamma_4 \Gamma_4 \rho_4 (t) \]

\[ \dot{\rho}_5 = (\gamma_5 \rho_1 + \omega_5) \rho_5 (t) - \gamma_5 \Gamma_5 \rho_5 (t) \]
\[
\dot{\rho}_{11} = -i \lambda_{13} \mathcal{E}_{cd} (e^{-i \omega t} \rho_{11} (t)) + i \lambda_{13} \mathcal{E}_{cd} (e^{-i \omega t} \rho_{11} (t))
\]
\[
- \gamma_2 \rho_{11} (t) - \gamma_2 \Gamma_{13} \rho_{13} (t)
\]
\[
\dot{\rho}_{12} = i \lambda_{13} \mathcal{E}_{cd} (e^{-i \omega t} \rho_{12} (t))
\]
\[
- \gamma_2 \left( \rho_{11} (t) + \gamma_2 \Gamma_{13} \rho_{13} (t) - \gamma_2 \Gamma_{13} \rho_{12} (t)
\]
\[
\dot{\rho}_{13} = i \lambda_{13} \mathcal{E}_{cd} (e^{-i \omega t} \rho_{13} (t))
\]
\[
- \gamma_2 \left( \rho_{11} (t) - \gamma_2 \Gamma_{13} \rho_{13} (t)
\]
\[
\dot{\rho}_{12} = i \lambda_{13} \mathcal{E}_{cd} (e^{-i \omega t} \rho_{12} (t))
\]
\[
- \gamma_2 \left( \rho_{11} (t) - \gamma_2 \Gamma_{13} \rho_{13} (t)
\]
\[
\dot{\rho}_{13} = i \lambda_{13} \mathcal{E}_{cd} (e^{-i \omega t} \rho_{13} (t))
\]
\[
- \gamma_2 \left( \rho_{11} (t) - \gamma_2 \Gamma_{13} \rho_{13} (t)
\]

\[\text{a) Total spectral correlation function for transitions between the uppermost level, } 3, \text{ and second level, } 2\]

In order to calculate the spectral correlation function for transitions between levels 3 and 1 we need to solve equations (7.3.2)-(10) for \( \rho_{31} (t) \). Thus, in order to obtain nine distinct functions of time, and to avoid having to deduce \( \rho_{31} (t) \) from \( \dot{\rho}_{31} (t) \), we multiply equations (7.3.2), (3), (4), (7), (10) by \( e^{-i \omega t} \) and (7.3.6), (8) by \( e^{-i \omega t} \). Hence we obtain the following equations where \( \lambda_{13} \); \( \lambda_{31} = \lambda \) and \( \mathcal{E}_{cd} \cdot \mathcal{E}_o = -i \lambda \mathcal{E}_o (e^{-i \omega t} \rho_{31} (t)) + i \lambda \mathcal{E}_o \rho_{31} (t) \)

\[
e^{-i \omega t} \rho_{31} (t) = -i \lambda \mathcal{E}_o (e^{-i \omega t} \rho_{31} (t)) + i \lambda \mathcal{E}_o \rho_{31} (t)
\]
\[
+ \gamma_1 (e^{-i \omega t} \rho_{32} (t)) + \gamma_1 (e^{-i \omega t} \rho_{33} (t)) + \gamma_2 (\Gamma_{31} + \Gamma_{32}) (e^{-i \omega t} \rho_{31} (t))
\]
\[
\dot{\rho}_{32} = \mathcal{E}_o (e^{-i \omega t} \rho_{32} (t)) - \gamma_2 \Gamma_{31} (e^{-i \omega t} \rho_{31} (t)) - \gamma_2 \Gamma_{32} (e^{-i \omega t} \rho_{32} (t))
\]
\[
\dot{\rho}_{33} = i \lambda \mathcal{E}_o (e^{-i \omega t} \rho_{33} (t)) - i \lambda \mathcal{E}_o \rho_{33} (t)
\]
\[
- \gamma_2 \Gamma_{31} (e^{-i \omega t} \rho_{31} (t)) - \gamma_2 \Gamma_{32} (e^{-i \omega t} \rho_{32} (t))
\]
\[ \dot{\rho}_{21}(t) = -i\lambda \rho_{0} (e^{-i\omega_{1}t}) \rho_{21}(t) \]
\[ = (\kappa_{h_{2}} e^{-i\omega_{2}t}) \rho_{21}(t) - \nu_2 \Gamma_{n} \rho_{21}(t) \]
\[ \dot{\rho}_{3}(t) = -i\lambda \rho_{0} (e^{-i\omega_{3}t}) \rho_{3}(t) + \nu_3 \rho_{3}(t) \]
\[ = (\kappa_{h_{3}} e^{-i\omega_{3}t}) \rho_{3}(t) - \nu_3 \Gamma_{n} \rho_{3}(t) \]
\[ \dot{\rho}_{22}(t) = i\lambda \rho_{0} (e^{-i\omega_{3}t}) \rho_{22}(t) \]
\[ = (\kappa_{h_{2}} e^{-i\omega_{2}t}) \rho_{22}(t) - \nu_2 \Gamma_{n} \rho_{22}(t) \]
\[ \dot{\rho}_{31}(t) = i\lambda \rho_{0} (e^{-i\omega_{3}t}) \rho_{31}(t) \]
\[ = (\kappa_{h_{3}} e^{-i\omega_{3}t}) \rho_{31}(t) - \nu_3 \Gamma_{n} \rho_{31}(t) \]
\[ \dot{\rho}_{23}(t) = -i\lambda \rho_{0} (e^{-i\omega_{3}t}) \rho_{23}(t) \]
\[ = (\kappa_{h_{2}} e^{-i\omega_{2}t}) \rho_{23}(t) - \nu_2 \Gamma_{n} \rho_{23}(t) \]

Let 
\[ a(t) = \rho_{0} e^{i\omega_{3}t} \]
\[ b(t) = \rho_{21} e^{i\omega_{3}t} \]
\[ c(t) = \rho_{3} e^{i\omega_{3}t} \]
\[ d(t) = \rho_{22} e^{i\omega_{3}t} \]
\[ e(t) = \rho_{31} e^{i\omega_{3}t} \]
\[ f(t) = \rho_{23} e^{i\omega_{3}t} \]
\[ g(t) = \rho_{31} e^{i\omega_{3}t} \]

Then, using equation (7.5.20), we can rewrite equations (7.5.11)-(19) as follows:

\[ \dot{\rho}_{21}(t) = \dot{a}(t) - \mu \omega_{2} a(t) \]
\[ \dot{\rho}_{3}(t) = \dot{b}(t) + \mu \omega_{2} b(t) \]
\[ \dot{\rho}_{22}(t) = \dot{c}(t) + \mu \omega_{2} c(t) \]
\[ \dot{\rho}_{31}(t) = \dot{d}(t) + \mu \omega_{2} d(t) \]
\[ \dot{\rho}_{23}(t) = \dot{e}(t) + \mu \omega_{2} e(t) \]
\[ \dot{\rho}_{32}(t) = \dot{f}(t) + \mu \omega_{2} f(t) \]

\[ \dot{\rho}_{31}(t) = \dot{g}(t) + \mu \omega_{2} g(t) \]
Taking Laplace transforms, for initial time $t' = 0$, we obtain:

\[
\begin{align*}
&\text{(7.3.22)} \quad \hat{b} + \hat{c} + \hat{d} = -\hat{x}_1 b - \hat{z}_1 c - \hat{z}_1 d, \\
&\text{(7.3.23)} \quad \hat{c} + \hat{d} = \hat{x}_1 - \hat{x}_3 c - \hat{x}_3 d, \\
&\text{(7.3.24)} \quad \hat{d} = \hat{x}_2 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.25)} \quad \hat{x}_1 = \hat{x}_2 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.26)} \quad \hat{x}_2 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.27)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.27)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.28)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.29)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.30)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.31)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.32)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.33)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.34)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c, \\
&\text{(7.3.35)} \quad \hat{x}_3 = \hat{x}_3 - \hat{x}_3 d - \hat{x}_3 c.
\end{align*}
\]
First we shall solve equations (7.33), (37), (38) for \( \hat{\rho}_{n}(s) \), \( \rho_{n}(s) \) and \( \hat{q}(s) \) in terms of \( \hat{\alpha}(s) \), \( \hat{\beta}(s) \), \( \hat{\gamma}(s) \). In this way we obtain:

\[
\hat{q}(s) = -\frac{\gamma_{2}^{2}}{\gamma_{1}^{2}} \frac{\mu E_{c}^{*} - \frac{1}{H_{1}}}{H_{1}} \hat{\rho}_{n}(s) + \left( \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \right) b_{s} + \left( \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \right) c_{s} + \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \frac{\alpha_{r}^{*}}{H_{1}} \hat{\rho}_{n}(s) + \gamma_{2} \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \frac{\alpha_{r}^{*}}{H_{1}} \hat{\rho}_{n}(s) + \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \frac{\alpha_{r}^{*}}{H_{1}} \hat{\rho}_{n}(s) + \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \frac{\alpha_{r}^{*}}{H_{1}} \hat{\rho}_{n}(s)
\]

(7.39)

\[
\hat{\rho}_{n}(s) = -\frac{\gamma_{2} \Gamma_{1}}{H_{1}} \frac{\mu E_{c}^{*} - \frac{1}{H_{1}}}{H_{1}} \hat{\rho}_{n}(s) + \left( \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \right) b_{s} + \left( \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \right) c_{s} + \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \frac{\alpha_{r}^{*}}{H_{1}} \hat{\rho}_{n}(s) + \gamma_{2} \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \frac{\alpha_{r}^{*}}{H_{1}} \hat{\rho}_{n}(s) + \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \frac{\alpha_{r}^{*}}{H_{1}} \hat{\rho}_{n}(s) + \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \frac{\alpha_{r}^{*}}{H_{1}} \hat{\rho}_{n}(s)
\]

(7.40)

\[
\hat{\rho}_{n}(s) = \left( \frac{\mu E_{c}^{*}}{H_{1}} \right) \left( \frac{\alpha_{r}^{*}}{H_{1}} \right) \hat{q}(s) - \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \left( \frac{\mu E_{c}^{*}}{H_{1}} \right) \left( \frac{\alpha_{r}^{*}}{H_{1}} \right) \hat{q}(s) + \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \left( \frac{\mu E_{c}^{*}}{H_{1}} \right) \left( \frac{\alpha_{r}^{*}}{H_{1}} \right) \hat{q}(s) + \frac{\gamma_{2} \Gamma_{1}}{H_{1}} \left( \frac{\mu E_{c}^{*}}{H_{1}} \right) \left( \frac{\alpha_{r}^{*}}{H_{1}} \right) \hat{q}(s)
\]

(7.41)
where

\[ H_{1} = (\cdots) \]

\[ F_{2}(\ldots) = \cdots \]

\[ g_{1}(\ldots) = \cdots \]

\[ \Delta \omega = \omega - \omega_{0} \]

\[ (\lambda e_{0})^{2} \approx \nu_{e} G^{2} \]

Next we solve equations (7.B.34), (35), (36) for \( \dot{a}(t) \), \( \dot{b}(t) \), \( \dot{c}(t) \) in terms of \( \dot{a}(t) \), \( \dot{b}(t) \), \( \dot{c}(t) \) :-

\[ \dot{a}(t) = \text{etc} \]

\[ \dot{b}(t) = \text{etc} \]

\[ \dot{c}(t) = \text{etc} \]
where

\[ h(t) = (\phi_1 + \phi_2 \cos \omega t + \phi_3 \sin \omega t) + \phi_0 \]

\[ f(t) = (\phi_1 + \phi_2 \cos (\omega + \Delta \omega) t + \phi_3 \sin (\omega + \Delta \omega) t) + \phi_0 \]

\[ g(t) = (\phi_1 + \phi_2 \cos (\omega - \Delta \omega) t + \phi_3 \sin (\omega - \Delta \omega) t) + \phi_0 \]

Now we can solve equations (7.8.30), (7.8.31), (7.8.32) for \( \phi_1 \), \( \phi_2 \), \( \phi_3 \) by substituting equations (7.8.30) = (48). These three equations can then be reduced to two by eliminating \( \phi_3 \) as follows:

Since, from equation (7.8.42a)

\[ \dot{a}_1 + \dot{a}_2 + \dot{a}_3 = 0 \]

we therefore know that

\[ \dot{a}_1, \dot{a}_2, \dot{a}_3 = 0 \]

and on taking Laplace transforms

\[ \mathcal{L}\{h(t)\} + \mathcal{L}\{f(t)\} + \mathcal{L}\{g(t)\} \]

i.e.,

\[ (s + 1)(\omega - \Delta \omega) \mathcal{L}\{h(t)\} + \mathcal{L}\{f(t)\} + \mathcal{L}\{g(t)\} = \] \[ \mathcal{L}\{h(t) - \dot{h}(t) + c(t)\} \]

\[ \mathcal{L}\{a(t)\} = -\mathcal{L}\{h(t)\} + \mathcal{L}\{f(t)\} + \mathcal{L}\{g(t)\} \]

The resulting two equations may be written as follows:

\[ a_1 \mathcal{L}\{h(t)\} - a_2 \mathcal{L}\{f(t)\} = a_0 \]

\[ b_1 \mathcal{L}\{h(t)\} - b_2 \mathcal{L}\{f(t)\} = b_0 \]

where

\[ a_1(t) = (s + 1)(\omega - \Delta \omega) H_1 H_2 + \eta_4 \Gamma \left( H_2 + \frac{1}{s + \Omega H_2} \right) \]

\[ a_2(t) = (s + 1)(\omega - \Delta \omega) H_1 H_2 + \eta_4 \Gamma \left( H_2 + \frac{1}{s + \Omega H_2} \right) \]

\[ a_3(t) = e^{-s t} \left\{ \frac{1}{(s + 1)(\omega - \Delta \omega) H_1 H_2 + \eta_4 \Gamma \left( H_2 + \frac{1}{s + \Omega H_2} \right)} \right\} + \]

\[ e^{-s t} \left\{ \frac{1}{(s + 1)(\omega - \Delta \omega) H_1 H_2 + \eta_4 \Gamma \left( H_2 + \frac{1}{s + \Omega H_2} \right)} \right\} \]

\[ b_1(t) = (s + 1)(\omega - \Delta \omega) H_1 H_2 + \eta_4 \Gamma \left( H_2 + \frac{1}{s + \Omega H_2} \right) \]

\[ b_2(t) = (s + 1)(\omega - \Delta \omega) H_1 H_2 + \eta_4 \Gamma \left( H_2 + \frac{1}{s + \Omega H_2} \right) \]
\[ b_1(s) = \left( s + x_1 + i \omega - \omega_0 \right) H_1 H_2 + \frac{1}{4} G \left( \sum_{i=1}^{4} \zeta_1 \right) \left( H_1 + H_2 \right) \]

\[ b_2(s) = \left( x_1 + i \omega \right) H_1 H_2 + \frac{1}{4} G \left( \sum_{i=1}^{4} \zeta_1 \right) \left( H_1 + H_2 \right) - \frac{1}{4} \left( \sum_{i=1}^{4} \zeta_i \right) \left( F_1 H_1 + F_2 H_1 \right) \]

\[ b_3(s) = \left( 1 - \omega \right) H_1 \left( \sum_{i=1}^{4} \zeta_1 \right) \left( H_1 + H_2 \right) - \frac{1}{4} \left( \sum_{i=1}^{4} \zeta_1 \right) \left( F_1 H_1 + F_2 H_1 \right) \]

\[ b_4(s) = \left( 1 - \omega \right) H_1 \left( \sum_{i=1}^{4} \zeta_1 \right) \left( H_1 + H_2 \right) - \frac{1}{4} \left( \sum_{i=1}^{4} \zeta_1 \right) \left( F_1 H_1 + F_2 H_1 \right) \]

From equations (7.6.49) and (50)

\[ a(s) = \begin{bmatrix} a_1 b_1 - a_2 b_2 \\ a_3 b_3 - a_4 b_4 \end{bmatrix} \]

\[ \frac{a_2 b_3 - a_4 b_1}{2} \]
\[ \hat{\phi}(s) = \left[ \begin{array}{c} a_{11}b_{2} - a_{12}b_{1} \\ a_{21}b_{2} - a_{22}b_{1} \end{array} \right] \frac{1}{s + \omega_{0} - \Delta} \]  \tag{7.B.54}

and, of course, from (7.B.43), on substituting (7.B.53) and (54), we obtain

\[ \hat{b}(s) = \left[ \begin{array}{c} z_{1}c_{1} - (v_{1} + b_{1}) \phi \\ z_{2}c_{2} - (v_{2} + b_{2}) \phi \end{array} \right] + \frac{e^{-st}}{s + \omega_{0} - \Delta} \left[ \phi(t) + \phi(t) + \phi(t) \right] \tag{7.B.55} \]

where

\[ Z(s) = \begin{vmatrix} a(s) b(s) - \phi(s) b(s) & H(s) \phi(s) \end{vmatrix} = T(s + \omega - \Delta) \tag{7.B.56} \]

and

\[ T(s + \omega - \Delta) = \begin{vmatrix} H_{1} H_{2} (s + \Delta s + \omega - \Delta) &=& \text{\text{(7.B.57)}} \end{vmatrix} \]

We have used the fact that

\[ B_{1}(s) + \eta_{0} \Gamma C^{2} = H_{1}(s), (s + \omega 2\Delta + 2\Delta) \tag{7.B.58a} \]

and

\[ B_{2}(s) + \eta_{0} \Gamma C^{2} = H_{2}(s), (s + \omega 2\Delta + 2\Delta) \]

On substituting the values for \( \hat{\alpha}(s) \), \( \hat{\beta}(s) \) and \( \hat{\phi}(s) \) from equations (7.B.53) - (55) in equation (7.B.41), for \( \hat{\rho}_{n}(s) \), we obtain:

\[ \begin{align*}
\hat{\rho}_{n}(s) &= \hat{\rho}_{n}(s) e^{-s \Delta} + \hat{\rho}_{n}(s) e^{-s \Delta} \\
&+ \hat{\rho}_{n}(s) e^{-s \Delta} + \hat{\rho}_{n}(s) e^{-s \Delta} \\
&+ \hat{\rho}_{n}(s) e^{-s \Delta} + \hat{\rho}_{n}(s) e^{-s \Delta} \\
&+ \hat{\rho}_{n}(s) e^{-s \Delta} + \hat{\rho}_{n}(s) e^{-s \Delta} \\
&+ \hat{\rho}_{n}(s) e^{-s \Delta} + \hat{\rho}_{n}(s) e^{-s \Delta} \\
&+ \hat{\rho}_{n}(s) e^{-s \Delta} + \hat{\rho}_{n}(s) e^{-s \Delta}\end{align*} \tag{7.B.59a}
where $x = 3l_x$ and

\[ \hat{\Psi}_{x_{11}}(t) = \frac{1}{(\omega + (\omega - \omega_0))} \text{H}_1 \left\{ \left[ 1 + \nu_1 (\omega - \omega_0) \right] H_1 H_2 + \nu_2 \left[ \gamma - \nu_1 (\omega - \omega_0) \right] H_1 H_2 + \nu_3 \left[ \gamma - \nu_1 (\omega - \omega_0) \right] H_1 H_2 \right\} \]

\[ \hat{\Psi}_{x_{12}}(t) = \frac{1}{(\omega + (\omega - \omega_0))} \text{H}_1 \left\{ \left[ 1 + \nu_1 (\omega - \omega_0) \right] H_1 H_2 + \nu_2 \left[ \gamma - \nu_1 (\omega - \omega_0) \right] H_1 H_2 + \nu_3 \left[ \gamma - \nu_1 (\omega - \omega_0) \right] H_1 H_2 \right\} \]

\[ \hat{\Psi}_{x_{22}}(t) = \frac{1}{(\omega + (\omega - \omega_0))} \text{H}_1 \left\{ \left[ 1 + \nu_1 (\omega - \omega_0) \right] H_1 H_2 + \nu_2 \left[ \gamma - \nu_1 (\omega - \omega_0) \right] H_1 H_2 + \nu_3 \left[ \gamma - \nu_1 (\omega - \omega_0) \right] H_1 H_2 \right\} \]

\[ \hat{\Psi}_{x_{33}}(t) = \frac{1}{(\omega + (\omega - \omega_0))} \text{H}_1 \left\{ \left[ 1 + \nu_1 (\omega - \omega_0) \right] H_1 H_2 + \nu_2 \left[ \gamma - \nu_1 (\omega - \omega_0) \right] H_1 H_2 + \nu_3 \left[ \gamma - \nu_1 (\omega - \omega_0) \right] H_1 H_2 \right\} \]

\[ \hat{\Psi}_{x_{13}}(t) = \frac{\nu_1 \Gamma_3}{Z} \left\{ \left[ B_3 + \nu_4 (\Gamma^1 - \Gamma^2) \right] \left[ \left( B_3 + \nu_4 (\Gamma^1 - \Gamma^2) \right) \right] + \left( B_3 + \nu_4 (\Gamma^1 - \Gamma^2) \right) \right\} \]
\[ \hat{\psi}_{\nu}(t) = \frac{1}{\lambda_2} \left\{ \hat{\psi}_{\nu}(0) e^{-(t-\sigma)/\lambda_2} + \hat{\psi}_{\nu_2}(0) e^{-(t-\sigma_2)/\lambda_2} \right\} \]

\[ \hat{\psi}_{\nu_2}(t) = \frac{1}{\lambda_2} \left\{ \hat{\psi}_{\nu}(0) e^{-(t-\sigma)/\lambda_2} + \hat{\psi}_{\nu_2}(0) e^{-(t-\sigma_2)/\lambda_2} \right\} \]

\[ \hat{\rho}_n(t) = \hat{\rho}_n(t') e^{-\left( t - t' \right) / \lambda_n} \]

(7.\text{B}.59b) cont'd

(7.\text{B}.60a)
\[
\psi_{\beta_0}(s) = \frac{1}{(s + 2\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0)} \left\{ [X_1 H - H_1 H_2 + \gamma_0 C \gamma_0 s] \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) - \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right\} a_0 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_1 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_2 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_3 \\
= -\frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) Z \\
\]

where \( \beta = 21 \)

and

\[
\psi_{\beta_1}(s) = \frac{1}{(s + 2\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0)} \left\{ [X_1 H - H_1 H_2 + \gamma_0 C \gamma_0 s] \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) - \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right\} a_0 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_1 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_2 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_3 \\
= -\frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) Z \\
\]

\[
\psi_{\beta_2}(s) = \frac{1}{(s + 2\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0)} \left\{ [X_1 H - H_1 H_2 + \gamma_0 C \gamma_0 s] \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) - \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right\} a_0 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_1 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_2 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_3 \\
= -\frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) Z \\
\]

\[
\psi_{\beta_3}(s) = \frac{1}{(s + 2\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0)} \left\{ [X_1 H - H_1 H_2 + \gamma_0 C \gamma_0 s] \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) - \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right\} a_0 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_1 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_2 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_3 \\
= -\frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) Z \\
\]

\[
\psi_{\beta_4}(s) = -\frac{\gamma_2 C}{Z} \left\{ \left[ B_2 + \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) \right] \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) - \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right\} a_0 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_1 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_2 \\
+ \left[ \gamma_2 \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) H_1 H_2 + \frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \right] a_3 \\
= -\frac{\gamma_2}{\delta s_0 s_0 s_0 + \delta s_0 s_0 s_0} \left( H_1 H_2 + \gamma_0 C \gamma_0 s \right) \left( \delta s_0 s_0 s_0 + \delta s_0 s_0 s_0 \right) Z \\
\]
Taking the inverse Laplace transforms of equations (7.B.59a) and

\[ f(t) = \psi_{22}(t) e^{-\lambda t} + \psi_{15}(t) \delta(t) - \frac{1}{\alpha(2\pi)} \frac{\rho_{22}(0)}{t} \]

and

\[ f(t) = \psi_{22}(t) e^{-\lambda t} + \psi_{15}(t) \delta(t) - \frac{1}{\alpha(2\pi)} \frac{\rho_{22}(0)}{t} \]

We shall now proceed to find an expression for the spectral profile after the manner of Chapter III. We recall that equation (3.B.41) gives,

for \( \gamma = 0 \),

\[ E^{(n)}(R, t) = E^{(n)}(R, t_2) + \sum_{n=2}^{\infty} \frac{[p_{11} - \hat{R}(R, t_2)]}{\omega_n^2} \]

where \( t_2 = t + \frac{R}{C} \).

I.E.

\[ E^{(n)}(R, t) = E^{(n)}(R, t_2) + \frac{\omega_n}{C} p_{12}(t - \frac{R}{C}) + \frac{\omega_n}{C} p_2(t - \frac{R}{C}) \]

where

\[ \phi_1(\hat{R}) = \frac{\omega_n}{C} \left[ \frac{p_{11} - \hat{R}(R, p_{12})}{R} \right] \]

\[ \phi_2(\hat{R}) = \frac{\omega_n}{C} \left[ \frac{p_{11} - \hat{R}(R, p_{12})}{R} \right] \]

The 1st order field correlation function is:

\[ G_{1, \text{c}}(R, t_2; R, t_2) = \langle E_{1, \text{c}}(R, t_2), E_{1, \text{c}}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]

\[ = \langle \sum_{n=1}^{\infty} E^{(n)}(R, t_2), E^{(n)}(R, t_2) \rangle \]
The 1st term in this expression gives the correlation function for the incident beam. The 4th - 7th terms are cross terms and represent interference between the incident and scattered beams of radiation. They are negligible for $R$, the observation distance, sufficiently large.

Hence the correlation function for the scattered field is, for $R'$ = $R$ -

$$< \frac{1}{2} \left( \frac{1}{2} k \cdot (k') p_{1}(w) p_{2}(w) \right) + (k) \left( q_{1} l_{1} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{2} l_{2} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{3} l_{3} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{4} l_{4} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{5} l_{5} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{6} l_{6} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{7} l_{7} p_{1}(w) p_{2}(w) \right) >$$

But we recall that $\phi_{5}$ are all real, as shown in Lehmburg's paper, hence we can write

$$< \frac{1}{2} \left( \frac{1}{2} k \cdot (k') p_{1}(w) p_{2}(w) \right) + (k) \left( q_{1} l_{1} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{2} l_{2} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{3} l_{3} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{4} l_{4} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{5} l_{5} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{6} l_{6} p_{1}(w) p_{2}(w) \right) + (k) \left( q_{7} l_{7} p_{1}(w) p_{2}(w) \right) >$$

(N.B. This equation could have been obtained from the general expression in Chapter IV equation (4.B.6), remembering that in the present case $\phi_{23} = \phi_{32} = 0$, so that instead of nine terms there are only four.)

Let us now define

$$\sum_{m} \left( m', m \right) \cdot \left[ \left( k, k' \right) \left( R_{m}, R_{m}' \right) \frac{R_{m}^{2}}{\epsilon_{m} R_{m}} d \epsilon_{m} \right] E^{2}$$

$$K_{B} \left( \sum_{m} \left( m', m \right) \left( k, k' \right) \frac{R_{m}^{2}}{\epsilon_{m} R_{m}} \right) = f_{R}(n, t) + f_{R}(n, t) + f_{R}(n, t) + f_{R}(n, t)$$

and

$$\sum_{m} \left( m', m \right) \left( k, k' \right) \frac{R_{m}^{2}}{\epsilon_{m} R_{m}} = f_{R}(n, t) + f_{R}(n, t)$$

where $f_{R}(n, t)$ and $f_{R}(n, t)$ are defined by equation (3.B.25) and $f_{R}(n, t)$ and $f_{R}(n, t)$ by equations (3.B.46) and (3.B.47). (N.B. 3 is replaced by $j'$ not $j''$ since in this chapter we are interested in transitions between levels 3 and 1, not levels 2 and 1 as in Chapter III.)

$G_{(m', m)}^{(m, m)} \left( R, t_{m}, t_{m}' \right)$ has the dimensions of $E^{2}$, whereas $\left[ n, m \right] \left( t_{m}, t_{m}' \right)$ has the dimensions of $R_{m}^{2}/\epsilon_{m} R_{m}^{2}$ since $\left[ \epsilon, E \right] = m_{R} E^{2}$.
and when \((v, 0, 0, 0)\) represents the total radiation rate (see equation (35) of ref. 2).

Now,

\[
C_{\alpha \beta}^{(\alpha \beta)} (\Omega, \psi) = \int d\Omega \frac{h c}{2 \pi} \frac{1}{\hbar^2} \left\{ \phi_1 \cdot \phi_2 \cdot p_{\gamma} (\Omega, \psi) \cdot p_{\gamma} (\Omega, \psi) + \phi_2 \cdot \phi_1 \cdot p_{\gamma} (\Omega, \psi) \cdot p_{\gamma} (\Omega, \psi) \right\}
\]

(7.8.70)

where

\[
\delta \Omega = \sin \theta \, d\theta \, d\phi \, d\Omega
\]

as shown in the following diagram:

\[
\hat{P}_{21} = \begin{pmatrix} \sin \psi \sin \theta \cos \phi & \cos \theta & \sin \psi \sin \theta \sin \phi \end{pmatrix}
\]

\[
\hat{R} = \begin{pmatrix} \sin \phi \cos \theta & \sin \phi \sin \theta & \cos \phi \end{pmatrix}
\]

\[
\hat{P}_{31} = \begin{pmatrix} 0 & 1 & 0 \end{pmatrix}
\]

K.E.

\[
\begin{align*}
\phi_2 (\hat{R}) &= \frac{\omega^2}{c^2} \left[ \frac{1}{R} \cdot \hat{R} \cdot (\hat{R} \cdot \hat{p}_2) \right] \\
\phi_3 (\hat{R}) &= \frac{\omega^2}{c^2} \left[ \frac{1}{R} \cdot \hat{R} \cdot (\hat{R} \cdot \hat{p}_3) \right] \\
\phi_5 (\hat{R}) &= \frac{\omega^4}{R^4 c^4} \left[ \frac{1}{R} \cdot (\hat{R} \cdot \hat{p}_5) \right] \\
&= \frac{\omega^4}{R^4 c^4} \left[ \frac{1}{R} \cdot \sin \theta \cdot \hat{p}_5 \right] \\
&= \frac{3 h \chi_3 \omega}{4 c R^2} \sin^2 \theta \hat{m}_2 \hat{E}_R^2
\end{align*}
\]

(see definition of \(\chi_{21}\) given by eq. (3.2A24b))
Hence

\[ \oint_{\partial R} \frac{R' \cdot e^a}{2 \pi i u} \cdot \frac{d \psi_k}{\bar{R}'} = \frac{R' \cdot e^a}{2 \pi i u} \left( \frac{1}{\bar{R}' \cdot e^a} \right) \frac{d \psi_k}{\bar{R}'} = \left( \frac{R' \cdot e^a}{\bar{R}' \cdot e^a} \right) \frac{d \psi_k}{\bar{R}'} \]

Also,

\[ \oint_{\partial R} \frac{R' \cdot e^a}{2 \pi i u} \cdot \frac{d \psi_k}{\bar{R}'} = \frac{R' \cdot e^a}{2 \pi i u} \left( \frac{1}{\bar{R}' \cdot e^a} \right) \frac{d \psi_k}{\bar{R}'} = \left( \frac{R' \cdot e^a}{\bar{R}' \cdot e^a} \right) \frac{d \psi_k}{\bar{R}'} \]

(see definition of \( z_i \) in eq. (3.6.24b))

where

\[ \oint_{\partial R} \frac{R' \cdot e^a}{2 \pi i u} \cdot \frac{d \psi_k}{\bar{R}'} = \oint_{\partial R} \frac{d \psi_k}{\bar{R}'} = \oint_{\partial R} \frac{d \psi_k}{\bar{R}'} \left[ 1 - \left( \psi_k, \tilde{\psi}_k \right) \right] \sin \theta_k \]

Now,

\[ \oint_{\partial R} \frac{d \psi_k}{\bar{R}'} = \pi \]

\[ \oint_{\partial R} \frac{d \psi_k}{\bar{R}'} = \pi \]

\[ \oint_{\partial R} \frac{d \psi_k}{\bar{R}'} = 0 \]

\[ \oint_{\partial R} \frac{d \psi_k}{\bar{R}'} = 0 \]

\[ \oint_{\partial R} \frac{d \psi_k}{\bar{R}'} \cos \psi_k \frac{d \psi_k}{\bar{R}'} = 0 \]

\[ \oint_{\partial R} \frac{d \psi_k}{\bar{R}'} \left[ 1 - \left( \psi_k, \tilde{\psi}_k \right) \right] \sin \theta_k = \oint_{\partial R} \sin \theta_k \left[ 2 - 2 \cos \theta \cos \tilde{\theta} - \sin^2 \theta \sin^2 \tilde{\theta} \right] \]
Now
\[
\int_0^{\pi} \sin^2 \theta \, d\theta = 2
\]
\[
\int_0^{\pi} \cos \theta \sin \theta \, d\theta = 2/3
\]
\[
\int_0^{\pi} \sin^4 \theta \, d\theta = 4/3
\]
\[
\int_0^{\pi} d\theta \int_0^{\pi} | \sin \theta | \, d\theta = \pi \left[ 1 - \frac{4}{3} \cos^2 \theta - \frac{4}{3} \sin^2 \theta \right] = \sqrt{3}
\]
\[
\int_0^{\frac{2\pi}{3}} \frac{d\theta}{R^2 \cos^2 \theta} \int_0^{\frac{2\pi}{3}} \frac{d\phi}{R^2} = \frac{3\theta_1 \omega_0}{8\pi} \frac{\omega_1}{\omega} \frac{8\pi}{3}
\]
\[
\int_0^{\frac{2\pi}{3}} \frac{d\theta}{R^2 \cos^2 \theta} \int_0^{\frac{2\pi}{3}} \frac{d\phi}{R^2} = \frac{\omega_1}{\omega} \frac{\theta_1}{\theta_2}
\]

(7.5.73)

Next we must consider:
\[
\int \frac{d\theta}{R^2 \cos^2 \theta} \int_0^{\frac{2\pi}{3}} \frac{d\phi}{R^2} = \frac{\theta_1}{3} \int_0^{\frac{2\pi}{3}} d\phi \int_0^{\frac{2\pi}{3}} \sin \theta \left[ \cos \theta - \sin \theta \sin \theta \sin \theta \sin \theta \right] + \cos \theta \cos \theta \sin \theta \sin \theta
\]
\[
\hat{p}_n \hat{K} = \sin \theta \sin \theta \sin \theta \sin \theta \sin \theta + \cos \theta \cos \theta \sin \theta \sin \theta
\]
\[
\hat{p}_n \hat{K}_n = \cos \theta
\]
\[
\hat{p}_n \hat{K}_n = \cos \theta
\]
\[
\hat{p}_n \hat{K}_n = \cos \theta
\]

\[
\int_0^{\frac{2\pi}{3}} \frac{d\theta}{R^2 \cos^2 \theta} \int_0^{\frac{2\pi}{3}} \frac{d\phi}{R^2} = \frac{\theta_1}{3} \int_0^{\frac{2\pi}{3}} d\phi \int_0^{\frac{2\pi}{3}} \sin \theta \left[ \cos \theta - \sin \theta \sin \theta \sin \theta \sin \theta \sin \theta \sin \theta \sin \theta \right] + \cos \theta \cos \theta \sin \theta \sin \theta
\]
\[
= 2\pi \int_0^{\frac{2\pi}{3}} \sin \theta \left[ \cos \theta - \cos \theta \cos \theta \sin \theta \cos \theta \right]
\]
\[
= 2\pi \cos \theta \int_0^{\frac{2\pi}{3}} \sin \theta \left[ \sin \theta \sin \theta \sin \theta \sin \theta \sin \theta \right]
\]
\[
= 2\pi \cos \theta \left[ \frac{2}{3} \right]
\]
\[
= \frac{2\pi}{3} \cos \theta
\]
\[
= \frac{w_1^2 \omega}{6 \pi c^3} \frac{\theta_1}{\omega} \frac{\theta_1}{\omega} \frac{8\pi}{3} \cos \theta
\]
\[
= \frac{w_1^2 \omega}{6 \pi c^3} \frac{\theta_1}{\omega} \frac{\theta_1}{\omega} \frac{8\pi}{3} \cos \theta
\]
\[
= \frac{w_1^2 \omega}{6 \pi c^3} \frac{\theta_1}{\omega} \frac{\theta_1}{\omega} \frac{8\pi}{3} \cos \theta
\]
(see definitions of $I_n$ and $I_i$, given in equation (3.24b)).

Hence,

$$C_{ii} \mu_{ii} \gamma_i \Gamma_{ii} = \sum_{j=1}^{n} \frac{2 \gamma_{ij}}{x_j} \frac{P_{ii}(u+\tau)}{P_{ii}(u)} + \sum_{j=1}^{n} \frac{\delta_{ij}}{x_j} \frac{P_{ii}(u+\tau)}{P_{ii}(u)}$$

$$= \sum_{j=1}^{n} \frac{\delta_{ij}}{x_j} \frac{P_{ii}(u+\tau)}{P_{ii}(u)}$$

$$= \sum_{j=1}^{n} \frac{\delta_{ij}}{x_j} \frac{P_{ii}(u+\tau)}{P_{ii}(u)}$$

(7.B.75a)

$$g^2(\tau, u) = \frac{\sum_{j=1}^{n} \frac{\delta_{ij}}{x_j} \frac{P_{ii}(u+\tau)}{P_{ii}(u)}}{x_j}$$

(7.B.75b)

where $t = t' + \tau$.

Now, since

$$\frac{\omega_j}{\omega_j} \sum_{j=1}^{n} \frac{\delta_{ij}}{x_j} = \frac{\omega_j^2}{\omega_j} \frac{P_{ij}}{P_{ii}}$$

and

$$\frac{\omega_j}{\omega_j} \sum_{j=1}^{n} \frac{P_{ij}}{x_j} = \frac{\omega_j^2}{\omega_j} \frac{P_{ij}}{P_{ii}}$$

we can write

$$g^2(\tau, u) = \frac{\sum_{j=1}^{n} \frac{\delta_{ij}}{x_j} \frac{P_{ii}(u+\tau)}{P_{ii}(u)}}{x_j}$$

(7.B.75c)

$$g^2(\tau, u) = \frac{\sum_{j=1}^{n} \frac{\delta_{ij}}{x_j} \frac{P_{ii}(u+\tau)}{P_{ii}(u)}}{x_j}$$

(7.B.76)

Let

$$g^2(\tau, u) = \frac{\sum_{j=1}^{n} \frac{\delta_{ij}}{x_j} \frac{P_{ii}(u+\tau)}{P_{ii}(u)}}{x_j}$$

(7.B.77)

Under the Markov approximation, we know that

$$\langle P_{ii}(u) \rangle = \sum_{j=1}^{n} \frac{\delta_{ij}}{x_j} g^2(\tau, u) \frac{P_{ii}(u+\tau)}{P_{ii}(u)}$$

(7.B.77)
and \[ <\ldots, y, z, \ldots> = \sum_{\Lambda_n} \rho^{(w)}_{n,\Lambda_n} \rho^{(w)}_{n,\Lambda_n} \] (see Chapter IV equation (4.3.3)).

Similarly, \[ <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \] and \[ <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \]

so that the former equation can be obtained from the latter by the substitution \[ \rho^{(w)} \rightarrow \rho^{(w)} P_{x, y} P_{x, y} \] (7.8.31)

Let us define \[ \rho_{n,\Lambda_n}^{(w)} = \sum_{\mathcal{U}_{n,\Lambda_n}(T, v)} \rho_{n,\Lambda_n}^{(w)} \] (7.8.32)

Now \[ \rho_{x, y}^{(w)} \rightarrow \sum_{\mathcal{A}} \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \] and \[ \rho_{x, y}^{(w)} \rightarrow \sum_{\mathcal{A}} \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \]

On the other hand, \[ <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \] and \[ <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \]

so that \[ \rho_{x, y}^{(w)} \rightarrow <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \]

we require that \[ \rho^{(w)} \rightarrow \rho^{(w)}_{x, y} \] (7.8.37)

Thus if \[ \rho_{n,\Lambda_n}^{(w)} = \sum_{\mathcal{A}} \sum_{\mathcal{U}_{n,\Lambda_n}(T, v)} \rho_{n,\Lambda_n}^{(w)} \] (7.8.38)

then \[ \rho^{(w)} \rightarrow <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \]

and \[ <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> <\ldots, y, z, \ldots> \mathcal{T}_{x, y} <\ldots, y, z, \ldots> \] (7.8.90)
Hence

\[ q_1(t, v) = \langle \gamma_1^* (w) \gamma_1 (w, v) \rangle \]

\[
= \sum_{n=1}^{3} \sum_{l=1}^{3} U_{n, l, 1} (\xi, \tau) \rho_1^{(l)} (w) \\
= U_{n, l, 1} (\xi, \tau) \rho_{(w)}^{(l)} (w) + U_{n, l, 2} (\xi, \tau) \rho_{(w)}^{(l)} (w) + U_{n, l, 3} (\xi, \tau) \rho_{(w)}^{(l)} (w) \\
= \psi_1 (\tau) e^{-i\omega_1 \omega_1 (v)} \rho_1^{(w)} (w) + \psi_2 (\tau) \rho_{(w)}^{(l)} (w) + \psi_3 (\tau) \rho_{(w)}^{(l)} (w)
\]

\[ q_2(t, v) = \langle \gamma_2^* (w) \gamma_2 (w, v) \rangle \]

\[
= \sum_{n=1}^{3} \sum_{l=1}^{3} U_{n, l, 1} (\xi, \tau) \rho_2^{(l)} (w) \\
= U_{n, l, 1} (\xi, \tau) \rho_{(w)}^{(l)} (w) + U_{n, l, 2} (\xi, \tau) \rho_{(w)}^{(l)} (w) + U_{n, l, 3} (\xi, \tau) \rho_{(w)}^{(l)} (w) \\
= \psi_1 (\tau) e^{-i\omega_1 \omega_1 (v)} \rho_1^{(w)} (w) + \psi_2 (\tau) \rho_{(w)}^{(l)} (w) + \psi_3 (\tau) \rho_{(w)}^{(l)} (w)
\]

\[ p_1(t, v) = \langle \gamma_1^* (w) \gamma_1 (w, v) \rangle \]

\[
= \sum_{n=1}^{3} \sum_{l=1}^{3} U_{n, l, 1} (\xi, \tau) \rho_1^{(l)} (w) \\
= U_{n, l, 1} (\xi, \tau) \rho_{(w)}^{(l)} (w) + U_{n, l, 2} (\xi, \tau) \rho_{(w)}^{(l)} (w) + U_{n, l, 3} (\xi, \tau) \rho_{(w)}^{(l)} (w) \\
= \psi_1 (\tau) e^{-i\omega_1 \omega_1 (v)} \rho_1^{(w)} (w) + \psi_2 (\tau) \rho_{(w)}^{(l)} (w) + \psi_3 (\tau) \rho_{(w)}^{(l)} (w)
\]

\[ p_2(t, v) = \langle \gamma_2^* (w) \gamma_2 (w, v) \rangle \]

\[
= \sum_{n=1}^{3} \sum_{l=1}^{3} U_{n, l, 1} (\xi, \tau) \rho_2^{(l)} (w) \\
= U_{n, l, 1} (\xi, \tau) \rho_{(w)}^{(l)} (w) + U_{n, l, 2} (\xi, \tau) \rho_{(w)}^{(l)} (w) + U_{n, l, 3} (\xi, \tau) \rho_{(w)}^{(l)} (w) \\
= \psi_1 (\tau) e^{-i\omega_1 \omega_1 (v)} \rho_1^{(w)} (w) + \psi_2 (\tau) \rho_{(w)}^{(l)} (w) + \psi_3 (\tau) \rho_{(w)}^{(l)} (w)
\]

\[ g(t, v) = g_1(t, v) + \omega_{\delta} \Gamma_{\delta} \frac{\tau}{\omega_1} g_2 (\tau, v) + \omega_{\delta} \gamma_{\delta} \frac{\tau}{\omega_1} g_3 (\tau, v) + \sum_{n=1}^{3} \sum_{l=1}^{3} U_{n, l, 1} (\xi, \tau) \rho_1^{(l)} (w) \\
= \left[ \psi_1 (\tau) e^{-i\omega_1 \omega_1 (v)} \rho_1^{(w)} (w) + \psi_2 (\tau) \rho_{(w)}^{(l)} (w) + \psi_3 (\tau) \rho_{(w)}^{(l)} (w) \right]
\]
Assuming the atom to be in equilibrium with the field, we write

\[ \rho_y (t') = (\rho_y (1-\omega t)) e^{-\text{int}} \]

Let

\[ (\rho_{i3})_t' = e^{-i\omega t} \rho_{i3} \]

\[ (\rho_{i5})_t' = e^{-i\omega t} \rho_{i5} \]

\[ (\rho_{i2})_t' = \rho_{i2} \]

\[ (\rho_{i3})_t' = \rho_{i3} \]

where \( \rho_{i3} \)'s are independent of \( t' \), as we are about to show.

Hence

\[ g(t) = \frac{1}{2} \left[ \psi_{x1}\! (t') \rho_{15} + \psi_{x2}\! (t') \rho_{25} + \psi_{x3}\! (t') \rho_{35} \right] \]

\[ + \frac{1}{2} \frac{\omega_1}{\omega_2} \left[ \psi_{x1}\! (t') \rho_{12} + \psi_{x2}\! (t') \rho_{22} + \psi_{x3}\! (t') \rho_{32} \right] \]

\[ + \frac{1}{2} \frac{\omega_1}{\omega_2} \left[ \psi_{x1}\! (t') \rho_{15} + \psi_{x2}\! (t') \rho_{25} + \psi_{x3}\! (t') \rho_{35} \right] \]

Then the total spectral correlation function is

\[ \tilde{g}(\nu) = 2 Re \left\{ \left[ \hat{\psi}_{x1} (-\nu) \rho_{15} + \hat{\psi}_{x2} (-\nu) \rho_{25} + \hat{\psi}_{x3} (-\nu) \rho_{35} \right] \right\} \]

\[ + \omega \frac{1}{\omega_2} \left[ \hat{\psi}_{x1} (-\nu) \rho_{12} + \hat{\psi}_{x2} (-\nu) \rho_{22} + \hat{\psi}_{x3} (-\nu) \rho_{32} \right] \]

\[ + \omega \frac{1}{\omega_2} \left[ \hat{\psi}_{x1} (-\nu) \rho_{15} + \hat{\psi}_{x2} (-\nu) \rho_{25} + \hat{\psi}_{x3} (-\nu) \rho_{35} \right] \]

\[ (\text{a,b,c, d, and } \rho_{i}) \text{ are real since they represent state populations).} \]

We can rearrange terms so that:-
We shall now proceed to find \( \rho_{11} \), \( \rho_{22} \), \( \rho_{33} \). At equilibrium, the diagonal density matrix elements are constant

\[ \rho_{11}(t \to \infty) = \bar{\rho}_{11} \]
\[ \rho_{22}(t \to \infty) = \bar{\rho}_{22} \]
\[ \rho_{33}(t \to \infty) = \bar{\rho}_{33} \]  

(7.B.99a)

but the following diagonal elements are harmonically varying

\[ \rho_{11}(t \to \infty) = \bar{\rho}_{11} e^{-i(\omega - \omega_0)t} \]
\[ \rho_{22}(t \to \infty) = \bar{\rho}_{22} e^{i(\omega - \omega_0)t} \]
\[ \rho_{33}(t \to \infty) = \bar{\rho}_{33} e^{i(\omega - \omega_0)t} \]  

(7.B.99b)

whereas

\[ \rho_{22}(t \to \infty) = \bar{\rho}_{22} \]

(7.B.99c)

and are constant since the levels 3 and 2 are not connected by a dipole moment (see ref 65).

Hence at equilibrium

\[ \dot{\rho}_{11}(t \to \infty) = 0 \]
\[ \dot{\rho}_{22}(t \to \infty) = 0 \]
\[ \dot{\rho}_{33}(t \to \infty) = 0 \]
\[ \dot{\rho}_{21}(t \to \infty) = 0 \]
\[ \dot{\rho}_{22}(t \to \infty) = 0 \]
\[ \dot{\rho}_{23}(t \to \infty) = 0 \]
\[ \dot{\rho}_{31}(t \to \infty) = -i(\omega - \omega_0)\bar{\rho}_{11} e^{-i(\omega - \omega_0)t} \]
\[ \dot{\rho}_{32}(t \to \infty) = i(\omega - \omega_0)\bar{\rho}_{22} e^{i(\omega - \omega_0)t} \]
\[ \dot{\rho}_{33}(t \to \infty) = -i(\omega - \omega_0)\bar{\rho}_{33} e^{-i(\omega - \omega_0)t} \]
\[ \dot{\rho}_{21}(t \to \infty) = i(\omega - \omega_0)\bar{\rho}_{31} e^{-i(\omega - \omega_0)t} \]
\[ \dot{\rho}_{22}(t \to \infty) = i(\omega - \omega_0)\bar{\rho}_{22} e^{i(\omega - \omega_0)t} \]
\[ \dot{\rho}_{23}(t \to \infty) = i(\omega - \omega_0)\bar{\rho}_{23} e^{i(\omega - \omega_0)t} \]  

(7.B.100)
so that the equations of motion (7.4.43) - (51) at equilibrium reduce to:

\[ 0 = -i \lambda c \tilde{\rho}_q + 4 \lambda c \tilde{\rho}_2 + \kappa_c \tilde{\rho}_s + i \lambda \tilde{c} \tilde{\rho}_2 + i \lambda \lambda c \tilde{\rho}_s + \frac{1}{\gamma} \left( \tilde{c} \tilde{\rho}_2 + \frac{1}{\gamma} \tilde{c} \tilde{\rho}_s \right) \] \]

(7.5.102)

(7.5.103)

(7.5.104)

(7.5.105)

(7.5.106)

(7.5.107)

(7.5.108)

(7.5.109)

As in the general case, we shall solve equations (7.5.104), (7.5.103), (7.5.109) for \( \tilde{\rho}_q \), \( \tilde{\rho}_2 \), \( \tilde{\rho}_s \) in terms of \( \tilde{\rho}_q \), \( \tilde{\rho}_2 \), \( \tilde{\rho}_s \). Hence

\[ \tilde{\rho}_q = - 4 \lambda c \tilde{\rho}_2 + \frac{1}{\gamma} \tilde{\rho}_s + i \lambda \lambda c \tilde{\rho}_s + \frac{1}{\gamma} \left( \tilde{c} \tilde{\rho}_2 + \frac{1}{\gamma} \tilde{c} \tilde{\rho}_s \right) \] \]

(7.5.110)

(7.5.111)

(7.5.112)

On solving equations (7.5.110), (107), (105) for \( \tilde{\rho}_q \), \( \tilde{\rho}_2 \), \( \tilde{\rho}_s \), and substituting these six equations in (7.5.101) - (103) we find that:

\[ 0 = \tilde{\rho}_q \left[ -2 \left( \tilde{\rho}_q \tilde{\rho}_s \right) + 4 \lambda c \tilde{\rho}_2 + \frac{1}{\gamma} \tilde{c} \tilde{\rho}_s \right] \] \]

(7.5.113)
\[0 = \tilde{\beta}_0 \left[ \frac{\gamma_0 C (H_0 + H_1)}{H_0} \right] + \tilde{\beta}_2 \left[ \frac{\gamma_2 C (H_0 + H_1)}{H_0} \right] + \tilde{\beta}_8 \left[ \frac{\gamma_8 C (H_0 + H_1)}{H_0} \right]
\]

\[c = \tilde{\beta}_0 \left[ \frac{\gamma_0 C (H_0 + H_1)}{H_0} \right] + \tilde{\beta}_2 \left[ \frac{\gamma_2 C (H_0 + H_1)}{H_0} \right] + \tilde{\beta}_8 \left[ \frac{\gamma_8 C (H_0 + H_1)}{H_0} \right]
\]  

\[0 = \tilde{\beta}_0 \left[ \frac{\gamma_0 C (H_0 + H_1)}{H_0} \right] + \tilde{\beta}_2 \left[ \frac{\gamma_2 C (H_0 + H_1)}{H_0} \right] + \tilde{\beta}_8 \left[ \frac{\gamma_8 C (H_0 + H_1)}{H_0} \right]
\]  

Where

\[H_0 = (x - w_0) F_0 + \nu_0 C (x, \nu_0, 1) \Delta \omega \]

\[F_0 = (x, \nu_0, 1) \Delta \omega \]

\[B_0 = (x, \nu_0, 1) \Delta \omega \]

We can see that

\[\tilde{\beta}_0 + \tilde{\beta}_2 + \tilde{\beta}_8 = 1\]

\[\tilde{\beta}_2 = -\tilde{\beta}_0 - \tilde{\beta}_8\]

Thus we can write two simultaneous equations for \(a_{10}\) and \(a_{12}\), viz.

\[a_{10} \tilde{\beta}_0 + a_{12} \tilde{\beta}_2 = a_{11}\]

\[b_{10} \tilde{\beta}_0 + b_{12} \tilde{\beta}_2 = b_{11}\]

Where

\[a_{10} = -\nu_0 f_1 \gamma_0 C (H_0 + H_1) - \gamma_0 (H_0 + H_1)^2 + \nu_0 (F_0 H_0 + F_0 H_0)\]

\[a_{12} = \nu_0 f_1 \gamma_0 C (H_0 + H_1) - \gamma_0 (H_0 + H_1)^2 + \nu_0 (P, F_0 H_0 + F_0 H_0)\]

\[a_{13} = -\gamma_0 (H_0 + H_1)^2 + \nu_0 (F_0 H_0 + F_0 H_0)\]
\[
\begin{align*}
\beta_\omega &= \frac{1}{\omega_c} - \frac{i\omega_c}{\lambda^2} \left( \sum_{n=1}^{\infty} \frac{1}{n^2} \right) (\check{\omega} - \check{\omega}_e) + \frac{i}{\omega_c} \left( \check{\omega} - \check{\omega}_e \right) \\
\beta_\lambda &= \frac{1}{\lambda^4} \left( \sum_{n=1}^{\infty} \frac{1}{n^2} \right) (\check{\lambda} - \check{\lambda}_e) - \frac{i}{\lambda^4} \left( \check{\lambda} - \check{\lambda}_e \right) \\
\beta_z &= \frac{1}{\lambda^6} \left( \sum_{n=1}^{\infty} \frac{1}{n^2} \right) (\check{Z} - \check{Z}_e) - \frac{i}{\lambda^6} \left( \check{Z} - \check{Z}_e \right)
\end{align*}
\]

(7.2.120) cont'd

Solving (7.2.112) and (7.2.119) we obtain

\[
\begin{align*}
\tilde{\beta}_\omega &= \frac{\tilde{A}}{\tilde{X}} \\
\tilde{\beta}_\lambda &= \frac{\tilde{B}}{\tilde{X}} \\
\tilde{\beta}_z &= \left[ 1 - \left( \frac{\tilde{P} + \tilde{R}}{\tilde{X}} \right) \right]
\end{align*}
\]

(7.2.121)

where \(X = a_{\omega} b_{\omega} - a_{\lambda} b_{\lambda} \), \(A = a_{\omega} b_{\omega} - a_{\lambda} b_{\lambda} \), \(B = a_{\omega} b_{\omega} - a_{\lambda} b_{\lambda}\)

Now if we substitute \(\Delta \omega = 0\), i.e., we assume that the driving field is in exact resonance with the corresponding atomic transition, then

\[
X = a_{\omega} b_{\omega} - a_{\lambda} b_{\lambda} = \omega \tau_0
\]

(7.2.122)

where

\[
\tau_0 = \left( \frac{\omega}{\omega + \omega + \omega} \right)_{\omega = 0} = \left[ \sum_{n=1}^{\infty} \frac{1}{n^2} \left( \sum_{n=1}^{\infty} \frac{1}{n^2} \right) \right] \left\{ \frac{1}{\lambda^2} \left[ \sum_{n=1}^{\infty} \frac{1}{n^2} \right] \right\}
\]

(7.2.123)

(N.B. we have used the fact that

\[
\Re \left( \sum_{n=1}^{\infty} \frac{1}{n^2} \right) = \left( \omega + \omega + \omega \right) \omega
\]

(7.2.124a)

and

\[
\Re \left( \sum_{n=1}^{\infty} \frac{1}{n^2} \right) = \left( \omega + \omega + \omega \right) \omega
\]

(7.2.124b)

Hence we have

\[
\tilde{\beta}_\omega = \left[ \frac{a_{\omega} b_{\omega} - a_{\lambda} b_{\lambda}}{\omega \tau_0} \right]
\]

(7.2.125)

\[
\tilde{\beta}_\lambda = \left[ \frac{\omega \tau_0 - \left( \frac{a_{\omega} b_{\omega} - a_{\lambda} b_{\lambda}}{\omega \tau_0} \right)}{\omega \tau_0} \right]
\]

(7.2.126)
and substituting in equations (7.6.116), (7.6.111) and (7.6.112) we obtain:

\[
\tilde{\rho}_n = \frac{-1}{n \ln \mu T_o} \left[ \alpha_l \left\{ -\frac{x}{k_n} \left[ \frac{x}{A_i (A_i - \gamma) + A_i (x - \gamma)} \right] \right\} + \rho \left\{ -\frac{x}{k_n} \left[ \frac{x}{A_i (A_i - \gamma) + A_i (x - \gamma)} \right] \right\} \right] (7.6.123)
\]

\[
\tilde{\rho}_n = \frac{(-iK)}{n \ln \mu T_o} \left[ \alpha_l \left\{ -\frac{x}{k_n} \left[ \frac{x}{A_i (A_i - \gamma) + A_i (x - \gamma)} \right] \right\} + \rho \left\{ -\frac{x}{k_n} \left[ \frac{x}{A_i (A_i - \gamma) + A_i (x - \gamma)} \right] \right\} \right] (7.6.124)
\]

\[
\tilde{\rho}_n = \frac{(iK)}{n \ln \mu T_o} \left[ \alpha_l \left\{ -\frac{x}{k_n} \left[ \frac{x}{A_i (A_i - \gamma) + A_i (x - \gamma)} \right] \right\} + \rho \left\{ -\frac{x}{k_n} \left[ \frac{x}{A_i (A_i - \gamma) + A_i (x - \gamma)} \right] \right\} \right] (7.6.125)
\]

On substituting for \( a_c \) and \( b_c \) we obtain the following equations:

\[
\tilde{\rho}_n = \frac{\left[ \lambda_1 H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right) \right] a_c + \left[ \lambda_1 H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right) \right] b_c}{H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right)} (7.6.131)
\]

\[
\tilde{\rho}_1 = \frac{\left[ \lambda_1 H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right) \right] a_c + \left[ \lambda_1 H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right) \right] b_c}{H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right)} (7.6.132)
\]

\[
\tilde{\rho}_1 = \frac{\left[ \lambda_1 H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right) \right] a_c + \left[ \lambda_1 H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right) \right] b_c}{H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right)} (7.6.133)
\]

\[
\tilde{\rho}_2 = \frac{\left[ \lambda_1 H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right) \right] a_c + \left[ \lambda_1 H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right) \right] b_c}{H^1 + \lambda_2 \sigma \left( F_c H^2 + F_c H^2 \right)} (7.6.134)
\]
We may now note that-

\[ \rho_s = \frac{gL_t}{s + \mu_0 - \omega} \left( \frac{s + \mu_0 - \omega}{s + \mu_0 - \omega} \right)^n e^{i\omega t} \]  

\[ \rho_s = \frac{gL_t}{s + \mu_0 - \omega} \left( \frac{s + \mu_0 - \omega}{s + \mu_0 - \omega} \right)^n e^{i\omega t} \]  

Now, we recall that according to equation (7.65a)

\[ \tilde{\phi} (\nu) = 2\tilde{\rho}_s \left[ \tilde{\phi}_{\nu o} (\nu) + \nu \frac{\partial}{\partial \nu} \tilde{\phi}_{\nu 1} \right] + \tilde{\phi}_{\nu 2} (\nu) \left[ \frac{\partial^2}{\partial \nu^2} \tilde{\phi}_{\nu 1} + \nu \frac{\partial}{\partial \nu} \tilde{\phi}_{\nu 1} + \frac{\partial}{\partial \nu} \tilde{\phi}_{\nu 2} \right] + \omega \frac{\partial}{\partial \nu} \tilde{\phi}_{\nu 1} \frac{\partial}{\partial \nu} \tilde{\phi}_{\nu 2} \left[ \tilde{\phi}_{\nu 1} + \nu \frac{\partial}{\partial \nu} \tilde{\phi}_{\nu 1} + \nu \frac{\partial}{\partial \nu} \tilde{\phi}_{\nu 2} \right] + \frac{\partial^2}{\partial \nu^2} \tilde{\phi}_{\nu 1} \tilde{\phi}_{\nu 2} \frac{\partial}{\partial \nu} \tilde{\phi}_{\nu 2} \] 

so that all the quantities on the RHS are now known. If we now evaluate all the \( \tilde{\phi} \)'s given in equations (7.65b) and (7.65c) at \( -\omega \), and substitute \( \nu = -\omega \) in the final expressions, we obtain, for \( \Delta \omega = 0 \)-

\[ \tilde{\phi}_{\nu 0} (-\omega) = \frac{1}{-\Delta \omega} \left[ \frac{(s + \mu_0 - \omega)H_1 H_2 + \nu \phi_{\nu 2} \phi_{\nu 0} - \nu \phi_{\nu 1} \phi_{\nu 2} \phi_{\nu 0}}{-\Delta \omega} \right] \]
\[
\hat{\psi}_{12}(\gamma, \nu) = \frac{1}{\nu^2 Z'} \left[ \nu_4 G^4 \left\{ H_1' + \nu_4 G' \Delta_2 \right\} \right] \nu_2 \left\{ E_2' + \nu_4 G' \Delta_2 \right\} b_1 + \nu_4 G' \Delta_2 \left\{ E_2' + \nu_4 G' \Delta_2 \right\} b_1 \right] \\
+ \frac{1}{\nu^2 Z'} \left[ \nu_4 G^4 \left\{ H_1' + \nu_4 G' \Delta_2 \right\} \right] \nu_2 \left\{ E_2' + \nu_4 G' \Delta_2 \right\} b_1 + \nu_4 G' \Delta_2 \left\{ E_2' + \nu_4 G' \Delta_2 \right\} b_1 \right] \\
+ \hat{\psi}_{12}(\gamma, \nu) = \frac{1}{\nu^2 Z'} \left[ \nu_4 G^4 \left\{ H_1' + \nu_4 G' \Delta_2 \right\} \right] \nu_2 \left\{ E_2' + \nu_4 G' \Delta_2 \right\} b_1 + \nu_4 G' \Delta_2 \left\{ E_2' + \nu_4 G' \Delta_2 \right\} b_1 \right] \\
+ \frac{1}{\nu^2 Z'} \left[ \nu_4 G^4 \left\{ H_1' + \nu_4 G' \Delta_2 \right\} \right] \nu_2 \left\{ E_2' + \nu_4 G' \Delta_2 \right\} b_1 + \nu_4 G' \Delta_2 \left\{ E_2' + \nu_4 G' \Delta_2 \right\} b_1 \right]
\]
i.e., primed quantities are evaluated at $s = -i \omega$, and

$$T' = \tau(t) = -\left[ a(t, w, w', \beta_1, \beta_2) \right]$$

(7.B.14)

cont'd

(7.B.14a)

(7.B.14b)

b) Spectral correlation function split into coherent and incoherent parts

We are now interested in separating the expression for the total spectral correlation function, $q(t)$, into coherent and incoherent parts, as in Hollow's paper. In order to find the coherent part it is necessary to find the asymptotic form of $q(t)$ in the limit $t \to \infty$, which originates from the poles on the imaginary axis of the $s$ plane. $\tilde{q}(s)$ is, of course, the Laplace transform of $g(t)$, so that, since $g(t)$ is given by equation (7.B.97) as
\[
\begin{align*}
 \dot{q}'(1) &= \dot{q}'(1) \left[ \dot{\beta}_3 - \chi_{c_1} \left( -\dot{\chi}_{c_2} \dot{\chi}_5 - \dot{\chi}_{c_3} \dot{\chi}_2 \right) - \dot{\chi}_{c_2} \dot{\chi}_5 \right] \\
 &\quad + \chi_{c_1} \chi_{c_3} \left( \dot{\chi}_{c_2} \dot{\chi}_5 - \dot{\chi}_{c_3} \dot{\chi}_2 \right) + \psi_{12}'(1) \left[ \ddot{\beta}_3 + \chi_{c_1} \dot{\chi}_5 \dot{\beta}_5 \right] \\
 &\quad + \psi_{21}'(1) \left[ \ddot{\beta}_3 + \chi_{c_1} \dot{\chi}_2 \dot{\beta}_2 \right] \\
 \dot{q}'(2) &= \dot{q}'(2) \\
 &\quad - \psi_{12}'(1) \left[ \ddot{\beta}_2 + \chi_{c_1} \dot{\chi}_5 \dot{\beta}_5 \right] + \psi_{21}'(1) \left[ \ddot{\beta}_2 + \chi_{c_1} \dot{\chi}_2 \dot{\beta}_2 \right] \\
 &\quad - \chi_{c_1} \chi_{c_3} \left( \dot{\chi}_{c_2} \dot{\chi}_5 - \dot{\chi}_{c_3} \dot{\chi}_2 \right) + \psi_{12}'(1) \left[ \ddot{\beta}_3 + \chi_{c_1} \dot{\chi}_5 \dot{\beta}_5 \right] \\
 &\quad + \psi_{21}'(1) \left[ \ddot{\beta}_3 + \chi_{c_1} \dot{\chi}_2 \dot{\beta}_2 \right] \\
 \end{align*}
\]

(7.3.143)

where the expressions for \( \dot{q}'(1) \) and \( \dot{q}'(2) \) are given by equations (7.3.59b) and (7.3.60b) where \( \Delta \) now equals zero. If we assume that the real parts of the roots of \( T \) are all negative then the only contribution to \( \dot{q}'(T \rightarrow 0) \) comes from the pole at \( -\Delta \) on the RHS of the expressions for \( \dot{q}'(1) \) and \( \dot{q}'(2) \).

The residue of the pole is, by virtue of equations (7.3.59b), (7.3.60b) and (7.3.143),

\[
\lim_{s \rightarrow -\Delta} \left[ (s - \Delta) \dot{q}'(s) \right]
\]
from equations (7.B.42) and (7.B.47) at \( \Delta \omega = 0 \), (7.B.141) and (7.B.116),

and

\[ Z'' = Z'(\omega_0) = H''_0 H''_1 T'^{-1} H_1 H_0 T_0 \]

where

\[ T'' = T''(\omega_0, \omega_1, \omega_0, \omega_1) = \left[ H''_1 H''_2 Y_{1,1} (\omega_0 + \omega_1) \right] + \left[ H''_1 H''_2 Y_{1,1} (\omega_0 + \omega_1) \right] + \cdots \]

Also

\[ a'' = a''_0(\omega_0) = a''_1(\omega_0) = \cdots \]

\[ b'' = b''_0(\omega_0) = b''_1(\omega_0) = \cdots \]

i.e. doubly primed quantities are equal to the corresponding unprimed
quantities at $\omega = 0$ or the primed quantities at $\omega = 0$ but are only equal to the corresponding quantities with zero subscripts when $\omega = 0$. So that

$$
\gamma_{\omega}(t) = \frac{1}{2\pi\omega} \left( \psi_{\omega}(\tau) \delta(\tau - t) + \psi_{\omega}(\tau) \delta(\tau + t) \right)
$$

We can now see that the contribution of this term to the correlation function $g(\tau)$ is the coherent, harmonically varying expression

$$
g(\tau) = \frac{1}{2\pi\omega} \left( \psi_{\omega}(\tau) \delta(\tau - t) + \psi_{\omega}(\tau) \delta(\tau + t) \right)
$$

**Example:**

We can also write this as

$$
g(\tau) = \frac{1}{2\pi\omega} \left( \psi_{\omega}(\tau) \delta(\tau - t) + \psi_{\omega}(\tau) \delta(\tau + t) \right)
$$

The Laplace transform of the remaining, incoherent part of the atomic correlation function is

$$
G(\sigma) = \frac{1}{\sigma - \omega} \left( \psi(\tau) \delta(\tau - t) + \psi(\tau) \delta(\tau + t) \right)
$$

The Fourier transform of the correlation function $g(\tau)$ is

$$
\hat{g}(\omega) = \frac{1}{\sqrt{2\pi\sigma}} \left( \psi(\tau) \delta(\tau - t) + \psi(\tau) \delta(\tau + t) \right)
$$

We can write $\hat{g}(\omega)$ from (7.6.149) more explicitly as

$$
\hat{g}(\omega) = \hat{\Psi}(\omega) \left( \hat{\psi}(\tau) \delta(\tau - t) + \hat{\psi}(\tau) \delta(\tau + t) \right)
$$
We shall now let

\[ \hat{\psi}_{\alpha n}(s) = \frac{1}{(s + \omega)^{1/2}} \hat{\psi}_{\alpha n}(t) \]

where

\[ \hat{\psi}_{\alpha n}(t) = \frac{i}{\omega} \left[ \left( \left( H_{1} + \frac{1}{4} \right) H_{1} H_{2} - \frac{1}{4} H_{1} H_{2} \right) \right] \left( F_{2} H_{1} + H_{1} F_{2} \right) \]

(7.5.152)

and

\[ \hat{\psi}_{\beta n}(s) = \frac{1}{(s + \omega)^{1/2}} \hat{\psi}_{\beta n}(t) \]

where

\[ \hat{\psi}_{\beta n}(t) = \frac{i}{\omega} \left[ \left( \left( H_{1} + \frac{1}{4} \right) H_{1} H_{2} - \frac{1}{4} H_{1} H_{2} \right) \right] \left( F_{2} H_{1} + H_{1} F_{2} \right) \]

(7.5.153)

Now let us separate \( \hat{\psi}_{\alpha n}(s) \), given by equation (7.5.152) into two terms, so that

\[ \hat{\psi}_{\alpha n}(s) = (s + \omega) T \hat{\psi}_{\alpha n}(s) = (s + \omega) \hat{\psi}_{\alpha n}(\alpha s) + T / \beta_{13} \]

(7.5.154a)

Similarly

\[ \hat{\psi}_{\beta n}(s) = (s + \omega) T \hat{\psi}_{\beta n}(s) = (s + \omega) \hat{\psi}_{\beta n}(\beta s) + T / \beta_{12} \]

(7.5.155a)

Then

\[ \hat{\psi}_{\alpha n}(s) = \frac{\hat{\psi}_{\alpha n}(s)}{T} + \frac{T}{(s + \omega) T} \beta_{13} \]

(7.5.154b)

and

\[ \hat{\psi}_{\beta n}(s) = \frac{\hat{\psi}_{\beta n}(s)}{T} + \frac{T}{(s + \omega) T} \beta_{12} \]

(7.5.155b)

(N.B. We already know that

\[ \hat{\psi}_{\alpha n}(s) = \frac{\hat{\psi}_{\alpha n}(s)}{\beta_{13} T} = \frac{\hat{\psi}_{\alpha n}(s)}{\beta_{13} T} \]

(see eq. (7.5.137))

and

\[ \hat{\psi}_{\alpha n}(s) = \frac{\hat{\psi}_{\alpha n}(s)}{\beta_{12} T} = \frac{\hat{\psi}_{\alpha n}(s)}{\beta_{12} T} \]

(see eq. (7.5.133))

so that equations (7.5.154a) and (7.5.155a) are valid.)
Similarly, we can also separate $T$, given by equation (7.B.57) with
now equal to zero, so that

$$T = (\ldots) + T_0$$ 

(7.B.156)

Using these substitutions in equation (7.B.150)

$$\text{Making three further substitutions}
\begin{align*}
V_{n+1}(t) &= \frac{\Phi_{n+1}(t, u) - \Psi_{n+1}(t, u)}{t} \\
V_{n+1}(t) &= \frac{\Phi_{n+1}(t, u)}{t} \\
T(t) &= \frac{1}{t} \left[ \cdots \right]
\end{align*}
(7.B.158)

we obtain:

$$\begin{align*}
\dot{\hat{V}}_{n+1}(t) &= \frac{1}{\omega^2} \left[ V_{n+1}(t) - J(t) \beta_{n+1} \right] \beta_{n+1} + \frac{\psi_{n+1}(t)}{\omega} \beta_{n+1} + \frac{\psi_{n+1}(t)}{\omega} \beta_{n+1} \\
\dot{\hat{V}}_{n+1}(t) &= -\frac{1}{\omega^2} \left[ V_{n+1}(t) - J(t) \beta_{n+1} \right] \beta_{n+1} + \frac{\psi_{n+1}(t)}{\omega} \beta_{n+1} + \frac{\psi_{n+1}(t)}{\omega} \beta_{n+1} \\
\dot{\hat{V}}_{n+1}(t) &= \frac{1}{\omega^2} \left[ V_{n+1}(t) - J(t) \beta_{n+1} \right] \beta_{n+1} + \frac{\psi_{n+1}(t)}{\omega} \beta_{n+1} + \frac{\psi_{n+1}(t)}{\omega} \beta_{n+1}
\end{align*}
(7.B.159)

(7.159)
We can now see that once this expression is determined the value of the total spectral correlation function $\tilde{G}_1(v)$, given by (7.3.23b), is known.

We may now write down the result in the form

$$G_1(v) = G_{re}^1(v) + \tilde{G}_{re}(v)$$

where

$$G_{re}^1(v) = \sum_{i=1}^{N} \int_{-\infty}^{\infty} \frac{f_i(v)}{v_i}$$

and

$$\tilde{G}_{re}(v) = 2\pi \delta(v^2) \beta_i \beta_i'$$

and

$$\tilde{G}_{re}(v) = 2\pi \delta(v^2) \beta_i \beta_i'$$

and

$$\tilde{G}_{re}(v) = 2\pi \delta(v^2) \beta_i \beta_i'$$

and

$$\tilde{G}_{re}(v) = 2\pi \delta(v^2) \beta_i \beta_i'$$

Before we proceed with any further evaluations, we shall make certain approximations. We recall that (see equation (7.3.23)):

$$Y_{11} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{f_i(v)}{v_i}$$

and in the case of the Na D lines:
Also in the case of the K lines:

\[
\left( \frac{\omega_{\text{K}}}{\lambda_{\text{K}}} \right)_{\text{K}} = \left( \frac{747.7}{770.1} \right)^3 = 0.9863
\]

\[
\left( \frac{\omega_{\text{K}}}{\lambda_{\text{K}}} \right)_{\text{K}} = \left( \frac{770.1}{747.7} \right)^3 = 1.014
\]

Thus, for such differences between \(\omega\) and \(\omega_{\text{K}}\), i.e., for \(\lambda_{\text{K}} \sim \lambda_{\text{K}}\), we can consider

\[
\Gamma_{\text{K}} = \Gamma_{\text{K}} (\approx \Gamma)
\]

and we can also take \((\omega_{\text{K}}/\lambda_{\text{K}})\) and \((\omega_{\text{K}}/\lambda_{\text{K}})\) in the expression for \(\gamma(\omega)\) to be unity.

Let

\[
d_{\text{K}} = \frac{d_{\text{K}}}{d_{\text{K}}} = \frac{p_{\text{K}}}{p_{\text{K}}}
\]

and

\[
\Gamma_{\text{K}} = d_{\text{K}} = \frac{p_{\text{K}}}{p_{\text{K}}} = \frac{p_{\text{K}}}{p_{\text{K}}} \cos \theta
\]

where \(\cos \theta = \frac{p_{\text{K}}}{p_{\text{K}}}\) and \(\omega_{\text{K}} = \omega_{\text{K}}\)

Then

\[
d_{\text{K}} = \frac{d_{\text{K}}}{d_{\text{K}}} , \text{ where } \phi = \frac{1}{\cos \theta} = \frac{p_{\text{K}}}{p_{\text{K}}}
\]

If we assume that

\[
p_{\text{K}} \neq p_{\text{K}} = p_{\text{K}} \cdot p_{\text{K}} , \text{ i.e., } \frac{p_{\text{K}}}{p_{\text{K}}} \neq 1 , \text{ as in Chapter III, then } \gamma_{\text{K}} = (\gamma_{\text{K}}) , \text{ i.e., } d_{\text{K}} = d_{\text{K}} = 1 . \text{ This is a reasonable assumption, but we shall keep } d_{\text{K}} \text{ and } d_{\text{K}} \text{ unequal for the present.}
\]

Now, evaluating equations (7.B.153) at \(= \frac{-1}{\omega}\) and using (7.B.154a),
\[ V_{\text{ax}}(\nu, \nu') = \frac{\hat{V}_{\text{nuc}}(\nu, \nu')}{v} = \frac{\hat{\Psi}_{\text{nuc}}(\nu) - \frac{1}{\theta} \bar{\beta}_r}{(\nu')^{-1}} \]

and \[ \hat{V}_{\text{nuc}}(\nu) = \frac{1}{\theta} \hat{\Psi}_{\text{nuc}}(\nu) \]

and this can be shown to be the sum of two terms, one containing a factor of \((\nu')^{-1}\), as required, viz.

\[ \hat{\Psi}_{\text{nuc}}(\nu) = \frac{1}{\theta} \hat{\Psi}_{\text{nuc}}(\nu) \]

but for the present we shall use the expression for \(\hat{\Psi}_{\text{nuc}}(\nu)\) already found (see equation (7.3.152)).

Now the intensity spectrum is represented by

\[ I_{\nu} \hat{I}_{\nu}(\nu) = \hat{I}(\nu) = \hat{\bar{S}}_{\nu} \hat{j}_{\nu}(\nu) + \hat{\bar{S}}_{\nu} \hat{j}_{\nu} \hat{\bar{S}}_{\nu}(\nu) \]

where

\begin{align*}
\hat{j}_{\nu}(\nu) &= \hat{\bar{S}}_{\nu}(\nu) + d_1 \hat{\bar{S}}_{\nu}(\nu) + d_2 \hat{\bar{S}}_{\nu}(\nu) + d_3 \hat{\bar{S}}_{\nu}(\nu) \\
\hat{j}_{\nu}(\nu) &= 2\pi S(\nu) \bar{\beta}_s \bar{\beta}_t \\
\hat{j}_{\nu}(\nu) &= 2\pi S(\nu) \bar{\beta}_s \bar{\beta}_t \\
\hat{j}_{\nu}(\nu) &= 2\pi S(\nu) \bar{\beta}_s \bar{\beta}_t \\
\end{align*}

and

\begin{align*}
\hat{E}_{\text{nucl}}(\nu) &= \hat{\bar{S}}_{\text{nucl}}(\nu) + d_1 \hat{\bar{S}}_{\text{nucl}}(\nu) + d_2 \hat{\bar{S}}_{\text{nucl}}(\nu) + d_3 \hat{\bar{S}}_{\text{nucl}}(\nu) \\
\hat{E}_{\text{nucl}}(\nu) &= [V_{\text{nuc}}(\nu) - J(\nu) \bar{\beta}_s \bar{\beta}_t + \hat{\bar{S}}_{\nu}(\nu) \bar{\beta}_s \bar{\beta}_t] \\
\hat{E}_{\text{nucl}}(\nu) &= [V_{\text{nuc}}(\nu) - J(\nu) \bar{\beta}_s \bar{\beta}_t + \hat{\bar{S}}_{\nu}(\nu) \bar{\beta}_s \bar{\beta}_t] \\
\hat{E}_{\text{nucl}}(\nu) &= [V_{\text{nuc}}(\nu) - J(\nu) \bar{\beta}_s \bar{\beta}_t + \hat{\bar{S}}_{\nu}(\nu) \bar{\beta}_s \bar{\beta}_t] \\
\hat{E}_{\text{nucl}}(\nu) &= [V_{\text{nuc}}(\nu) - J(\nu) \bar{\beta}_s \bar{\beta}_t + \hat{\bar{S}}_{\nu}(\nu) \bar{\beta}_s \bar{\beta}_t] \\
\end{align*}

\textbf{N.B.} \( V_{\text{ax}}(\nu, \nu') = \frac{\hat{\Psi}_{\text{nuc}}(\nu, \nu')}{T^1} = \frac{\hat{\Psi}_{\text{nuc}}(\nu) - \frac{1}{\theta} \bar{\beta}_r}{(\nu')^{-1}} \)
\[
\begin{align*}
\mathbf{V}_{\psi_1} (\eta, \lambda, \omega) &= \frac{1}{\mathbf{F}^{\eta, \lambda}(\gamma)} \cdot \mathbf{V}_{\psi_1}(\gamma, \lambda, \omega) - \frac{\partial}{\partial \omega} \mathbf{F}^{\eta, \lambda}(\gamma), \\
\frac{\partial}{\partial \omega} \mathbf{F}^{\eta, \lambda}(\gamma) &= \frac{1}{\gamma} \cdot \mathbf{F}^{\eta, \lambda}(\gamma) - \frac{\partial}{\partial \omega} \mathbf{F}^{\eta, \lambda}(\gamma),
\end{align*}
\]

cont’d

\[\hat{\psi}_{\psi_1}(\omega), \hat{\psi}_{\psi_2}(\omega), \hat{\psi}_{\psi_3}(\omega), \hat{\psi}_{\psi_4}(\omega), \hat{\psi}_{\psi_5}(\omega), \hat{\psi}_{\psi_6}(\omega), \hat{\psi}_{\psi_7}(\omega), \hat{\psi}_{\psi_8}(\omega)\]

are obtained from equations (7.3.152) and (7.3.153) where \( s = \omega \) and \( \{1, 2, 3, 4\} \),

We can rewrite the equilibrium density matrices given in equations (7.3.131)-(136), on letting \( \{\omega, \omega\} = \{s, \omega\} \) as:

\[
\begin{align*}
\tilde{\rho}_0 &= \frac{1}{n_0} \left\{ \left[ \sigma_{00} \sigma_{00}' \right] b_{n_0} + \frac{1}{\mathbf{F}_{n_0}} \cdot \mathbf{F}_{n_0}' \right\}, \\
\tilde{\rho}_1 &= \frac{1}{n_1 \mathbf{F}_{n_1}} \left\{ \left[ \sigma_{00} \sigma_{11}' \right] b_{n_1} + \frac{1}{\mathbf{F}_{n_1}} \cdot \mathbf{F}_{n_1}' \right\}, \\
\tilde{\rho}_2 &= \frac{1}{n_2 \mathbf{F}_{n_2}} \left\{ \left[ \sigma_{00} \sigma_{22}' \right] b_{n_2} + \frac{1}{\mathbf{F}_{n_2}} \cdot \mathbf{F}_{n_2}' \right\}, \\
\tilde{\rho}_3 &= \frac{1}{n_3 \mathbf{F}_{n_3}} \left\{ \left[ \sigma_{00} \sigma_{33}' \right] b_{n_3} + \frac{1}{\mathbf{F}_{n_3}} \cdot \mathbf{F}_{n_3}' \right\}, \\
\tilde{\rho}_4 &= \frac{1}{n_4 \mathbf{F}_{n_4}} \left\{ \left[ \sigma_{00} \sigma_{44}' \right] b_{n_4} + \frac{1}{\mathbf{F}_{n_4}} \cdot \mathbf{F}_{n_4}' \right\}, \\
\tilde{\rho}_5 &= \frac{1}{n_5 \mathbf{F}_{n_5}} \left\{ \left[ \sigma_{00} \sigma_{55}' \right] b_{n_5} + \frac{1}{\mathbf{F}_{n_5}} \cdot \mathbf{F}_{n_5}' \right\}, \\
\tilde{\rho}_6 &= \frac{1}{n_6 \mathbf{F}_{n_6}} \left\{ \left[ \sigma_{00} \sigma_{66}' \right] b_{n_6} + \frac{1}{\mathbf{F}_{n_6}} \cdot \mathbf{F}_{n_6}' \right\}, \\
\tilde{\rho}_7 &= \frac{1}{n_7 \mathbf{F}_{n_7}} \left\{ \left[ \sigma_{00} \sigma_{77}' \right] b_{n_7} + \frac{1}{\mathbf{F}_{n_7}} \cdot \mathbf{F}_{n_7}' \right\}, \\
\tilde{\rho}_8 &= \frac{1}{n_8 \mathbf{F}_{n_8}} \left\{ \left[ \sigma_{00} \sigma_{88}' \right] b_{n_8} + \frac{1}{\mathbf{F}_{n_8}} \cdot \mathbf{F}_{n_8}' \right\},
\end{align*}
\]

where \( \mathbf{F}^{\eta, \lambda}(\gamma) = \mathbf{F}^{\eta, \lambda}(\gamma) \)

and \( s = \omega \),

\( \mathbf{F}^{\eta, \lambda}(\gamma) \).
We shall now make the following substitutions:

\[ a^2 = \frac{\xi \xi}{\tilde{\kappa}} = (\xi \xi, \xi \xi) = (\xi \xi, \xi \xi) \]

where \( \xi \xi = \xi \xi \) and is real, so that \( a \) is also real

\[ b = \frac{\gamma}{\tilde{\kappa}} = (\gamma \gamma) = (\gamma \gamma) \]

\[ c = \frac{\omega_\nu \nu}{\tilde{\kappa}} = \frac{\epsilon_{\nu \nu}}{\tilde{\kappa}} \]

and

\[ \frac{y_1}{\tilde{\kappa}} = d_2 \leq \frac{\sum_{i=1}^{\nu} y_i}{\tilde{\kappa}} \]

since \( \omega_\nu \nu > \omega_\nu \nu \)

\[ \frac{f}{\tilde{\kappa}} = \frac{d_1}{\tilde{\kappa}} \leq \frac{\sum_{i=1}^{\nu} f_i}{\tilde{\kappa}} \]

where \( \cos \theta = \frac{d_1}{d_2} \)

so that \( d_2 = \phi d_1 \)

where \( \phi = \frac{1}{\cos \theta} \leq \frac{y_1 y_2}{\tilde{\kappa}} \)

then

\[ P = \gamma_1 \gamma_1 = (\nu_2(1+\kappa_d) \gamma_2(1+\kappa_d) + a^2) \]

\[ Q = \gamma_1 \gamma_1 = (\nu_2(1+\kappa_d) \gamma_2(1+\kappa_d) - \nu_4 d_1^2) \]

\[ R = \gamma_1 \gamma_1 = (\nu_2(1+\kappa_d) \gamma_2(1+\kappa_d) - \nu_4 d_1^2) \]

\[ L = \gamma_1 \gamma_1 = (\nu_2(1+\kappa_d) \gamma_2(1+\kappa_d) + a^2) \]

\[ M = \gamma_1 \gamma_1 = (\nu_2(1+\kappa_d) \gamma_2(1+\kappa_d) - \nu_4 d_1^2) \]

\[ N = \gamma_1 \gamma_1 = (\nu_2(1+\kappa_d) \gamma_2(1+\kappa_d) - \nu_4 d_1^2) \]

We shall also let,

\[ X_1' = \frac{\hat{\Psi}_{\nu\nu}(\nu \nu)}{\frac{Y_{\nu\nu}(\nu \nu)}{y_{\nu\nu}} - \frac{T_0}{\tilde{\kappa}} = y_1^2 X_1} \]
\[ x_i' = \hat{\psi}_{\alpha n}(-\nu) T' = \gamma_{si} x_i \]
\[ x_n' = \hat{\psi}_{\alpha n}(-\nu) T' = \gamma_{sn} x_n \]
\[ x' = T (\nu, x'(-\nu)) = \frac{{T'} - \bar{T}_0}{\bar{\gamma}_2} = \gamma_{si} x_i \]
\[ x_i' = \hat{\psi}_{\alpha n}(-\nu) T' = \gamma_{si} x_i \]
\[ M_1' = \hat{\psi}_{\alpha n}(-\nu) = \gamma_{si} M_1 \]
\[ M_2' = \hat{\psi}_{\alpha n}(-\nu) = \gamma_{si} M_2 \]

\[ \gamma_i = \beta_i = \gamma_{si}^2, \gamma_s = \gamma_{si}^2 P(b+c) \]
\[ \gamma_2 = F_0 = \gamma_{si}^2 \gamma_s = \gamma_{si}^2 Q(b+c) \]
\[ \gamma_5 = H_0 = \gamma_{si}^3 \gamma_5 = \gamma_{si}^3 R(b+c) \]

\[ T' = \gamma_{si} T \]
\[ \bar{T}_0 = \gamma_{si} T_c \]

\[ a_i' = \gamma_{si}^2 A_i \]
\[ a_s' = \gamma_{si}^2 A_s \]
\[ b_i' = \gamma_{si}^2 B_i \]
\[ b_s' = \gamma_{si}^2 B_s \]

\[ a_{10} = \gamma_{si}^7 A_{10} = \gamma_{si}^7 A_{10}'(b+c) \]
\[ a_{50} = \gamma_{si}^7 A_{50} = \gamma_{si}^7 A_{50}'(b+c) \]
\[ b_{10} = \gamma_{si}^7 B_{10} = \gamma_{si}^7 B_{10}'(b+c) \]
\[ b_{50} = \gamma_{si}^7 B_{50} = \gamma_{si}^7 B_{50}'(b+c) \]
\[
\begin{align*}
P_1' &= \gamma_1 \gamma_2 \gamma_3 \frac{1}{T_0} \mathbf{F} + \gamma_2 \gamma_3 \gamma_4 \mathbf{C} \left( \frac{\mathbf{F}}{T_0} \right) = \gamma_2 \gamma_3 \gamma_4 \mathbf{M}_2(b \cdot c) \\
P_2 &= \gamma_1 \gamma_3 \gamma_4 \mathbf{F} \\
P_3 &= \gamma_1 \gamma_3 \gamma_4 \mathbf{F} \\
P_4' &= \gamma_2 \gamma_3 \gamma_4 \mathbf{C} \\
P_5 &= \gamma_2 \gamma_3 \gamma_4 \mathbf{C} \\
\end{align*}
\]

(7.5.172)

\[
\begin{align*}
P_{11} &= PA + (P \cdot \gamma d^i) A_s \\
P_{12} &= PB + (P \cdot \gamma d^i) B_s \\
P_{13} &= (\gamma_2 (1 + d_2) - i (b \cdot d_2)) A_s + (\gamma_2 (2 + d_2) - i (2 b \cdot d_2)) A_s \\
P_{14} &= (\gamma_2 (1 + d_2) - i (b \cdot d_2)) B_s + (\gamma_2 (2 + d_2) - i (2 b \cdot d_2)) B_s \\
P_{15} &= (d_2 - i b) \mathbf{R} \mathbf{N} + \gamma_4 d^i (b \cdot R \mathbf{N}) - \frac{d_2}{2} (b \cdot R \mathbf{M} + b \mathbf{A}) \\
P_{16} &= (d_2 - i b) \mathbf{R} \mathbf{N} - \gamma_4 d^i (b \cdot R \mathbf{M} + b \mathbf{A}) \\
\end{align*}
\]

(7.5.173)

\[
\begin{align*}
P_{10} &= P_{11} (b \cdot c) = \gamma_1 A_{10} + (\gamma_1 + \gamma_4 d^i) A_{x \omega} \\
P_{120} &= P_{12} (b \cdot c) = \gamma_1 B_{10} + (\gamma_1 + \gamma_4 d^i) B_{x \omega} \\
P_{130} &= P_{13} (b \cdot c) = (\gamma_2 (1 + d_2) - i c) A_{10} + (\gamma_2 (2 + d_2) - i c) A_{x \omega} \\
P_{140} &= P_{14} (b \cdot c) = (\gamma_2 (1 + d_2) - i c) B_{10} + (\gamma_2 (2 + d_2) - i c) B_{x \omega} \\
P_{150} &= P_{15} (b \cdot c) = d_2 \gamma_3 \gamma_4 + \gamma_4 d^i a^i (\gamma_3 + \gamma_5) - \frac{d_2}{2} \gamma_3 \gamma_5 \gamma_6 + \gamma_4 d^i (b \cdot \gamma_3) \\
P_{160} &= P_{16} (b \cdot c) = d_3 \gamma_1 \gamma_2 - \gamma_4 d^i (b \cdot \gamma_3) \\
\end{align*}
\]

Hence

\[
\begin{align*}
x_1 &= \frac{M_1 - \mathbf{T}_0 \mathbf{A}}{-ib} = \frac{M_1 - \mathbf{M}_1 (b \cdot c)}{-ib} = \frac{M_1 - \frac{P_{11}}{b} \gamma_3 \gamma_4 \mathbf{F}}{-ib} - \frac{\mathbf{C}}{b} \gamma_3 \gamma_4 \mathbf{M}_2 (b \cdot c) \\
x_9 &= \frac{M_3 - \mathbf{T}_0 \mathbf{A}}{-ib} = \frac{M_3 - \mathbf{M}_3 (b \cdot c)}{-ib} = \frac{M_3 - \frac{P_{11}}{b} \gamma_3 \gamma_4 \mathbf{F}}{-ib} - \frac{\mathbf{C}}{b} \gamma_3 \gamma_4 \mathbf{M}_2 (b \cdot c) \\
x_4 &= \frac{T - \mathbf{T}_0}{-ib} \\
\end{align*}
\]

(7.5.175)
\[ U_1 = \frac{d_1}{T} \left[ R - P_u + p_2 P_{12} - \eta d_1^2 R T \right] \]

\[ U_2 = -\frac{d_1}{T} \left[ \rho_{21} P_{12} + P_{01} P_{14} - \left( \frac{1}{2} - b \right) R T \right] \]

\[ X_2 = \frac{\gamma \cdot d_1}{R} \left[ \eta_1 d_1 \left( \frac{1}{2} + b \right) P_{11} + \left( \frac{1}{2} - b \right) P_{12} \right] + RT \]

\[ T = \frac{A_1 B_1 + A_2 B_2}{R N} \]

\[ T = \frac{A_1 B_1 + A_2 B_2}{R} \]

\[ \chi = (\frac{1}{2} + b) \left( \frac{1}{2} - b \right) \left( \frac{1}{2} + c \right) \left( \frac{1}{2} - c \right) + \gamma^2 \]

\[ \chi_2 = \frac{1}{2} \left( \frac{1}{2} + b \right) \left( \frac{1}{2} - b \right) \left( \frac{1}{2} + c \right) \left( \frac{1}{2} - c \right) - \eta \gamma \]

\[ A_1' = -(d_2 - b) R N - \eta \gamma d_1^2 \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) R N \]

\[ A_2' = -(d_2 - b) R N + \eta \gamma d_1^2 \left( \frac{1}{2} + b \right) R N \]

\[ B_1' = (d_2 - b) R N + \eta \gamma d_1^2 \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) R N + \frac{1}{2} \gamma d_1^2 (R N) \]

\[ B_2' = (d_2 - b) R N - \frac{1}{2} \gamma d_1^2 \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) R N \]

\[ A_{10} = -d_2 \eta \gamma \left( \frac{1}{2} \right)^2 - \eta \gamma d_1^2 \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) \]

\[ A_{30} = -d_2 \eta \gamma \left( \frac{1}{2} \right)^2 + \eta \gamma d_1^2 \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) \]

\[ B_{10} = d_2 \eta \gamma \left( \frac{1}{2} \right)^2 + \eta \gamma d_1^2 \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) + \frac{1}{2} \gamma d_1^2 \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) \]

\[ B_{30} = (d_2 - b) \eta \gamma \left( \frac{1}{2} \right)^2 - \eta \gamma d_1^2 \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) \left( \frac{1}{2} + c \right) \left( \frac{1}{2} + b \right) \]
\[

P_1' = \frac{\omega}{\gamma_5} \left[ \frac{P_{\omega} P_{\omega} + P_{\omega} P_{\omega} - \gamma_4 d_1 - \gamma_5 l_T^*}{T_c} \right]
\]

\[
P_2' = -\gamma_2 d_1 \left[ \frac{P_{\omega} P_{\omega} + (\gamma_5 - \gamma_6) P_{\omega} + P_{\omega} P_{\omega} (\gamma_5 - \gamma_6) - \gamma_5 l_T^*}{T_c} \right]
\]

\[
P_3' = -\gamma_2 \left[ \frac{P_{\omega} + P_{\omega} P_{\omega} + P_{\omega} P_{\omega} - 72 l_T^*}{T_c} \right]
\]

\[
P_4' = -\gamma_2^{\alpha d} \left[ \frac{P_{\omega} + P_{\omega} P_{\omega} + P_{\omega} P_{\omega} - 72 l_T^*}{T_c} \right]
\]

\[
T_5 = \gamma_5 \left[ \frac{P_{\omega} (A - A_5) + \gamma_5 l_T^*}{T_c} \right]
\]

We can further factorize the expressions for \( P_1', P_2', P_3', P_4', P_5', T_5 \), \( \gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5, \gamma_6 \), \( \gamma_7, \gamma_8, \gamma_9, \gamma_{10}, \gamma_{11} \) given in equations (7.2.177), (7.2.178), (7.2.181), (7.2.182) so that we obtain the following expressions:

\[
S_1' = \frac{P_{\omega}}{75 \gamma_5^{l_T^*}} = \frac{\gamma_5 - \gamma_6}{75 \gamma_5^{l_T^*}} \left[ \gamma_1 - \gamma_6 (\gamma_1 + \gamma_2) + \gamma_6 d_1 (\gamma_1 - \gamma_2) + \gamma_6 d_2 (\gamma_3 - \gamma_2) \right]
\]

\[
S_2' = \frac{P_{\omega}}{75 \gamma_5^{l_T^*}} = \gamma_2 d_1 \left[ \gamma_5 - \gamma_6 (\gamma_1 + \gamma_2) + \gamma_6 d_1 (\gamma_3 - \gamma_2) + \gamma_6 d_2 (\gamma_3 - \gamma_2) \right]
\]

\[
S_3' = \frac{P_{\omega}}{75 \gamma_5^{l_T^*}} = \gamma_3 d_1 \left[ \gamma_5 - \gamma_6 (\gamma_1 + \gamma_2) + \gamma_6 d_1 (\gamma_3 - \gamma_2) + \gamma_6 d_2 (\gamma_3 - \gamma_2) \right]
\]

\[
S_4' = \frac{P_{\omega}}{75 \gamma_5^{l_T^*}} = \gamma_4 d_1 \left[ \gamma_5 - \gamma_6 (\gamma_1 + \gamma_2) + \gamma_6 d_1 (\gamma_3 - \gamma_2) + \gamma_6 d_2 (\gamma_3 - \gamma_2) \right]
\]

\[
S_5' = \frac{P_{\omega}}{75 \gamma_5^{l_T^*}} = \gamma_5 d_1 \left[ \gamma_5 - \gamma_6 (\gamma_1 + \gamma_2) + \gamma_6 d_1 (\gamma_3 - \gamma_2) + \gamma_6 d_2 (\gamma_3 - \gamma_2) \right]
\]

\[
T = \frac{P_{\omega}}{75 \gamma_5^{l_T^*}} = \gamma_5 d_1 \left[ \gamma_5 - \gamma_6 (\gamma_1 + \gamma_2) + \gamma_6 d_1 (\gamma_3 - \gamma_2) + \gamma_6 d_2 (\gamma_3 - \gamma_2) \right]
\]

\[
T = \gamma_5 d_1 \left[ \gamma_5 - \gamma_6 (\gamma_1 + \gamma_2) + \gamma_6 d_1 (\gamma_3 - \gamma_2) + \gamma_6 d_2 (\gamma_3 - \gamma_2) \right]
\]
\[ x_1 = \left[ \mathbf{u} + \left[ \left( z_1 \cdot r \right) \left( z_2 \cdot s \right) \mathbf{v} \right] \mathbf{w} + \left( z_3 \cdot t \right) \mathbf{u} + \mathbf{v} + \mathbf{w} \right] + \mathbf{a} + \mathbf{b} \]

\[ x_2 = \gamma_2 \mathbf{v} \left[ \mathbf{u} + \mathbf{v} \right] + \mathbf{a} + \mathbf{b} \]

\[ x_3 = -\left\{ \left( z_3 \cdot r \right) \mathbf{v} \right\} \mathbf{w} + \left( z_4 \cdot t \right) \mathbf{u} + \mathbf{v} + \mathbf{w} \]

\[ x_4 = -\left\{ \left( z_5 \cdot r \right) \mathbf{v} \right\} \mathbf{w} + \left( z_6 \cdot t \right) \mathbf{u} + \mathbf{v} + \mathbf{w} \]

\[ x_5 = -\left\{ \left( z_7 \cdot r \right) \mathbf{v} \right\} \mathbf{w} + \left( z_8 \cdot t \right) \mathbf{u} + \mathbf{v} + \mathbf{w} \]
\[ x_9 = -\left\{ (d_1 + d_2 + d_3)(d_1 - d_2)(d_1 - d_3) + 2a^2(d_2 - d_3)L - \frac{1}{2}d_1(d_2(d_3 - d_1)) \right\} \\
\quad + \left\{ \frac{1}{2}d_1a^2/(d_1 - d_2) + \left( d_2^2 + d_3^2 \right) \right\} + 2\left( d_2 - d_3 \right) \frac{d_1}{d_2} + 2\left( d_2 - d_3 \right) \frac{d_1}{d_2} \\
(7.6.123e)
\]

\[ x_{10} = -\left\{ (d_1 + d_2 + d_3)(d_1 - d_2)(d_1 - d_3) + 2a^2(d_2 - d_3)L - \frac{1}{2}d_1(d_2(d_3 - d_1)) \right\} \\
\quad + \left\{ \frac{1}{2}d_1a^2/(d_1 - d_2) + \left( d_2^2 + d_3^2 \right) \right\} + 2\left( d_2 - d_3 \right) \frac{d_1}{d_2} + 2\left( d_2 - d_3 \right) \frac{d_1}{d_2} \\
(7.6.123f)
\]

\[ x_{11} = d_1\left\{ (d_2 + d_3)(d_2 - d_1) - \frac{1}{2}d_2^2 \right\} + \frac{1}{2}d_1(a^2/(d_2 - d_1)) + \frac{1}{2}d_1(a^2/(d_2 - d_1)) + \frac{1}{2}d_1(a^2/(d_2 - d_1)) \\
\quad + \frac{1}{2}d_1(a^2/(d_2 - d_1)) - \frac{1}{2}d_1(a^2/(d_2 - d_1)) \\
(7.6.123g)
\]

where

\[ P = \gamma_{i} - ia_{i} P, \quad P^* = \gamma_{j} + ia_{j} P \]

\[ Q = \gamma_{k} - ia_{k} Q, \quad Q^* = \gamma_{j} + ia_{j} Q \]

\[ R = \gamma_{l} - ia_{l} R, \quad R^* = \gamma_{j} + ia_{j} R \]

\[ L = \gamma_{m} - ia_{m} L, \quad L^* = \gamma_{j} + ia_{j} L \]

\[ M = \gamma_{n} - ia_{n} M, \quad M^* = \gamma_{j} + ia_{j} M \]

\[ N = \gamma_{o} - ia_{o} N, \quad N^* = \gamma_{j} + ia_{j} N \]

Hence we can write the intensity spectrum as:

\[ I(b) = \hat{I}_{\text{coh}}(b) + \hat{I}_{\text{incoh}}(b) \]

where \[ \hat{I}_{\text{coh}}(b) = \sum_{i=1}^{b} \hat{I}_{\text{coh}}(b) \]

and \[ \hat{I}_{\text{incoh}}(b) = \frac{2\pi S(b)}{T_0^2} \]

\[ \hat{I}_{\text{incoh},i}(b) = \frac{2\pi S(b)S_{i}S_{j}}{T_0^2} \]
\[
\begin{align*}
\hat{I}_{\text{numb}}(b) &= \frac{2 \hat{I}_{\text{numb}}(b)}{T_0^2} \\
\hat{I}_{\text{numb}}(b) &= \frac{2 \hat{I}_{\text{numb}}(b)}{T_0^2} \\
\hat{I}_{\text{numb}}(b) &= \frac{2 \hat{I}_{\text{numb}}(b)}{T_0^2} \\
\hat{I}_{\text{numb}}(b) &= \frac{2 \hat{I}_{\text{numb}}(b)}{T_0^2} \\
\hat{I}_{\text{numb}}(b) &= \frac{2 \hat{I}_{\text{numb}}(b)}{T_0^2} \\
\end{align*}
\]

Graphs for \( \hat{I}(b) \) against \( b \) can now be plotted for various values of \( a, c, d_1, d_2 \) and some typical computer generated ones are shown in section E for \( d_1 = d_2 = 1, a = 3 \) and various values of \( c \). These, and others for which data only are given in section C, are analysed in the following section C, part (c).

C. Analysis of spectral profiles shown in Section E for \( d_1 = d_2 = 1 \)

(a) Predictions

We shall first of all consider what effect the parameters \( a \) and \( c \) might have on the spectral profile \( \hat{I}(b) \).

In the case of \( a \), we should expect noticeable non-linear effects for a large since \( a \) is related to the amplitude of the driving field, \( E_0 \), by the expression \( a = \frac{E_0}{\gamma} \), and so when \( a \) is large the driving field is strong. When \( E_0 \) is of the magnitude to be found in laser radiation the field-splittings of atomic level 2, a non-linear effect, should be significant. We deduce this from the fact that such field-dependent splitting was found
in the cases of potassium and hydrogen (see Chapters V and VI). Our assumption that the field has one mode, or one frequency, is particularly valid for such strong fields.

On the other hand, in the case of a, we should expect the asymmetry in the magnitude of the intensity to be noticeable (see ref. 8). \( c \) is related to the separation of the atomic levels 2 and 3, \( \omega_s \), by the expression \( c = \frac{\omega_s}{\gamma} \) and so when \( c \) is small, \( \omega_s \) is small compared with the line-width \( \gamma \). When \( \omega_s \) is in the range of 0 to 1 the overlapping of the line-widths of levels 3 and 2 varies from a maximum of \( \gamma \) to 0:

\[
c \cdot 0 \leq \omega_s \leq \omega_s \cdot \omega_s \cdot \gamma \leq \omega_s \cdot \gamma \leq \omega_s \cdot \gamma
\]

In Chapter III we saw how the profiles for spontaneous emission became asymmetric when levels 3 and 2 overlapped. Graphs for \( c = 1 \) and \( c = \frac{1}{2} \) are given in Figs. 3.2.6a and 6b respectively of Chapter III.

Since in the present case we have profiles dependent on \( a \) and \( c \) the effects of field splitting and asymmetry should both be present. The field splitting should be large for a large and the asymmetry large for \( c \) small. Splitting would only disappear for \( a = 0 \) but we should expect it to be unresolved for a sufficiently small. Similarly, when \( c \) is larger than 1, one would expect the asymmetry due to overlapping of line widths to be negligible, although, if \( c \) is not too large, then level 2 might still be close enough to level 3 to affect the profile in some way. The expected results might be further complicated by the position or the split levels of level 3 relative to level 2. For \( a = 1 \) should expect the split levels to occur at \( b = \pm 2a \) (see ref. 9) so that the magnitude of \( a \) relative to \( c \) is also important. For example, if \( a = 1 \) then split levels should occur at \( b_1^2 = \pm 2 \) and if \( c = 1 \) also then
If $a = rac{1}{2}$, then $b_{1,2} = \pm 1$ and if $c = \frac{1}{2}$ also then

If $a = \frac{1}{2}$, then $b_{1,2} = \pm \frac{1}{2}$ and, if $c = \frac{1}{2}$ also

In this case the split levels occur at the extremities of the half width of level 3 and will not be resolvable, though they might appear as shoulders on the resonance profile if their intensity is sufficiently large, viz.

Since $c < 1$ these shoulders are shown to be asymmetric in intensity.

Suitable values for $a$ and $c$ would be $a \geq 0.25$, $c = 0 \rightarrow 1$, for the effects of overlapping and $c = 1$ upwards for the effect of level 2 when not overlapping level 3. When $c \gg 1$ then the atom would be effectively a 2-level atom and the results would be only due to the field. When $a < \frac{1}{2}$ one would not expect anything different from the normal Lorentzian profile. When $a$ is very large one would expect the profiles of the split levels to be independent of $c$. 
Kewstein has pointed out that the size of the driving field is critical. In ref. 65 where he considers the effect of collisional relaxation he says that if the driving field is not sufficiently large to alter the state of the atomic system in a relaxation time, then the spectral distribution of the spontaneous emission will be unaffected (see also ref. 35). In ref. 66 he says that the effect would not be significant in such a case. We can see, in the above analysis, that unless $a > \frac{1}{2}$ the profile would be Lorentzian.

Kewstein [66] considers the spectrum for spontaneous emission from an ensemble of 2-level atoms interacting with a relaxation mechanism and the effect of the application of a classical driving field. He finds that the single Lorentzian line-shape characteristic of the power spectrum of spontaneous emission for the undriven case is split into components by the driving field and that their splitting is associated with the establishment of definite phase relations between the corresponding components of the field spectrum. The effects become significant when the strength of the field is sufficient to appreciably alter the state of the material system in a relaxation time. He says that: "The splitting of the power spectrum can be associated with the sinusoidal modulation of the population of the upper level of the material system, between relaxation collisions, due to the coupling to the driving field. The establishment of phase relations between the components of the field spectrum can be associated with response characteristics of the driven material system. Senitzky et al. [67] have shown that the linear response to an additional small signal depends on the phase of the small signal relative to the driving field. The susceptibility of the medium to a small signal phased for frequency modulation relative to a resonant driving field has a Lorentzian line shape centred at the central atomic frequency. The susceptibility to a small signal phased for amplitude modulation consists of the sums of the two Lorentzians, symmetrically displaced relative to the central frequency. These three peaks in the

*cf. note on oscillation at the Rabi frequency in Chapter II*
susceptibility and the associated phase relations correspond to the same features of the spontaneous emission spectrum. The three peaks of Neustein's Fig. 1 resemble those of Hollow except that Neustein's curves are for $\lambda = 4\kappa$, when the shape is similar to Hollow's for $\lambda = 3\kappa$ and $5\kappa$ except that the side peaks occur at $\pm 4$ instead of at $\pm 3$ and $\pm 5$; for $\lambda = 2\kappa$, when the side peaks merge with the central one, as they do for $\lambda = \kappa$ in Hollow's case, and for $\lambda = 0$ when there is no driving field.

Apanasevich does not obtain 3 peaks in his susceptibility curves (Fig. 2), owing to the fact that they only represent linear susceptibility resulting from a weak field, i.e., a field insufficiendy strong to alter the state of the atomic system in a relaxation time. His anomalies are due to the nearness of the upper levels and the fact that the weak field can couple both upper levels to the ground level since it has a frequency spread.

We can however deduce some results from those of Hollow, since, if we compare our equations (7.6.2), (7.6.4), (7.6.6), (7.6.9) for $\theta$, $\rho_{ss}$, $\theta$, and $\rho_{nn}$, for the case when $\gamma_1 = \gamma_2 = \gamma_3 = \gamma_4 = \gamma$, with those of Hollow for the driven 2 level situation, we see that the equations are equivalent, bearing in mind that

\[
\begin{align*}
\tilde{\gamma} & \rightarrow \rho_{zz} \\
\tilde{\gamma} & \rightarrow \rho_{ss} \\
\kappa & \rightarrow \gamma \\
\gamma_1, \gamma_2 & \rightarrow \alpha, \beta
\end{align*}
\]

In Hollow's case he finds that, for very intense fields, $\Omega \gg |\Delta \omega|$, i.e., if $\Omega = n\kappa$, then the side-peaks are near to $\nu = \omega_c \pm n \kappa$. Therefore we should also expect peaks at $\nu = \omega_c \pm 2\kappa$, for very intense fields.

(b) Review of other relevant references (for the purpose of comparing results)

The first reference of interest is the paper by Morozov and Sharygin (ref. 8) which has already been discussed, both in Chapter III and in part (c) of the present section. They find that the central peak in profile for
spontaneous emission from a 3-level atom initially in level 3 becomes shifted to the left and increased in height owing to the influence of the exchange of virtual photons between overlapping intermediate levels. This change becomes increasingly apparent for decreasing $c$ and is negligible for $c \gg 1$. In our case we should expect the split levels of level 3 to be affected by the magnitude of $c$ and not the central resonance peak since we are not considering the undriven atom.

In ref. 63 a molecule with 2 intermediate levels is considered when it is coupled to a quantised radiation field only and allowance is also made for virtual photon exchange between overlapping intermediate levels. They calculate the intensity and shape of the absorbed and secondary radiation lines using the Heitler-Dirac method as do the authors of ref. 8, and point out that it provides a more rigorous and complete solution than does that of Weissskopf and Wigner. In their figs. 2-5 they show how consideration of the extra intermediate level results in changes in intensity profile. It is interesting to note that when considering one intermediate level only they find that consideration of the transformation of light by the Heitler-Dirac method, which we saw in Chapter III, gives the same results as our method, for $\tau_0 << t << \tau_\lambda$, is fully equivalent mathematically to the consideration of the processes in the real radiation field-molecule system suggested by Apanasevich (refs. 69 & 70) who claims his model accurately reflects real experimental conditions.

In ref. 71, Korovin calculates the influence of incomplete intermixing of degenerate states on the line-shape of spontaneous emission. The degeneracy of the 2 excited levels is eliminated by a perturbation of energy, $\hbar \omega$, e.g. a constant electric field, having matrix elements $W_{11} = W_{11} + \omega$ and $W_{22} = W_{22} - \omega$. In fact in his calculation he assumes that one of the excited levels cannot decay to the ground state by a dipole transition, but we do not. He also considers the initial state of the atom to be known, whereas we do not assume this. Also the field in his case is a constant
electric field and the effect considered is the Stark effect. In our
case the field is time-dependent. For these three reasons his results
cannot throw any light on our calculations.

In a later paper (ref. 75) Morozov considers the splitting of the
resonance scattering line under STRONG monochromatic radiation for 2-level
particles. He points out that this has already been investigated
theoretically by Aparasevich (76, 77), who, in ref. 76, solves the equation
for the density matrix of the transformation under stationary conditions
(open or non-closed system) and then in ref. 77 studies the shape of the
scattering line of the 2-level particles as a function of the irradiation
intensity on the basis of his solution. In contrast, Morozov (75) examines
this question by solving the Schrodinger equation in the energy representation
of a closed system of radiation field and the 2-level particle and obtains
a line shape qualitatively different from the shape of refs. 76 and 77.

Morozov (75) considers the following initial conditions; at \( t = 0 \) the
particle is in the ground state with energy \( E_0 \) and the radiation field
contains \( \gamma \lambda \) photons of each type \( \lambda \) whose frequency distribution is
defined by a symmetrical curve \( I_0(\omega, \epsilon) \) centred at \( \omega_0 \) with
halfwidth \( \Delta \omega \). The energy of the excited state is \( E_1 \) and \( E_1 - E_0 = \epsilon \).

\[
\begin{align*}
E_1 & \quad \omega_0 \\
E_0 & \quad \omega_0 - \Delta \omega \\
\epsilon & \quad \Delta \omega
\end{align*}
\]

He finds that the energy distribution density of scattered photons, the
shape of the scattering line, which is expressed through the probability
amplitude \( b_\omega(\omega) \) (symbolically as in ref. 68) in the following way
(see refs. 46 and 68):

\[ \text{We do not assume a specific initial state and we assume } I_0(\omega) \text{ to be of negligible width.} \]
is given by
\[ I(\omega_e) = \frac{\hbar^2 |v_\omega|^2}{(\omega_0-\omega)^2 + (v_2)^2} \int \frac{I_0(\omega_0) d\omega_0}{[\omega_0-\omega-i(\kappa_0/2)][(\omega_0-\omega)^2 + (v_2)^2]} \]

where \( I_0(\omega_0) \) is the interaction energy of the particle with the field and
\[ \kappa_0 = 2 \pi |v_\omega|^2 \int I(\omega_0) d\omega_0 = 2 \pi |v_\omega|^2 I_0 \]
and \( v_\omega \) is the usual radiation damping of the excited state

and
\[ I(\omega_e) = \frac{2 |v_\omega|^2}{\kappa_0} \left[ (\omega_0-\omega)^2 + (v_2)^2 \right]^{-1} \]

Thus when the interaction is \( \omega_0 \ll \omega_e \ll \kappa_0 \) or \( \omega_0 \ll \kappa_0 \)

and the radiation field has a narrow line distribution, this equation for \( I(\omega_e) \) reduces to equation 25 of ref. 68 except that the factor \( \gamma \) is omitted there.

For a laser field, where number \( N_c \) exceeds unity by many orders of magnitude, and therefore for \( \Delta \omega \ll \gamma \) one has \( \xi_0 \gg \gamma \) and accordingly \( N \gg \gamma \) (linear interaction) the shape of the resonance scattering line is:

\[ I(\omega_e) = \frac{\kappa_0 \omega_0}{2\pi} \frac{\gamma}{\Delta \omega} \left[ \frac{(\omega_0-\omega_e)^4 + (v_2)^4}{((\omega_0-\omega_e)^2 + (v_2)^2)^2} \right] \]

The shape of the resonance scattering line, according to this formula, for different values of \( A \) (\( A = \gamma, 2\gamma \)) and \( \omega (\omega_0, \omega_e, \omega_e - v_2, \omega_0 - \delta) \) is shown in the figure below:

(Arrows indicate excitation frequencies \( \omega \) and simultaneously the corresponding shapes of the scattering line.)
From the figure it is clear that for strong interaction $A > \gamma$, the resonance scattering line is split into 2 components with the component located close to the exciting frequency having the higher intensity. At strict resonance, $\omega = \omega_0$, the intensity of the components and their distance from the exciting frequency become equal but as the field becomes further from resonance so the components become less symmetrical, the intensity of the left hand component increasing and both components being shifted leftwards so that the distance of the left hand peak from the exciting frequency is increased and the left hand peak decreased. The distance between the maxima of the split components is roughly equal to $2A$, as in Hollow's paper (ref. 9), i.e. the frequency of particle transition between levels, under the influence of a perturbation that depends on time as $\cos \omega t$.

Autler and Townes (ref. 55) have predicted and experimentally observed analogous splitting of an absorption line corresponding to a transition between states, one of which is exposed to strong resonance excitation.

We have seen also in ref. 33 a theoretical study of how the absorption line in a 2-level system is split under monochromatic resonance irradiation.

In ref. 77 the splitting of the scattering line has a different character, e.g. for $\omega = \omega_0$ (resonance) and $A \geq 2 \gamma$ the line has 3 weakly defined components (a central one and two lateral ones) with roughly equal intensities at the maxima. Three components were also found by Hollow [9] though he found the lateral ones to possess lower intensities. Moreov points out the discrepancy to be due to the non-equivalence of investigations (with respect to line shape) of a stationary transformation of radiation and a transformation in a closed system for $A \geq \gamma$, although as shown in ref. 69 these investigations are equivalent for weak interactions $A \ll \gamma$.

Ref. [75] thus predicts that, in our resonance situation, we should find the side peaks to be equally spaced about $\omega - \omega_0 = 0$ and to be separated by a distance of $2A$ (or $4A$ in our notation). Also that, since our calculation is carried out for an open or non-closed system, i.e. under
stationary conditions, we should expect a central peak also as in refs. 77 and 9. Modifications will no doubt appear because we consider an intermediate level.

In ref. 73 Morosov considers the intensities and shapes of the components of the Stark splitting in e.m. resonance fields which are alternating. He treats the e.m. field quantum mechanically and points out that such a study, which ignores the widths of the lines due to collisions, is relevant when the widths of the levels are set primarily by the interaction with the radiation field as is the situation for gases in a good vacuum, particularly for the upper, optical transition levels. This is the situation we also consider in all our calculations. Morosov is particularly interested in the situation where $v_A > > v$ i.e., the field is strong and uses the approximation that takes into account transformation of only one photon of the strong field into each transformed photon of the weak field. In the exact resonance situation the values obtained for the intensity and positions of the components agree well with the experimental results for $A > v$ but not for $A > > v$ because, so he suggests, when $A > > v$ one must also consider those processes in which a single transformed photon of the weak field is accompanied by more than one transformed photon of the strong field. This would be a higher order approximation, in quantum language. Although in this paper Morosov considers a 4-level atom his conclusions concerning the shape of the absorption line coincide with those of the previous paper[73], i.e., when $v_A, v_{k-1}, v > > v$ and $A > v$, the line has 2 components and for exact resonance, $\Omega_A - \Omega_1$, their intensities are equal, the separation of their maxima being again $2A$ etc. as shown in his fig. 2 for $A = 2v$. Morosov's limitation to consideration of amplitudes of states differing from the initial state by only one photon results from having to know the initial state of the atom and consider each transition separately instead of

\[ In fact our results for the case of an intermediate overlapping level are similar to those for the 2-level atom off resonance and as $A$ decreases we get similar results to those shown in ref. 75 for the case where the atom goes increasingly off-resonance. \]
considering overall effects, as we do, by considering the initial time to be arbitrary.

The last paper of Korosov we shall look at, in connection with our results, is ref. 79 on the theory of the line shape of resonance scattering of strong radiation, \( A > 0 \), by a 2-level particle. In ref. 75, each photon is considered to be scattered independently by the particle so that the line shape can be represented as a superposition of the distributions obtained. But if one supposes that conversion of photons of a strong field is a single process of the type, e.g.

\[
0 \rightarrow 1, (s-1), \rightarrow 0(s-1), \tau, \rightarrow 1(s-2), \tau, \tau, \rightarrow \rightarrow 0(s, 3), \tau
\]

where \( \Lambda \) and \( \tau \) are photon indices and \( \Lambda + \tau \)

then a different analysis is required to find the line shape of the scattered radiation. Korosov studies the frequency distribution of photons scattered as a result of transitions of this type since he considers that such processes are of vital importance in the scattering of strong radiation.

He considers a single mode field with \( \omega_0 = \omega_0 \) (strict resonance) and calculates the probability amplitude \( b_{s, \sigma, s, \tau}(\omega) \), which is the solution of the Schrödinger equation (in the energy representation) at \( t = \infty \) assuming the atom is in the ground state at \( t = 0 \) and the radiation field contains a photon of type \( \Lambda \). He uses the Heitler-La method of ref. 40 to find \( b_{s, \sigma, s, \tau}(\omega) \) for \( \omega >> \gamma \) and \( A_0 \gg \gamma \) and concludes that for conversion of 2 photons of a strong field, instead of having 2 components of equal intensities at distances \( \lambda \) and \( -\lambda \), as in ref. 75:

\[
\text{Conversion of 1 photon of a strong field}
\]
we have a distribution containing broadened components (approximately twice
that of ref. 40) maxima at \( \omega_1, \omega_2 = 0, \pm \lambda, \pm 2\lambda \).

\[ \text{Conversion of 2 photons} \]

For conversion of 3 photons there will be components at \( \omega_1, 3\Lambda \)
\[ \text{Conversion of 3 photons} \]

As the number of converted photons increases so the components merge and
generate a continuous curve. The intensity of the centre of the line
increases more rapidly than in the tails. Thus after a large number of
conversions by a single process, the frequency distribution of scattered
resonance will be a narrow line at \( \omega - \omega_0 \).

\[ \text{Conversion of a large number} \]

\[ \text{of photons} \]

(\text{N.B. Although our results should show the overall effects of conversion}
of a large number of photons since the initial state is arbitrary our results
\text{indicate that our calculation effectively considers only the conversion}
of ONE photon of the strong field.)

As we have already mentioned Hollow\(^{(9)}\) calculates the power spectrum of
light scattered by 2-level systems. When the incident field is weak so that
\( \mathfrak{N} \ll k \) then, when the field is off-resonance, the integrated spectral
intensity of the incoherent part of the scattered field is only a very small
fraction \( \left[ \frac{\omega^2}{(k, k + (\Delta \omega))} \right] \) of the intensity of the coherently scattered field
and when \( |\omega_0| \gg k \) the incoherent part of the power spectrum is sharply
peaked at the 2 displaced frequencies and

When the field is intense enough so that \( \Omega \gg K \) and the field is off resonance then the function \( \tilde{y}(v) \) may be approximated in the domain in which it is appreciable by a superposition of Lorentzian functions at each of its maxima at

\[
\begin{align*}
\nu &= \nu_0 \\
\nu &= \nu_1 \\
\nu &= \nu_2
\end{align*}
\]

where

\[
\nu_1 = \frac{1}{2} \left( \nu_0 + \nu \right) \left( \nu_0 + \nu_1 \right)^{1/2}
\]

When the field is very intense so that \( \Omega \gg |\omega_2| \), \( K \) then maxima occur at \( \nu = \nu_0 + \Omega \) and \( \nu = -\Omega \) and the 2-side peaks have maxima of one-third of the maxima at \( \nu = \Omega \), the integrated spectral intensity being one-half of that at the central frequency. The intensity of the coherent classically scattered light in this limit is inversely proportional to the incident field intensity, and is only a very small fraction of the total scattering intensity. We expect that in our resonant case \( |\omega_2| = 0 \), we should find similar results only modified by the existence of level 2.

In ref. 80, Kollow calculates the power spectrum of the radiation emitted when the driven 2-level system is collision damped and the collisions are assumed to be strong, i.e., to instantaneously thermalize the state of the atom. He considers the cases of low and high excitation of the atomic system. In his calculations he assumes the incident field to oscillate at a fixed frequency \( \omega_0 \), near to the atomic resonance frequency \( \omega_0 \), and to have arbitrarily great intensity. He also assumes that the collision rate, \( K \), (previously used to designate the spontaneous emission rate) is very much greater than all other relaxation rates, e.g., the radiative decay rate, the effect of which was analysed in ref. 9. He finds that for weak driving fields the results differ markedly from the case of radiative relaxation. In the collision case, the profile contains both a coherent monochromatic
spectral component oscillating at \( \omega \) and incoherent components oscillating within an interval \( K \) of \( \omega_c \). The incoherent components are appreciable even at low temperatures and equal the intensity of the coherent component in the zero-temperature limit. For strong driving fields, on the other hand, the solutions for the radiative and collisional cases resemble each other quite strongly. In both cases there are three components, one centred at \( \omega \) and one at each of the displaced frequencies \( \omega \pm \mathcal{R} \) where \( \mathcal{R} \) is the frequency of the field-induced atomic transitions. In his calculation he considers that the atom is driven only by a classical electric field and includes no coupling to an e.m. radiation field in the Hamiltonian as we do when considering radiative relaxation.

In ref. 53, Hollow considers the effect of a driving or pump field on the emission and absorption line-shape functions separately, for collisional and general relaxation when the field is applied to the atom at a frequency near resonance for atomic transitions between a particular pair of states. He considers transitions between pairs of states, only one of which is a member of the resonantly coupled pair, as we do in the chapters on potassium and hydrogen and shows that the driving field affects these transitions also. The absorption line-shape function is defined as the rate of absorption from a weak signal field applied in addition to the pump field. He finds that, in the limit of high pump-field intensity, both absorption and emission spectra are doubly peaked at frequencies differing from the usual resonance frequency by \( \pm \mathcal{R} \) \( \mathcal{R} \) is the frequency of the pump-field-induced oscillations in the populations of the two strongly coupled states. For high and vanishing pump-field intensity, the absorption and emission spectra are represented by essentially the same function but for intermediate intensities the two functions have quite different forms and there is no simple proportionality between them. The difference between the emission and absorption spectra, which emerges directly from the basic method of evaluating the associated correlation functions in the Markoff approximation,
is due to the presence of the off-diagonal states which are strongly
coupled by the pump field. Although we do not calculate emission and
absorption line-shape functions separately, it is interesting to note the
effect of the field's intensity on them.

Nollow\(^{53}\) also draws attention to the fact that Lehemberg has criticized
the use of the familiar form of atomic relaxation theory for the case of
coupling to "soft" (low frequency) photon or phonon modes when relaxation
occurs in the presence of very strong driving fields and has proposed a more
complicated theory in ref. 81. On the other hand, Nollow does claim that
the equations of motion for the elements of the 2 \times 2 \text{ density submatrix}
elements referring to the pair of strongly coupled states \(|\psi\rangle\text{ and }|\phi\rangle\text{ remain valid even when, e.g., the coupling between the states }|\psi\rangle\text{ and }|\phi\rangle\text{, but not between either of these states and the other weakly coupled states of the atom, is described by means of more general forms of relaxation theory.}

In ref. 82, an extension of ref. 80, Nollow goes on to consider the
absorption spectrum corresponding to transitions from one of the resonantly
coupled states to the other. In this paper, the signal field also has a
frequency near to the atomic resonance frequency for the transition in
question, whereas in ref. 80 the signal frequency is well separated from the
pump frequency and so can induce transitions between pairs of states of
which only one is a member of the pair resonantly coupled by the pump field.
In fact, in all, he considers both stimulated emission and absorption, near
resonance, for driven systems. He finds that, even though population
inversion does not occur, stimulated emission rather than absorption, is
indicated by the negative values of the signal-field absorption line-shape
function. This amplification of the signal is most pronounced at high pump
intensities exactly on resonance and he shows it to occur primarily at the
expense of the pump field, which suffers an increased rate of attenuation.
Nollow's results can be extended to more general pumping mechanisms.

In the present chapter, we are considering similar transitions to those
of ref. 62 and so for high pump field intensities, i.e. A large, we should expect the profiles to indicate stimulated emission although we do not explicitly consider any extra signal field. In fact, at the end of his paper, Hollow points out that the signal field plays no direct role in his more general treatment of the problem, which gives the same result so he assumes that the results should apply wherever the two coupled levels are driven by a suitable pumping mechanism.

Signal-field absorption line-shape function for an atom driven exactly on resonance by a pump field for which \( \omega_p = 5\omega \). The negative values of the absorption function (shaded area) represent stimulated emission, i.e. amplification of the signal field.

\( \nu \) = signal-field frequency, \( \omega_p \) = pump-field frequency

\( k \) = mean collision rate or spontaneous emission rate depending on whether considering the case of the strong collision model of atomic relaxation\(^{83}\) or (zero-\( \omega_p \)) radiative relaxation\(^9\).

N.B. For \( |\nu| > |\omega| \), i.e. in the case above, for \( (\nu - \omega_p)_k > \), the signal field is attenuated instead of the pump field and the rate of attenuation of the pump field is correspondingly reduced.

The absorption line-shape function of ref. 62 is quite different from that for the emission spectrum evaluated in refs. 9 and 80 and the difference is more pronounced when the pump field is intense since then the former line shape takes on appreciable negative values, within a wide range of signal-field frequencies.
The possibility of obtaining stimulated emission without inversion has also been suggested by Sharma in ref. 64. He shows that in a 2 photon emission at frequencies $\omega$ and $\omega'$, amplification at frequency $\omega$ can be achieved without population inversion if (1) $\omega<\omega'$ and $N'$, the number of black body photons at frequency $\omega'$, is much smaller than unity. He points out that if the squares of the dipole matrix elements are approximately equal, $d_{15}^2 \approx d_{25}^2$, then stimulated inversion is possible. In fact his situation does not correspond to ours as we do not allow levels 3 and 2 to be radiatively connected nor do we forbid single photon transitions between levels 1 and 2.

In ref. 67 the authors consider spontaneous emission of atoms in an external e.m. field which is considered to be either monochromatic or to have a large Doppler broadening. The superposition of the external field leads to a deformation of the line contour, which can be interpreted as the consequence of (1) a change in the velocity distribution of the atoms, and (2) interference effects arising in the mixing of stationary states of the isolated atom by the external field. Under certain conditions, the second factor completely counterbalances the effect of the first.

In ref. 33 Kautz and Sobelman considered the atom to be fixed and the external field to be monochromatic, whereas in ref. 86 a number of specific cases were analysed in which account was taken of the motion of the atoms. Kotkin, Kautz and Feoktistov(87) point out that normally Doppler broadening $>>$ radiation broadening and almost completely masks it but that when an external e.m. field is applied, a relatively sharp structure appears on the Doppler-broadened line, the width of which is determined by the radiative decay. The changes produced in the spectrum of spontaneous emission of a quantum system by the external field can be interpreted as the result of mixing of the stationary states of the isolated atom in the external field. Since unusual interference phenomena appear, discussions based on the picture of "splitting" of the levels of an isolated atom can
lead to a seriously wrong conclusion. This applies for both adjacent
transitions considered in ref. 87 as well as to the spontaneous emission by
the transition \( m \to n \) (i.e. between levels coupled by the field considered
in refs. 33 and 86.

Similar interference effects occur, to a known extent, in these cases
when, by selection of processes of excitation the states of the atom at the
initial instant of time and "prepared" in the form of a linear combination
of stationary states. F. R. and F. are interested in the case distinguished
by the fact that mixing of states takes place after the excitation of the system
while at the initial instant the atom is in some stationary state. In ref. 87
collisional relaxation has been ignored.

In ref. 88 Bautian and Feoktistov go on to take into account collisions,
in the impact approximation, when considering non-linear effects in the
spontaneous emission. They find that changes in the spontaneous emission
spectrum are due to (1) changes in the atom velocity distribution, (2) the
characteristics of the collision process, and (3) interference effects due to
the presence of an external field that intermixes the stationary states of
the isolated atoms. They point out that in refs. 33, 86, 87, where the
atom is at rest, the external monochromatic field leads to line splitting
if the energy of interaction between the atom and the field exceeds the
level width, i.e. in our case we must have \( \Delta > \lambda \) as pointed out in part (a).
Also when account is taken of the atom's motion, and of the corresponding
Doppler broadening, a relatively sharp line structure also appears (with
radiation width), not masked by the thermal motion of the atoms.

The effects of refs. 3, 86, 87 have been experimentally observed\(^{(39,90)}\)
in gas systems, but, since the line structure due to the external field
depends appreciably on gas pressure also, it appears that it is very sensitive
to atom collisions and these must be taken into account in the theory as
do the authors of ref. 86. This is not necessary for gases at low pressure.
In ref. 91, Dodd and Sereis give a theory of the phenomenon of the strong modulation of fluorescent light in a double resonance experiment. In such an experiment free atoms are subjected simultaneously to optical and radio-frequency radiations, both of which are near to resonant frequencies of the atoms. They consider the case of mercury vapour situated in a uniform magnetic field, when optical radiation at $2537 \AA$ is used to excite the atoms from the ground state, $^1S_0$, to the state $m = 0$ of the level $3P_1$, from which transitions to $m = \pm 1$ were induced by a radio-frequency field at the Larmor frequency. We do not consider the presence of such a r.f. field but rather assume that in the 3-level atom in question the optical radiation excites the atom to the uppermost level, which could be the $m = \pm 1$ level of a Zeeman doublet, and that it then decays from this level. Hence there is no need for a r.f. field as in the case where there is a Zeeman triplet.

N.B. There is a change in the polarisation of the light resulting from r.f. transitions $\Delta m = 0$, $-1$, $+1$. For observations made in a direction perpendicular to the field, the lines with $\Delta m = 0$ are polarised parallel to the field ($\pi$-components) and the lines with $\Delta m = \pm 1$ are polarised perpendicular to the field ($\sigma$-components).

The transitions are detected by the changes which they bring about in the polarisation and spatial distribution of the fluorescent light.

Dodd and Sereis carry out calculations with particular reference to the transition $\left( ^3P_1 - ^3S_0 \right)$, $\lambda 2537 \AA$ in mercury, where the radio-frequency mixing is taking place between the Zeeman states of the upper level. In this case the 3 excited states are equally spaced in energy and are damped
at the same rate and there is only one ground state. In ref. 92, Series proposes a type of experiment which would allow the location of crossing points between energy levels of different parity, and thus provide an alternative method for measuring the Lamb shift. In the previous paper (91) the states concerned were members of a Zeeman multiplet and so were of the same parity and decayed at the same rate. In the present paper they are of different parity and decay at different rates as e.g., the $^2\text{S}_\text{g}$ and $^2\text{P}_\text{g}$ states in hydrogen. Whether they are of different or the same parity, the application of oscillating fields is capable of inducing transitions between the states of interest, thus causing changes in the emitted radiation. When the states are of the same parity the transitions are magnetic dipoles and the effect of these transitions is primarily to alter the spatial distribution of the radiation whereas the spectral distribution is changed very little. When the states are of different parity the transitions are electric dipoles and because of the change in parity the atom must decay to an entirely different term and then the spectral distribution changes profoundly.

Series (92) analyses the case of an excited pair of energy levels belonging to states of opposite parity, having in mind any pair of intersecting s and p levels in hydrogen-like atoms. In our case transitions can occur from both excited levels to the lower level and not only from one of the excited levels. Hence the results of this paper are not really relevant to the present chapter nor are they relevant to Chapter VI since the driving field in that case couples different levels, i.e., levels $2\text{S}_\text{g}$ and $3\text{P}$ and not $2\text{P}_\text{g}$ or $2\text{P}_\text{e}$ and $1\text{S}_\text{g}$, as here. We are also not concerned with the possibility of level crossing.

In ref. 93 the authors are concerned with the interference phenomena that can occur in the resonance fluorescence of an atom in which 2 of the excited Zeeman sublevels cross. They consider the particular case of the helium atom in which 2 of the $3\text{P}$ Zeeman sublevels cross. This leads to the idea of a new spectroscopic method which promises to yield very precise
measurements of some atomic fine structure intervals. If the levels are all distinct (i.e., separations greater than their natural widths), then each contributes separately to the resonance scattering. However, when two levels are degenerate, their contributions to the scattering may interfere thus giving rise to a change in scattered light. In our case this would be when $c \leq 1$.

Colegrove et al.\(^{(92)}\) consider a system having one ground state $A$ and 2 excited states $B$ and $C$:

\begin{align*}
&\text{Ground state } A \quad \text{one of the } 3S_1 \text{ levels} \\
&\text{2 of the } 3P \text{ levels}
\end{align*}

In order to calculate the resonance fluorescence of this system, it is necessary to first calculate the rate at which photons of polarization $\varepsilon_1$ are absorbed and photons of polarization $\varepsilon_2$ are re-emitted. When levels $B$ and $C$ are well resolved i.e. their separation $>\text{their natural line widths (in our case } 1)$ then the rate is given by

$$R \sim \left|\langle A\varepsilon_1, \varepsilon_2 | B\varepsilon_1, \varepsilon_2 | A \rangle \right|^2 + \left|\langle A\varepsilon_1, \varepsilon_2 | C\varepsilon_1, \varepsilon_2 | A \rangle \right|^2$$

whereas when $B$ and $C$ have the same energy i.e. are completely unresolved or crossed (in our case $= 0$)

$$R \sim \left|\langle A\varepsilon_1, \varepsilon_2 | B\varepsilon_1, \varepsilon_2 | A \rangle \right|^2 + \left|\langle A\varepsilon_1, C\varepsilon_1 | C \rangle \right|^2 <\varepsilon_1, \varepsilon_2 | A \rangle \neq 0$$

In order that these two equations should yield different results both terms in each expression must be nonvanishing, i.e. each of levels $B$ and $C$ must be capable of sharing photons of polarization $\varepsilon_1$ and $\varepsilon_2$, as when the line-widths of levels $B$ and $C$ overlap. In fact we must have

$$\langle A\varepsilon_1, \varepsilon_2 | B\varepsilon_1, \varepsilon_2 | A \rangle \neq 0$$

otherwise the interference effect vanishes. For unpolarized light one finds that the 2 degenerate levels must differ in $m$ by 0 or 2 in order for there to be an interference term. When the incident light is linearly
polarised one can observe the crossover of levels differing in \( m \) by 1 provided the direction of polarisation is not parallel or perpendicular to the magnetic field. Levels differing in \( m \) by 3 or more do not interfere. In fact, if one sums over the directions of \( \zeta \) the polarisation of the re-emitted light, then it can be shown that the total resonance scattering rate is not affected by the crossover of the 2 levels but the angular distribution is changed.

In ref. 94 a detailed analysis of the effects briefly described in ref. 93 is given.

We have not considered the possibility of sublevel crossing in the present chapter but rather that of overlapping of line-widths. At the crossing point levels behave as though they are of the same energy as in the case when \( C = 0 \).

The 2 rate formulas of refs. 93 and 94 are sufficient for calculation of many experimental parameters e.g. magnitude of the interference effect, its directional sensitivity, polarisation conditions for optimum sensitivity etc. (for a more general formula for the angular dependence of the interference effects derived by a detailed analysis of the interference effects to be expected in atomic hydrogen one must see a publication of M.E. Rose and R. Caravallano referred to in ref. 94). The expressions for \( R \) in refs. 93 and 94 do not give any information about the interference other than at its extremes, i.e. at complete crossing and at complete separation of the excited states. A more detailed treatment of the resonance fluorescence process that yields information about the line shape as well as the equations for \( R \) in the appropriate limits is required for the in-between region. We have endeavoured to study this region, i.e. where \( 0 < C < 1 \) for a driving field of arbitrary strength indicated by \( A \).

In ref. 97 Breit has derived an expression for the resonance fluorescence under pulse excitation for atoms exhibiting partial or complete degeneracy (crossing) in the excited states. The Breit formula is applicable only to weak fields. For conventional sources Franken points out that the light
beam consists of much less than one photon per mode in the appropriate frequency interval and must be considered as a weak field whereas in all strong beams of resonance radiation the number of photons per mode in the appropriate range is \( \sim 10^4 \). Thus the rate of absorption of resonance radiation per atom in such strong beams is some 4 orders of magnitude less than the rate of spontaneous emission. The derivation of Breit's formula in Appendix II of ref. 94 does treat the radiation field classically but none the less gives the correct weak-field result.

In ref. 94 the rate at which photons of polarisation \( \sigma \) are absorbed and those of polarisation \( \pi \) are re-emitted in the resonance fluorescence process is:

\[
R(\sigma, \pi) = c \sum \frac{f_{\sigma'\pi'} g_{\pi'\sigma''} g_{\sigma''\sigma'}}{1 - 2\pi i \hbar \gamma(\mu', \sigma')}
\]

where \( f_{\mu, \sigma'} = \langle \mu | \sigma' | |\rangle \),

\( \gamma(\mu, \sigma') = (E_{\mu'} - E_{\mu'}) / \tau \)

is the mean lifetime of each excited state,

\( c \) is a parameter proportional to the intensity of the lamp, geometrical factors etc.

\( \mu, \sigma' \) etc. are the ground state levels

\( \mu', \sigma' \) etc. are the group of excited states which may exhibit partial or complete degeneracy (crossings)

When the excited states are completely resolved, \( 2\pi \tau \gamma(\mu, \sigma') \gg 1 \) or in our case \( \gg 1 \) for all values of \( \mu', \sigma' \) and the above general equation reduces to

\[
R(\sigma, \pi) = R_0 = c \sum |f_{\sigma'\sigma'}| g_{\sigma'\sigma''}^* g_{\sigma''\sigma}^2
\]

which is the resonance fluorescence rate without interference terms as shown in ref. 92. When \( 2\pi \tau \gamma(\mu, \sigma') \ll 1 \), i.e. in our case \( c \ll 1 \) then 2 of the excited states are close enough together for interference effects to occur.
If the system contains only one ground state \( a \) and 2 excited states \( b \) and \( c \):

then when \( b \) and \( c \) are well resolved

\[
R(f, g) = R_0 = \frac{1}{2} \left( |f_b|^2 |f_a|^2 + |f_c|^2 |f_a|^2 \right)
\]

and when they are "close"

\[
R(f, g) = R_0 + \frac{A}{1 - 2\pi i \nu f_b} + \frac{A^*}{1 + 2\pi i \nu f_b}
\]

where \( A = \frac{1}{\infty} g_b c g^* c g^* b \)

and \( S \) is also given by

\[
S = \frac{A + A^*}{1 + 4\pi^2 f_b^2 \nu^2 / f_b^2} + \frac{(A - A^*) 2\pi i \nu f_b}{1 + 4\pi^2 f_b^2 \nu^2 / f_b^2}
\]

When the matrix product \( A \) is real then \( S \) is the well-known Lorentz line-shape with full half-width which is twice the width of each excited state.

![Figure 7.17](image)

When \( A \) is pure imaginary

\[
S = \frac{1}{1 + 4\pi^2 f_b^2 \nu^2 / f_b^2}
\]

![Figure 7.18](image)

If \( A \) is complex, then it is possible to have a mixture of these 2 pure forms. The conditions for which \( A \) is real, imaginary, or complex depends on the direction and polarisation of the incoming and outgoing beams of light.

In general all three cases can be realised experimentally.
Wangeness also considers a situation similar to our case. In Ref. 95 he investigates the effect of externally produced Stark splitting upon fine-structure-level probabilities in order to describe periodic intensity variations previously found in hydrogen lines. Coupled differential equations for the probability amplitudes of mixed levels are solved exactly in terms of initial amplitudes; effects due to spontaneous transition probabilities and Lamb shift are included. In general, the time-dependent line intensity is a combination of exponential decay and sinusoidal oscillations as in Chapter II. The frequencies of oscillations are discussed in detail, and the effects of different initial conditions upon the intensities are considered for several special cases.

In this paper Wangeness considers levels 0, 1, 2 where levels 1 and 2 can decay to lower level 0 with spontaneous transition probabilities per unit time $A_1$ and $A_2$. Levels 1 and 2 have energies $E_1$ and $E_2 = E_0 + \hbar \delta$. $\delta$ is assumed to be so small that the separate spectral lines cannot be resolved ($\delta \ll 1$ in our case). The observed intensity $I$ of the line will then be proportional to the sum of the products of the $A_i$'s and the a verage probabilities of occupations of the levels, i.e.

$$I = A_1 <|c_1|^2>_{w_0} + A_2 <|c_2|^2>_{w_0},$$

where $c_1$ and $c_2$ are the probability amplitudes of the 2 levels and the constant multiplicative factor has been omitted.

Wangeness also assumes that in the presence of a small external electric field $F$, the perturbation potential $V = eFx$ ($e > 0$) has a non-vanishing matrix element $V_{12} = V_{21} = \hbar \omega$ connecting these 2 levels. The resulting equations for $c_1$ and $c_2$ are given by his equations (9)-(13). In this chapter the perturbing potential connects levels 0 and 2, not 1 and 2.

To illustrate the effect of mixing produced by the field one can consider the extreme case in which one of the initial $c_i$'s is zero, e.g. $c_{20} = 0$ so that

$$|c_{i0}|^2 = |c_{io}|^2 \left[ \frac{\omega^2}{\hbar^2 \omega_0^2} \right] (\sinh^2 \omega t + \sin^2 \omega t) \exp \left[ -\frac{1}{2}(\hbar A_i A_0 t) \right].$$
which vanishes in the absence of the field so that \( \psi = 0 \), \( \omega \), and \( \omega \) are defined by equations (11), (12), (13). The oscillating term has an exponential decay factor equal to the average of those associated with the 2 states, while the oscillating term gives rise to 3 terms with exponential decay factors of \( \frac{1}{2}(A_1 + A_2) \) and \( \frac{1}{2}(A_1 + A_2) + 2 \beta \), although the last 2 terms will not appear if \( A_1 = A_2 \) so that \( \omega = 0 \).

The problem discussed by Series in ref. 92 is similar although less general.

Stroud (98) considers the effect of an "applied field" on the line shape of spontaneous emission by a "2-level atom" interacting with a highly excited field mode. Despite the fact that he uses quantum electrodynamics, without time-dependent perturbation theory, he obtains spectral profiles similar to those of Hollow (9) (see Fig. 3 where the fluorescent spectrum is given for various applied fields when the Lamb shift is neglected). See Chapter VIII, Sec. 9 for a comment on Stroud's method.

(c) Analysis of profiles obtained

We shall now proceed to analyse the shapes of the spectral profiles.

If we first of all tabulate the positions and heights of the peaks for various values of \( A \) and \( C \) we can see more clearly what is happening.

<table>
<thead>
<tr>
<th>( A )</th>
<th>1st L.H. peak</th>
<th>2nd L.H. peak</th>
<th>Central peak</th>
<th>1st R.H. peak</th>
<th>2nd R.H. peak</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C )</td>
<td>Position</td>
<td>Height</td>
<td>Position</td>
<td>Height</td>
<td>Position</td>
</tr>
<tr>
<td>0</td>
<td>-1.4</td>
<td>0.771</td>
<td></td>
<td></td>
<td>0.752</td>
</tr>
<tr>
<td>0.01</td>
<td>-1.4</td>
<td>0.769</td>
<td></td>
<td></td>
<td>0.752</td>
</tr>
<tr>
<td>0.1</td>
<td>-1.6</td>
<td>0.759</td>
<td></td>
<td></td>
<td>0.743</td>
</tr>
<tr>
<td>0.5</td>
<td>-1.6</td>
<td>0.501</td>
<td></td>
<td></td>
<td>0.730</td>
</tr>
<tr>
<td>0.75</td>
<td>-1.3</td>
<td>0.162</td>
<td></td>
<td></td>
<td>0.252</td>
</tr>
<tr>
<td>1.0</td>
<td>-2.0</td>
<td>0.293</td>
<td></td>
<td></td>
<td>0.233</td>
</tr>
<tr>
<td>1.25</td>
<td>-2.0</td>
<td>0.276</td>
<td></td>
<td></td>
<td>0.753</td>
</tr>
<tr>
<td>1.5</td>
<td>-2.2</td>
<td>0.455</td>
<td></td>
<td></td>
<td>1.11</td>
</tr>
<tr>
<td>2.0</td>
<td>-1.6</td>
<td>0.441</td>
<td></td>
<td></td>
<td>1.27</td>
</tr>
<tr>
<td>5.0</td>
<td>-1.3</td>
<td>0.455</td>
<td></td>
<td></td>
<td>1.33</td>
</tr>
<tr>
<td>10.0</td>
<td>-1.3</td>
<td>0.423</td>
<td></td>
<td></td>
<td>1.36</td>
</tr>
<tr>
<td>100.0</td>
<td>-1.3</td>
<td>0.414</td>
<td></td>
<td></td>
<td>1.36</td>
</tr>
<tr>
<td>L</td>
<td>1st L.H. peak Position Height</td>
<td>2nd L.H. peak Position Height</td>
<td>Central peak Position Height</td>
<td>1st R.H. peak Position Height</td>
<td>2nd R.H. peak Position Height</td>
</tr>
<tr>
<td>----</td>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>0</td>
<td>-3.6</td>
<td>.435</td>
<td>1.06</td>
<td>3.6</td>
<td>.435</td>
</tr>
<tr>
<td>0.01</td>
<td>-3.6</td>
<td>.435</td>
<td>1.06</td>
<td>3.6</td>
<td>.434</td>
</tr>
<tr>
<td>0.1</td>
<td>-3.6</td>
<td>.437</td>
<td>1.06</td>
<td>3.6</td>
<td>.433</td>
</tr>
<tr>
<td>0.5</td>
<td>-3.6</td>
<td>.456</td>
<td>1.04</td>
<td>3.6</td>
<td>.433</td>
</tr>
<tr>
<td>0.75</td>
<td>-3.6</td>
<td>.477</td>
<td>1.09</td>
<td>3.6</td>
<td>.437</td>
</tr>
<tr>
<td>1.0</td>
<td>-3.6</td>
<td>.493</td>
<td>1.00</td>
<td>3.6</td>
<td>.439</td>
</tr>
<tr>
<td>1.25</td>
<td>-3.6</td>
<td>.476</td>
<td>0.801</td>
<td>3.6</td>
<td>.411</td>
</tr>
<tr>
<td>1.5</td>
<td>-3.8</td>
<td>.377</td>
<td>0.553</td>
<td>3.8</td>
<td>.320</td>
</tr>
<tr>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>-4.2</td>
<td>.437</td>
<td>0.967</td>
<td>4.0</td>
<td>.305</td>
</tr>
<tr>
<td>5.0</td>
<td>-4.0</td>
<td>.399</td>
<td>1.09</td>
<td>3.8</td>
<td>.344</td>
</tr>
<tr>
<td>10.0</td>
<td>-3.8</td>
<td>.367</td>
<td>1.11</td>
<td>3.8</td>
<td>.348</td>
</tr>
<tr>
<td>100.0</td>
<td>-3.8</td>
<td>.356</td>
<td>1.12</td>
<td>3.8</td>
<td>.354</td>
</tr>
<tr>
<td>L</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-5.8</td>
<td>.371</td>
<td>1.06</td>
<td>.371</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>-5.8</td>
<td>.371</td>
<td>1.06</td>
<td>.371</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>-5.8</td>
<td>.372</td>
<td>1.06</td>
<td>.371</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>-5.8</td>
<td>.375</td>
<td>1.05</td>
<td>.370</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>-6.0</td>
<td>.372</td>
<td>1.05</td>
<td>2.3</td>
<td>.0624</td>
</tr>
<tr>
<td>1.0</td>
<td>-5.6</td>
<td>.362</td>
<td>1.04</td>
<td>2.6</td>
<td>.0700</td>
</tr>
<tr>
<td>1.25</td>
<td>-5.6</td>
<td>.330</td>
<td>1.03</td>
<td>2.2</td>
<td>.0727</td>
</tr>
<tr>
<td>1.5</td>
<td>-5.6</td>
<td>.316</td>
<td>1.01</td>
<td>.330</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>-5.6</td>
<td>.357</td>
<td>.912</td>
<td>.339</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>-5.8</td>
<td>.370</td>
<td>.556</td>
<td>.304</td>
<td></td>
</tr>
<tr>
<td>2.8</td>
<td>-6.0</td>
<td>.105</td>
<td>.413</td>
<td>.056</td>
<td></td>
</tr>
<tr>
<td>2.9</td>
<td>-6.0</td>
<td>.0277</td>
<td>-0.4</td>
<td>.0131</td>
<td>.0488</td>
</tr>
<tr>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1</td>
<td>-5.8</td>
<td>.0504</td>
<td>.0430</td>
<td>.0256</td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>-6.0</td>
<td>.153</td>
<td>.169</td>
<td>.0851</td>
<td></td>
</tr>
<tr>
<td>3.3</td>
<td>-6.0</td>
<td>.256</td>
<td>.339</td>
<td>.149</td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>-6.2</td>
<td>.274</td>
<td>.442</td>
<td>.244</td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>-6.2</td>
<td>.432</td>
<td>.523</td>
<td>.313</td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>-6.2</td>
<td>.324</td>
<td>.655</td>
<td>.321</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>-6.2</td>
<td>.355</td>
<td>1.01</td>
<td>.327</td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>-6.0</td>
<td>.340</td>
<td>1.03</td>
<td>.331</td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>-6.0</td>
<td>.326</td>
<td>-3.4</td>
<td>.0851</td>
<td>1.04</td>
</tr>
<tr>
<td>8.0</td>
<td>-6.0</td>
<td>.294</td>
<td>1.04</td>
<td>.333</td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>-5.8</td>
<td>.336</td>
<td>1.05</td>
<td>.336</td>
<td></td>
</tr>
<tr>
<td>100.0</td>
<td>-6.0</td>
<td>.341</td>
<td>1.06</td>
<td>.343</td>
<td></td>
</tr>
</tbody>
</table>
$A = 100$

Side peaks are consistently at $B = \pm 200$ and are of height $0.333$, the central peak being of height 1.00. At $C = 100$ there is no spectral profile.

If we first of all look at the results for the case when $A$ is large, viz. $A = 100$, we see that the split levels of level 3 are so far from level 2, for most values of $C$, that the latter has no effect on them except when $C \sim A$ i.e. $C$ is also large.

In the case of $A = 3$, the side peaks are more or less symmetrically spaced about $B = \pm 20$, as predicted and this was also found for the case when $A = 100$. However, their intensities vary with $C$, so that, although at $C = C_0$, 0.01 both are of the same intensity, as $C$ increases the L.H. peak dominates over the R.H. one until at $C = 7$ the L.H. one dominates and continues to do so until at $C = 100$ they are both practically equal again. The central peak dominates throughout except at $C = 2.1$, when the L.H. peak dominates. At $A = C = 3$ no spectral profile is visible, as was the case when $A = C = 100$. For $C = 0.75, 1, 1.25$ a second R.H. peak is visible, though of very low intensity and for $C = 2.9, 7.0$ a second L.H. peak is visible, also of low intensity. We may also note that L.H. and R.H. peaks do not steadily increase or decrease but rather waver up and down, although the overall dominance of L.H. over R.H. becomes increasingly apparent as $C$. Although both fall off near $C = A$ and the change over of dominance becomes apparent for $C > A$ until both are again equal at $C = 100$. The central peak height decreases as $C \rightarrow A$ and increases as $C \rightarrow 100$.

When $C = C_0$, $\omega_x = 0$ and we have the 2-level or degenerate situation and for this reason we find that the profiles resemble those of Hollow (5) in that they have side-peaks of equal height, situated at $\pm 20$ (compare Hollow's curves for $R = 3.5$, 5 with that for $A = 3$, $C = 0$).

When $C \gg 1$ and $\gg A$, i.e. $\omega_x \gg 1$ and $\gg \lambda E_c$, and so one would not expect level 2 to affect the profile for transitions between levels 3 and 1. It only has an effect when $A \sim C$. In fact, for $C \gg 1$,
the profile is, for this reason, similar to that for $C = 0$.

And we considered the profile for transitions between levels 2 and 1 for the case $A = 2$ we should have found that the R.H. gradually becomes dominant as $C \rightarrow A$.

Now for the case when $A = 2$ the L.H. peak again becomes increasingly dominant as $C \rightarrow A$ though with the usual fall off around $C = A$ and for $C > A$ the L.H. peak remains dominant at $C = 3, 10$ but the R.H. dominates at $C = 5$ only and at $C = 100$ both are practically equal. Thus there is a smaller region, i.e. around $C = 5$, where the R.H. peak dominates. The central peak follows the same pattern as before and is always dominant. No profile is again obtained for $A = C (=2)$.

In the case of $A = 1$ the R.H. peak dominates as $C \rightarrow A$, though all peaks fall off near $C = A$.

For $C > A$ the L.H. peak becomes increasingly dominant as level 2 approaches the low frequency split-level of level 3 and reinforces it, except for $C = 3$ when R.H. peak dominates. The rest of the features are the same as previously described.

The deviation from the curves found by Hollow in ref. 9 is due solely to the introduction of terms involving $\|_{1}$ and $|_{2}$, i.e. decay constants $\propto E_{21}E_{21}$, which may be termed "cross-type" decay constants. We can see this by putting $|_{1} = |_{2} = 0$ in equations (7.B.2)-(10) and also ignoring level 2, since it is now not assumed to be close to level 3. We then recover Hollow's equations (ref. 9) and obtain his profiles.

For certain values of $A$ and $C$ there is a substantial difference between our curves and those of Hollow (9). In these cases we assume that the contribution of the "cross-type" decay constants is significant. It does not appear as though anyone except Horozov, and Apanasevich (24), who have both considered only weak fields, has yet evaluated the contribution of these cross-type terms in the case when the field can have arbitrary magnitude. We have found that their contributions are particularly
The phenomenon of no emission when \( C = A \) requires verification by experiment as do the other features of the profiles.

D. Some note on the assumption that \( \Gamma_{1a} \sim \Gamma_{1b} \) and its validity for the range of values of \( a \) and \( \alpha \) chosen for plotting the intensity profiles \( I(\lambda) \)

The splittings discovered by Hollow (9), i.e. \( X \) in the diagram below, are not very big. In fact, for the case of resonance, the greatest value of \( X \), plotted there for \( \lambda = 5 \) is at \( \omega \sim 5 \), i.e. in our notation, \( X \sim 5 \) for \( \lambda = 5 \).

![Diagram showing splittings](image)

Even if \( \gamma \approx 0.6 \), then \( X \approx 0.25 \) for \( \lambda = 5 \). If \( \lambda > \lambda \), i.e. in our notation, a large, then, e.g., if \( \lambda = 1,000 \) then \( X \approx 1,000 \), and for \( \gamma \approx 0.6 \), \( X = 10 \). So for such intense fields \( X \) would not be such as to make \( \Gamma_{1a} \) and \( \Gamma_{1b} \) very different from each other.

Hence \( \Gamma_{1a} \propto \omega^2 \)

and \( \Gamma_{1b} \propto \omega^3 \)

Thus, if level \( 3 \) is split, then

\[ \Gamma_{3a} \propto (\omega \pm X)^3 \]

but \[ \frac{\Gamma_{2a}}{\Gamma_{2b}} = \frac{(\omega \pm X)^3}{\omega^3} \]

even for very intense fields.
e.g. for sodium d$_1$ and d$_2$ lines
\[
\frac{(\omega \pm \chi)^3}{\omega'^2} = \frac{(5.33 \pm 10)^3}{5.330} = \frac{2336}{5.330} \approx 9979
\]
or \[
\frac{2336}{5.330} \approx 1.008
\]
It is thus valid to assume \(\Gamma_h \approx \Gamma_l (1, .)\) for a even larger than the largest value we have used, namely \(a = 100\).

We shall now investigate whether the approximation is true when \(\chi/\gamma \approx \omega\) is large, since then it would seem that \(\omega_1\) and \(\omega_2\) are not so close in value, although in fact it is not \(\omega_3\) which is large but \(\omega/\gamma\).

When \(C = 100\), \(\omega_3 = 100 \gamma\), then, depending on the size of \(\gamma\), \(\omega_3\) will either remain \(\approx \omega_3^*\) or no longer be of this order. In general \(\gamma\) would be quite small enough to render \(\omega_3\) a not very sizeable quantity so that \(\omega/\omega_3^*\) would still be \(\approx 1\), even for \(C = 100\). E.g. if \(\gamma = 0.01\) and \(\gamma = 100\), \(\omega_3 = 100 \times 10^{-6} = 10^{-4}\). Thus we see that considering \(C\) large does not in fact mean a large absolute separation of levels 2 and 3 but rather a large separation compared with the overlapping case, when \(C = 1\), i.e. \(\omega_3 \approx \gamma\). Then \(\omega_3 = 10 \gamma\) or \(>10\) \(\gamma\). i.e. \(C = 10\) or \(>10\) then levels 2 and 3 are in not overlapping in the normal sense of the word but from the spectral profiles it can be seen that level 2 still has an important effect.

Our assumption \(\Gamma_h \approx \Gamma_l (1, .)\) is thus valid for large values of \(a\) and \(c\). It follows that it would be valid for a small since then \(X\) is small, and for \(c\) small since then \(\omega \approx \omega_2\).

When \(c = 0\), levels 2 and 3 are completely degenerate, i.e. they may have different magnetic quantum numbers, but the same principal quantum numbers, \(\ell\), and the same energy. The field then couples levels 2 and 1 as well, as in Apanasovich's paper(34) but since in this case levels 2 and 3 are indistinguishable, introducing an extra dipole moment into the calculations would be meaningless and in fact our equations
(7.4.43) - (51) are still valid for $\delta = 0$ although of course $\beta_{23} = \beta_{43} = 0$ and $\beta_{41} = 0$ so that we need only equations for $\dot{\beta}_{11}^{(2)}$, $\dot{\beta}_{33}^{(2)}$, $\dot{\beta}_{55}^{(2)}$ and $\dot{\beta}_{11}^{(3)}$ as in the 2-level atom.
E. Curves of spectral profiles for $d_1 = d_2 = 1$, $A = 3$ (i.e., field of maximum strength) and various values of $C$ (i.e., curves of $\tilde{I}(b)$ versus $b$, or $C$ versus $b$)
$A = 30$

$C = 0.5$

$d_1 = d_2 = 10$
\lambda = 3.0
\sigma = 2.5
d_1 = d_2 = 1.0
A = 30
C = 31
d, d, = 10
A = 3.0
C = 4.5
d = d_2 
1.0
$R = 3.0$
$L = 5.0$
$d_1, d_2 = 1.0$
A = 3.0
C = 8.0
d_1 = d_2 = 1.0
A = 30
C = 1000
\( d_1 = d_2 = 1.0 \)
\[ A = 3.0 \]
\[ C = 100.0 \]
\[ d_1, d_2 = 1.0 \]

The diagram shows a graph with axes labeled \( h \) and \( k \). The graph has two main peaks and several smaller peaks in between. The values on the axes range from -5.00 to 5.00 for \( h \) and 0.00 to 7.00 for \( k \).
CHAPTER VIII

DISCUSSION

8.1 Criterion for assuming no cooperative effects occur

In all our calculations we have considered single atoms, so that we have implicitly assumed that the effects produced in such isolated atoms typify those effects produced on all the atoms of the ensemble as a whole. Our calculations are thus of particular relevance to atomic vapours (cf. Chapters V and VI on potassium vapour and hydrogen gas) where cooperative effects are unimportant since the coupling between atoms is negligible and so also is effective potential \( V_{AA}(r) \) between the atoms.

According to Landau and Lifshitz (ref. 99, p. 337) scattering will take place independently at each molecule (or atom) provided that we consider the limiting case of a rarefied gas where the mean free path of the molecules (or atoms), \( l \gg \lambda \), the wavelength of the light radiation. This is the restriction used in ref. 1, namely that the atom is restricted to a region small in comparison to the average wavelength \( \frac{2\pi c}{\varepsilon} \). In this case Landau & Lifshitz point out that we are justified in discussing the scattering microscopically, using quantum mechanics.

In ref. 2, Part II, the case where a pair of atoms \( A_1 \) and \( A_2 \) is separated by a distance \( r_{12} \sim \lambda \) is considered. The atoms then exhibit superradiant behaviour. When both the atoms are initially inverted Lamborg finds that the intensity pattern \( R(\theta, t) \) develops lobes in different directions at different times, so that the spatial distribution of the photons at time \( t \to \infty \) is the same as in the independent-atom case.

The fact that we have ignored the line widths due to collisions and so considered only situations where the widths of the levels is set primarily by the interaction with the radiation field means that our calculations are, for this reason also, suited to a gas in a good vacuum, particularly for the
upper optical transition (see ref. 75).

3.2 Dipole approximation

Throughout our calculations we consider only dipole transitions. This is obvious from our choice of the interaction Hamiltonian $V_{GR}$, where $V_{GR} = -E(t) \cdot \mathbf{p}$ classically, or $V_{GR} = -E(t) \cdot (A + A^\dagger)$ quantically (see eq. (1.3.96)) instead of the multipole expansion for a classical field given in Flutak's paper (ref. 100 eq. (33)). Flutak shows that $V_{GR}$ can be written as the dipole interaction

$$V_{GR} = -\mathbf{p} \cdot \mathbf{E}(t)$$

(3.1)

according to eq. (1.3.96), when the atomic operators are not considered, and this is equivalent to, but not identical with,

$$V_{GR} = \mathbf{E}(t) \cdot \mathbf{A}(t) = -\frac{e}{m} \mathbf{A}(t) + \frac{e^2}{2m} \mathbf{A}(t)^2$$

(3.2)

(see equations (1.3.79) and (1.3.80)) as shown by Flutak [100]. Since, if the original Hamiltonian is

$$H = \frac{\hbar}{2m} \dot{\mathbf{r}}^2 + V(r) - \frac{e}{\hbar} \mathbf{A}(r, t) + \frac{e^2}{2m} \mathbf{A}(r, t)^2$$

(3.3)

then the corresponding Lagrangian is

$$L = \frac{\hbar}{2m} \dot{r}^2 - V(r) - e \dot{r} \cdot \mathbf{A}(r, t)$$

(3.4)

Since adding a total time derivative will not affect the equations of motion of the system, the system is equally well described by

$$\mathcal{L}' = \frac{\hbar}{2m} \dot{r}^2 - V(r) - e \dot{r} \cdot \frac{d \mathbf{A}(r, t)}{dt}$$

(3.5)

which is equivalent, but not identical with equation (3.4).

If we construct the Hamiltonian belonging to Lagrangian (3.5) we obtain

$$H' = \frac{\hbar}{2m} \dot{r}^2 + V(r) + e \dot{r} \cdot \frac{d \mathbf{A}(r, t)}{dt}$$

which is therefore equivalent to the original Hamiltonian (3.3), since

$$e \dot{\mathbf{r}} = \mathbf{p}$$
According to ref. 65, even though the magnitude of the field is not required to be small, the quadratic term \( A(t) \) (which would otherwise appear) may be dropped in the dipole approximation:

\[
V_{\gamma} = -p \cdot E(t)
\]

when the wavelengths of the e.m. waves, \( \lambda >> \) the dimensions of the system. Then \( A(\vec{r},t) \) can be replaced by \( A(t) \) evaluated e.g. at the nucleus (see also ref. 65, eq. (1)) and

\[
\frac{\partial A(\vec{r},t)}{\partial t} = \frac{\partial A(t)}{\partial t} = -E(t)
\]

where \( E(t) \) is the external field at the nucleus.

For a system interacting with a classical field this form of the interaction Hamiltonian (eq. (8.6)) is equivalent to the original form, viz.

\[
V_{\gamma} = -p \cdot \frac{\partial A(t)}{\partial t}
\]

where the notation of equations (1.3.79) and (1.3.80) is used, if the total Hamiltonian, \( H = H_{\gamma} + V_{\gamma} \) is given by equation (1.3.77).

When higher-order multipole interactions are considered Fuitak shows that the total Hamiltonian for systems interacting with an external e.m. field, which is classical and time-dependent, can be written, as in eq. (38), as

\[
H' = H(\vec{q}_s, t) + e \phi(\vec{R}_s) - \sum_{s} e \sum_{k \omega} \frac{1}{(k,n)}^k \left( \Phi_s \cdot \nabla \right)^k \xi_s \cdot \tilde{E}(\vec{R}_s)
\]

(8.7a)

where the momenta \( \vec{p}_s \) are

\[
\vec{p}_s = \vec{p}_s + e \sum_{k \omega} \frac{1}{(k,n)}^k \left( \Phi_s \cdot \nabla \right)^k \xi_s \cdot \tilde{E}(\vec{R}_s) - a_s e \tilde{A}(\vec{R}_s)
\]

\[
(8.7b)
\]

\( \vec{p}_s = \vec{p}_s, \ldots, \vec{p}_n \) are the positions of the \( n \) charged particles or systems,

\( \mathcal{H}(\vec{p}_s, \vec{q}_s) \) is the Hamiltonian of the ensemble in the absence of interaction with the external field.
$\mathbf{R}$ is the centre of the multipole expansion

$\zeta_\nu$ are coordinates relative to this centre

$$\mathbf{R} = \zeta_\nu a_\nu \zeta_\nu$$

$\mathbf{p}$ are kinetic momenta, which are expressed entirely in terms of the magnetic field strength.

$e = \sum e_\nu = \text{total charge of the ensemble.}$

$\varphi(\mathbf{p}, t)$ is the scalar potential.

N.B. Dashes indicate a canonical transformation from the original equation.

This equation for $H$ shows that the interaction of the ensemble with the electric component of the field is independent of the dynamics of the systems. It has the familiar form of a sum of electric dipole, electric quadrupole, etc. interactions. In particular, in the long wavelength limit, specified earlier, and for vanishing total charge, $e = 0$, the interaction with the electric field is given by

$$-\mathbf{p} \cdot \mathbf{E}(t)$$

where $\mathbf{p} = \sum e \mathbf{x}_\nu = \sum e_\nu \mathbf{x}_\nu$ is the total electric dipole moment of the ensemble. The interaction with the magnetic component of the field, on the other hand, depends on the form of the system Hamiltonian $H$. The non-relativistic Hamiltonian of an atom contains, in 1st approximation from (33) the familiar magnetic dipole interaction term. We ignore this also since it is only important for shell energies $\sim m_0^2$.

Although he shows that for a classical field the multipole form of the Hamiltonian is exactly equivalent to the original Hamiltonian, of eq. (7) $H = \mathcal{H}(\mathbf{p}, \mathbf{x}_\nu) + \sum e \varphi(\mathbf{x}_\nu, t)$ in the case of a quantised field he shows that the multipole form of the transformed Hamiltonian is equivalent to the original Hamiltonian only for 1st-order radiation processes.

Hence we see that if we consider the e.m. field classically our calculations, using the dipole approximation, are valid for the long wavelength limit when the sum of all the charges of all the individual systems is negligible. In considering the e.m. field quantum mechanically
we are also limited to 1st-order radiation processes. Thus in assuming
the form of $\mathcal{V}_{em}$ given in (1.2.96) and considering the e.m. field quantum
mechanically we have 4 limitations:
1) wavelength of the e.m. waves $\gg$ dimensions of the system, i.e. we ignore the
dependence of $E$ on position $X$,
2) total charge of all the individual systems is negligible,
3) only 1st-order radiation processes can be considered, i.e. we cannot
consider Compton effect and dispersion,
4) shell energies must not be $\sim m_0 c^2$, i.e. we cannot consider heavy atoms.

N.B. In his quantum mechanical derivation Fintak assumes that relativistic
effects are negligible, i.e. characteristic frequencies of the system
frequencies of relevant virtual photons. In this case momenta of the
ensemble are replaced by transformed momenta in the multipole form (see $\mathcal{M}$)
and the following term representing the interaction of the system with the
electric component of the field, is added
$$ e\phi(\mathcal{E}, \mathcal{I}) = \sum_e \int d\omega \xi_\omega \cdot \mathcal{E} \mathcal{H}(\mathcal{R} + u\xi_\omega, t) $$

A discussion of quadrupole and magnetic dipole radiation is also given
by Heitler [43] where he shows that even if an electric dipole is forbidden
there may be electric quadrupole or magnetic dipole transitions even though
the ratio of the intensity for such transitions to the intensity for allowed
electric dipole transitions is $\sim (\alpha/\lambda)^2$ and so is unimportant for emitted
wavelengths long in comparison with the dimensions of the atom.

8.3 R.W.A.

We have used the R.W.A. (which assumes that frequencies, $\omega_{\mathcal{H}}$, close
to the atomic resonance frequency, $\omega_0$, are the dominant ones) throughout,
although we have shown in Appendix I, for the 2-level atom, that if it is not
assumed, we obtain some extra high frequency terms, which are negligible,
and, anti-resonant frequency shift modifications which we can neglect as they
are not our main concern. In fact when the coupling becomes stronger,
i.e. when the dipole moments are large, R.W.A. breaks down (cf. Louisell\textsuperscript{13d}) but it would anyway only give rise to a very small correction (see ref. 100). This is also pointed out in the papers we shall be quoting where several approximations are compared.

Various papers, e.g. refs. 101, 102, 103, discuss the importance of the R.W.A. in spontaneous emission theory. Knight and Allen show that the Wigner-Seisskopf theory of spontaneous exponential decay of a single excited atom contains an explicit form of the R.W.A. However, they say that R.W.A. should not be used to describe cooperative superradiant level shift and that care should be taken over the choice of the interaction Hamiltonian, $V_{SR}$. They point out that the R.W.A. has a significant effect, both on (a) the spontaneous emission from a single excited atom, and on (b) the cooperative spontaneous emission level of radiatively coupled atoms.

K. and A. say that use of R.W.A. to neglect overlapping diagrams (b) for the single 2-level atom is NOT a serious limitation, since there is NO anti-resonant vacuum contribution to the dominant 2nd-order diagram. On the other hand, R.W.A. must not be used in calculating the change in the radiative level shift under external fields since there is an anti-resonant contribution to the 2nd-order perturbation term, which alters the frequency dependence of the energy shift, but we shall not be concerned with this. They say this alteration makes possible extensive cancellation of otherwise misleading terms although we did not find this (see Appendix I).

In the rest of K. and A.’s paper they show the effects of not using the R.W.A. on the simplest cooperative system of 2 atoms one being in the excited state, cooperation deriving from an exchange of a photon between the atoms. We ignore this possibility of exchange.

For superradiant systems, in the Miche limit, large frequency shifts are expected and it is possible that they may alter the essential dynamics of cooperative emission. It has been suggested by Friederich\textsuperscript{104} that the strong dispersive effect of dipole interactions between closely spaced atoms
might destroy cooperation responsible for superradiance. These dipole interactions seem to some extent to be equivalent to the frequency shifts. In low density systems which we consider neither objection applies since there will be no dipole interaction between widely spaced atoms and retardation and anti-resonant terms should be included.

We consider atoms which are coupled only by the radiation from their transitions and ignore all cooperative effects discussed by K. and A., including superradiance. The only point of relevance is that anti-resonant terms enable extensive cancellation of otherwise misleading terms but in our case we haven't found this to be so and have thus neglected anti-resonant terms.

Agarwal [102] has also questioned the validity of the R.W.A. in quantum optics. He considers spontaneous emission from (i) N identical harmonic oscillators and (ii) N identical 2 level atoms and finds that when R.W.A. is not used the radiation rate depends on the initial dipole moment phase.

Agarwal is concerned with discovering whether the assumption that R.W.A. is a good approximation, provided the interaction between the radiation field and matter is weak. For case (i) if each oscillator at t = 0 was excited to a coherent state $|z_e>$ having finite dipole moment then the radiation rate at t = 0 may be very different from that obtain in R.W.A. $I'(o)$ depending on the phase $\gamma$ of the initial coherent amplitude. But if the system is excited to a state with zero dipole moment then $I(o)$ becomes identical with $I'(o)$. In the limit of weak coupling $\gamma_e << \gamma_0$ for the system initially having a finite dipole moment, $I'(o)$ is the same as $I'(o)$ provided that rapidly oscillating terms are ignored. Anyway it is reasonable to ignore them since they cannot be observed by available photodetectors and so an averaging operation over a few optical periods is always performed. Agarwal expects that this result will also hold good for 2-level atoms emitting spontaneously as opposed to harmonic oscillators. On the other hand, the correlation function $\langle a^*(t) a_k(o) \rangle$
oscillates at the optical frequency \( \omega \). If the system's initial state has zero dipole moment then for weak-coupling \( I(w) \sim I'w) \).

For case (ii) if the system is excited to a state with zero dipole moment \( \langle \psi_n \rangle \sim \langle f \rangle \) whereas if the system's initial state has a finite dipole moment \( \langle \psi_n \rangle \) has a strong dependence on the dipole moment phase \( \phi \) and we see that for \( \Theta \sim \pi/2 \) the emission is not necessarily superradiant unlike the result for R.W.A. When we consider CRE 2-level atom only \( I_n(t) \sim I'w(\omega) \) but the dipole moment differs from that obtained by making R.W.A.

We are not concerned with radiation rates but rather with spectral densities. The initial state is not known at all in Chapters V and VII and in the other chapters is not specified explicitly with regard to its dipole moment.

Finally we shall consider Walls and Gardiner's paper \(^{103}\) in which he shows that the 3 approximations used in spontaneous emission theory are clearly related. They are

1) Wigner-Weisskopf (W-W)
2) R.W.A.
3) ladder approximation.

They consider a 2-level atom and use a Hamiltonian in the dipole approximation, like our eq. (B.2.21), which they say excludes the A^2 term, which makes a negligible contribution to a single photon emission process.

They consider the W-W approximation in two parts.

(i) W-W probability amplitudes don't change significantly from their initial values for small values of \( t \).

(ii) W-II introducing irreversible behaviour by replacing the dependent summation in their eq. (6) by a complex constant. This is explained by von Foerster\(^{142}\), who also shows it to be equivalent to the assumption of a Markoffian approximation. W-II yields the familiar result of exponential decay which is well validated by experiment.
They show that W-MI is equivalent to the R-W-A. Knight and Allen also point out that W-MI approximation and the ladder approximation bear close resemblance to the Bethe-Salpeter equation or the "overlapping" self energy terms discussed by Salem. Walls and Cardiner point out that one aspect of these papers is confusing, namely that they start with \( V_{cr} \) in the R-W-A and then obtain the same probability equations and exact solution as do W. and C. using W-MI. The analogy to the ladder approximation in fact comes in making the R-W-A which assumes that only contributions from processes with a C* photon intermediate state are included. Since all these approximations allow summation over a restricted class of physical processes to all orders, they are superior to perturbative techniques.

Then R-W-A is made \( H_{th} \) and \( V_{th} \) commute and so a subset of total eigenvalues of \( H_{th} \) may be taken as a basis for the complete system and the use of this subset corresponds to making the ladder approximation.

When an atom exits spontaneously into a single field mode Walls has found that R-W-A is equivalent to ignoring a frequency shift \( \omega_0 - \omega \) and is therefore valid for \( q < \omega \) as pointed out also by Louisell. Agarwal derived a master equation for spontaneous emission without making R-W-A and found an identical expression for the radiation rate but a different expression for the atomic dipole moment. This difference is predictable for \( q < \omega \). These two corrections are thus very small and W. and C. point out that maybe the approximations made in deriving the master equations are perhaps of same order of magnitude as those involved in making the R-W-A.

In ref. 120 R-W-A and exact solutions are compared (for parametric amplifier and frequency converter etc.) and the validity of R-W-A is established. It is likely that its validity could be established also for the multilevel atom of Chapter IV (see Appendix IV for equations of motion when R-W-A is not assumed).
8.4 Broad spectrum limit

In assuming the loss oscillators to have a broad spectrum of frequencies, $\omega$, we satisfy one of the criteria necessary for the Markoff approximation to be valid so that it can be used when desired. Since the frequencies, $\omega$, are also closely spaced, $\omega$ can be replaced by integrals where desired. Lehmann [1] also assumes the emitted photons decay into broad bands of closely spaced modes. He considers more than one such band, each one being associated with a different transition, whereas we only ever consider one such band characterised by a frequency $\omega_1$ or $\omega_2$.

8.5 Atom at origin

The atom is assumed to be at the origin of coordinates, e.g. at the nucleus of the atom. Flutak [100] has pointed that this is a long wavelength assumption. We use it because the position of the atom is of no relevance when the only coupling between atoms we consider is the radiation from their transitions.

8.6 Mixing of states

In reference 7, the mixing of states, as a result of the damping mechanism, is assumed and this is given as a reason for the necessity of using the density operator technique.

Kewstein [5] criticizes Bergmann's approach [103] to the problem of spontaneous emission from a 2-level system with incident beam of radiation which are initially either (a) in a coherent state or (b) in a n-photon state. Bergmann uses two approximations; (i) he retains only diagonal elements of the field time-development operator (in order to avoid P.The.) and (ii) he restricts his equations of motion to material 2-level systems which cannot develop into mixed states. Kewstein says that it is necessary to consider the effect of mixed states and for large fields the main features of the spontaneously radiated power spectrum are simple related to the time development of these states.

[ N.B. Kewstein's paper [5] is also of interest because it criticizes two]
other approaches to the problem of spontaneous emission in the presence of a driving field. Firstly, he says that the technique of treating the interaction Hamiltonian $V_{\text{int}}$ as a perturbation of the full Hamiltonian $H$ is not valid here since it relies on the fact that the frequency associated with the interaction energy of the atomic current with the e.m. field is $\ll$ the resonance frequency. Secondly, he says that the procedure adopted by Paulian and Sobelman $^{[33]}$ for the solution is only valid for relatively small initial field energies. R. and S. consider that the material system is coupled to MANY modes of the radiation field but that initially only ONE mode of the field is in a high-energy eigenstate. They obtain a solvable FINITE set of equations for the atom field probability amplitudes by truncating the infinite system to a small number of multiphoton processes.]

3.7 Ordering of Operators

We pointed out in the introduction that normal ordering enables the solutions of problems involving non-conservative systems without cumbersome iterated solution. In ref. 109, the authors show that the ordering of commuting atomic and field operators results in attributing a different origin to the radiative line shifts and widths in spontaneous emission, i.e. in fact whether it should be attributed to vacuum field fluctuations or to quantum electrodynamic radiation reaction. They show that when normal ordering is used the radiative correction can be interpreted as entirely due to radiation reaction effect but when symmetric ordering is used the radiative correction can be interpreted as entirely the effect of vacuum field fluctuations. If in obtaining the average of the atom energy operator we use normal ordering then the decay would be considered entirely due to radiation reaction effect, but there is no ordering which would attribute it entirely to a vacuum fluctuation effect. They come to the conclusion at the end of the paper that as there is some arbitrariness over the interpretation of physical processes and as this
is equivalent to the ordering of commuting operators it must imply that
the interpretations are closely related, although not fully equivalent,
as the net process cannot be exclusively described in terms of vacuum
fluctuations. On the other hand spontaneous emission can be entirely
attributed to radiation reaction. Hence if one does not use normal ordering
one must remember to attribute radiative corrections to field fluctuations
as well as to radiation reaction.

2.8 Markoff approximation (M.A.)

In von Foerster's paper he deals with the equations of motion for
the dynamical operators of the system (written in the Heisenberg picture).
He uses the R.W.A. and calculates equation of motion for \( A(t) \) and
\[
\tau(t) = A^+ A - AA^+ \]
and points out that these cannot be solved exactly
and that this is desirable since if they were then they would describe
entirely reversible behaviour whereas damped behaviour is quite irreversible
and can appear only as an approximate solution. He uses an approximation
which makes the interaction between the atom and the radiation field a
Markoffian process: the field at time \( t \) depends on the values of parameters
only at \( t \) and not at earlier times. He does this by using an approximate
expression which results in the field becoming so complex that it
immediately loses all memory of its previous state, i.e., instead of writing

\[
\sum_{\nu} q_{\nu}^{r} \exp[-i\omega_{\nu}(t-t')]
\]

we write

\[
\int_{t'}^{t} \left\langle \sigma_q \right| \exp[-i\omega_{\nu}(t-t')] \left| \sigma_q \right\rangle_{t'} \left\langle \sigma_q \right| \exp[-i\omega_{\nu}(t-t')] \left| \sigma_q \right\rangle_{t'}
\]

where

\[
\left\langle \sigma_q \right| \exp[-i\omega_{\nu}(t-t')] \left| \sigma_q \right\rangle_{t'} = \left[ \mathcal{A}(t), \mathcal{A}(t') \right] \left| \sigma_q \right\rangle_{t'}
\]

and \( \sigma_q \) is the Heaviside unit step function.

\( \mathcal{A}(t) \) has a broad and `nearly flat' spectrum:

This is equivalent to our assumption of closely spaced modes which

enables \( \sum_{\nu} q_{\nu}^{r} \) to be replaced by \( \int_{\omega_{\nu}}^{\omega_{\nu} + \Delta \omega} \rho(\omega_q) q^{r}(\omega_q) \), where

\[ \rho(\omega_q) \] is the effective bandwidth of \( \rho(\omega_q) q^{r}(\omega_q) \)}.
where \( \Delta t \) is the autocorrelation time. The most important contributions to the integral are those for which \( t - t' \leq 2\pi / \Delta \omega \), \( \Delta \omega \sim \omega_0 \), i.e., only a few cycles duration. We assume anyway that
\[ \Delta t < < t \]the time for appreciable secular changes in the atomic states
and so
\[ \begin{align*}
P_{\lambda}(t) & = P_{\lambda}e^{-\Delta \omega t(t')}
\end{align*} \]
in the lowest approximation, to a high degree of accuracy, so that
\[ \int dt' \sum_{\nu} \omega_{\nu}^2 e^{-\Delta \omega \nu(t-t')} A(\nu) = (\nu_{\nu} \gamma_{\nu} A(\nu) + V_{0} - \nu_{\nu} A(\nu) e^{-\Delta \omega \nu t} \right) t \gg \omega_0^{-1}
\]
This is an equivalent expression arrived at without the direct assumption of a Markoff process.

\[ \omega_0 \] does not vary rapidly
with \( \nu \), so that \( A(\nu) \) is quite sharply peaked near \( t = 0 \) and very small elsewhere. If it varies much more rapidly than the slowly varying operator \( A(t) \), then
\[ \begin{align*}
\int dt' \sum_{\nu} \omega_{\nu}^2 e^{-\Delta \omega \nu(t-t')} A(\nu) & = A(\nu) \int dt' \int_{-\infty}^{t} (t-t')
\end{align*} \]
where
\[ \begin{align*}
\int dt' \sum_{\nu} \omega_{\nu}^2 e^{-\Delta \omega \nu(t-t')} & = \gamma_{\nu} \nu
\end{align*} \]
which thus removes dependence of the field on earlier times \( t' \) so that
\[ A(t) = \sum_{\nu} \gamma_{\nu} \exp(-\Delta \omega \nu t) \]The approximation for the above integral is shown by von Forster to be equivalent to the W–W approximation and is discussed in detail. He argues that \( \gamma \), the frequency shift, vanishes to a very good approximation since he assumes \( g_{\nu}^{2}(\omega) \) is nearly constant in the region near \( \omega = 0 \).

According to Louisell p. 124, if \( \omega_0 \) is nearly constant in the region near \( \omega = 0 \), the frequency shift, vanishes to a very good approximation since he assumes \( g_{\nu}^{2}(\omega) \) is nearly constant in the region near \( \omega = 0 \).

According to Louisell p. 124, if we assume a system to be Markovian we mean that its future behaviour is determined by the present and not the past and this assumption is valid since damping destroys
knowledge of the past. Mathematically, we therefore replace
\[ \rho^{(1)}(t) = \text{Tr}_R \left\{ \rho^{(1)}(t) \right\} \]
by its present value \( \rho^{(1)}(t) \).

The Markoff approximation has been done crudely and instead one should take a coarse-grained average on a time scale \( t \) where

- system damping time \( \gg t \gg \) reservoir correlation time.
- \( t \) should be long enough to contain many cycles of the undamped system motion.

Then we may let the upper limit of the integration over \( t \) go into infinity and derive the master equation describing the statistical behaviour of the system when coupled to a reservoir under the N.A., after assuming \( V_{SR} \) can be written
\[ V_{SR} = \zeta_i \tau_i Q_i \]
where \( \tau_i \) are reservoir operators,
and \( Q_i \) are system operators. [In fact Louisell and Nernstberger eq. 34, p. 351 \( \rho^{(1)}_I(t) \) is replaced by \( \rho^{(1)}_I(t) \) and in addition assume that \( \rho^{(1)}_I(t) \) has the form

\[ \rho^{(1)}_I(t) = \text{Tr}_R \left\{ \rho(t) \right\} \rho^{(0)}(0) + \Delta \rho^{(1)}_I \]

where \( \Delta \rho^{(1)}_I \) is at most of order \( V_{SR} \) since if \( V_{SR} = 0 \), \( \rho^{(1)}_I(t) = \rho^{(0)}(t) \).

I indicates the interaction picture

\[ \rho^{(1)}_I(t) = e^{iA_I \cdot t} \rho^{(0)}(t) e^{-iA_I \cdot t} \]

They then go on to ignore all quantities of order higher than second in \( V_{SR} \). Their method contains only 2 basic assumptions:
1) memory of the system is destroyed by its interaction with the reservoir,
2) this interaction is sufficiently weak that its effects need only be considered to 2nd order in F.T. This we don't assume.]

When we use the Markoff approximation in Chapters V, VI, VII we use the former procedure not the latter.
According to Hanke p. 508(36) when the adiabatic of Markoff approximation is used with reference to the laser there are three objections to its use:

(1) The "proper" laser system (active atoms + field) can be treated as undergoing a Markoff process BUT the field alone as a subsystem cannot. This is a familiar argument in the theory of stochastic processes. We keep to this limitation as we apply the K.A. to the TOTAL DENSITY operator for the atomic system and reservoir (or field) though in our case this is not a laser system.

(2) Since we may intuitively reason that active atoms produce indirect interaction between FIELDS of the lasing field mode he reasons that an exact elimination of atomic variables in laser theory must lead to a retarded photon interaction in order for the results to be physical. In his paper[112] Hanke points out that Pauli type 1st order differential equations may be obtained under the following conditions:

(1) Initially there are no correlations between S and R. (We assume this).

(2) Internal correlations in the bath R are characterised by correlation times the relaxation times of the system S arising from its interaction with R. This amounts to assuming that the energy levels of R are closely spaced, which we do, and that the properly defined "strength function"-density of eigenfrequencies of the degrees of freedom of R, $-\rho(\omega)$, is a slowly varying function of frequency, especially near eigenfrequencies of S.

(3) S is observed at times $t >>$ internal bath correlation times and, if R is finite, $<<$ Poincaré recurrence times for R.

(4) Interaction between S and R is sufficiently weak to allow for a simplification of the integral kernel leaving the latter correct up to 2nd order in the interaction (Born approximation B.A.). This derivation of the Pauli equations avoids 2nd order perturbation treatment and the repeated random phase approximation.

Typical non-Markoffian effects in S may be treated from an exact
master equation if assumptions (2) and (3) are not made.

We see therefore that in fact though in Chapters II and III a Markovian process is not assumed the assumptions made are equivalent to that assumption.

In his paper [112] he goes on to discuss and justify the B.A. since it is the major approximation in this method for turning exact master equations into eventually solvable ones. He finds that the B.A. is valid

(1) if the "strength function" \( \rho(\omega) \) does not degenerate to one or more extremely sharp and high lines. One must not assume a white spectrum. (N.B. This is only assumed if one uses the method which involves the Markoff approximation.)

(2) that temperature of \( R \) is not too low,

(3) contributions to the Dyson series stemming from "overlapping" 2nd order and from all higher order thermal equilibrium bath correlations are negligibly small compared with those from non-overlapping 2nd order correlations. (N.B. This does not amount to suppressing internal bath correlations.)

We consider an e.m. field in which there is no retarded photon interaction and only consider interaction between the atom and the field.

(3) The essential condition for the elimination of heat baths in the Markoff approximation is that the heat bath should have a \textit{white} or at least an extremely broad band energy spectrum. Although this is just the opposite condition sought after in a laser it is the condition sought after in the e.m. field we choose to act as a damping reservoir. The damping reservoir in our case is considered as a heat bath \( K \) in thermal equilibrium with an ensemble of harmonic oscillators \( \mathcal{E} \) which together are equivalent to the PHONONS. These phonons spread into a broad band of frequencies \( \omega_\nu \) about the original frequency \( \omega_0 \) when the atom is coupled in the solid and in \( \mathcal{E} \) \( q \) varies from \( 1 \rightarrow 10^{23} \) over this band. In our case therefore this objection to the use of the M.A. does not apply.

Finally we would like to point out that the reservoir (namely the quantised e.m. field) is thus assumed to stay in its initial pure state
by virtue of using the M.A. If the field is very strong, i.e., contains a large number of photons depletion is only very slight in comparison to the total number of photons and so this assumption is valid for a strong field, \( R \), such as we choose \((n \approx 10^{23} \) the number of degrees of freedom of the bath). 

Further in Tanada's paper [111] which criticizes Lehrberg's method and produces a better one he considers only the time evolution of the intensity and not its frequency dependence, as we do. He is also mainly concerned with the non-Harmonic effect on super-radiance from an assembly of harmonic oscillators, whereas we ignore super-radiance entirely. He points out that the non-Harmonic effect retards a correlated motion which is responsible for superradiance, of the atomic system induced by the photon-atom coupling, and it consequently modifies a feature of superradiance. In fact it modifies the shape of superradiant pulses and the photon statistics.

8.9 Why \( t^* \) is chosen to be arbitrary in Chapters V and VII.

In Chapters V and VII we are concerned with averaged effects, i.e., instead of considering a particular process of emission or absorption we consider the averaged effect of all possible multiphoton processes. For this reason we do not assign the value of zero to the initial time \( t^* \) since this would imply that we know the initial state of the atom, i.e., the starting point of the process, whereas, in fact, since we are considering that there are several photons in the vicinity of the atom, we therefore cannot tell whether a particular photon is being emitted or absorbed at a particular instant in time, and also we are not able to ascertain the initial state of the atom. This uncertainty is as a result of the fact that there is a continuous series of processes. It has also been given earlier as a reason why there is a need for the statistical approach implementing density matrices. The resulting spectral profiles calculated when \( t^* \) do not represent just one process of emission (as in Chapter VI).
or absorption but the overall effect of all possible processes when several photons are in the vicinity of the atom. The spectral profiles represent the power spectrum of the scattered field as in Hollow's paper[5]. In Hollow's paper[52] he calculates emission and absorption spectra separately by considering the state of the atom is known at initial time

\[ t' = C. \]

In contrast to this approach, if we were to have attempted to use the time-dependent perturbation theory to solve the problem, then we would have had to have known in which state the atom was at the initial time. We would then have to have considered each multiphoton process separately. In Hollow's paper[5], on the other hand, we consider the initial atomic state to be arbitrary and then, in order to find the initial density matrices, we first of all evaluate their equilibrium values attained at \( t \to \infty \) and then evaluate these at \( t = t' \) the initial time. In this way dependence on \( t' \) appears only as the harmonic factor \( e^{i\omega t'} \) in certain terms where \( \omega \) is the frequency of the driving field. These factors cancel out when the spectrum is finally calculated so that the value of \( t' \) is never required. In this way the overall effect of several multiphoton processes is calculated.

It is owing to the fact that the state of the atom at any time is uncertain that the wave functions become mixed as a result of the interaction. New wave functions have to be defined which are a mixture of the old ones. This mixing is considered both by Hewstein[67] and by several Russian authors[96], but is erroneously ignored by Bergmann[103] who is criticized by Hewstein on this point. This mixing as a result of damping has been pointed out several times as being mentioned by Hollow and Miller[7]. They make the point also on p. 473 that in weak fields the atomic state remains pure and one can just add a phenomenological damping term to the equation of the time derivative of the excited state.

Stroud[96] has developed an alternative approach which is quantum electrodynamical (Q.E.D.) in nature but does not involve the use of time-
dependent perturbation theory. Its disadvantage is that it is a very
large method since he first of all considers the splitting of each level
and then goes on to consider all possible transitions between the resulting
split levels, considering each multiphoton process separately. His method
also has the disadvantage of only being able to take into account the
process of spontaneous emission and not overall processes.

Chang & Stehle\cite{115} also use (Q,E,D) theory for the purpose of
doing some calculations on multiple-quantum transitions in magnetic resonance.
They find that their results agree better with the experimental working of
Kusch\cite{116} than do those obtained by Salven\cite{116,117} using semiclassical
theory. They therefore conclude that semiclassical theory is inferior to
their own work in interpreting this and other experiments but Pegg &
Series\cite{118} assert that the papers of Chang & Stehle do not constitute a
proper comparison with semiclassical theory because Salven’s calculations
and other results cited by C. & S. are admittedly only approximate
solutions to the semiclassical equations of motion, and have been superseded
by more recent work\cite{112} in this field. Also Pegg and Series draw
attention to the fact that C. & S. do not specify their e.m. field in
sufficient detail.

Pegg and Series say that in two particular situations an exact semi-
classical solution can be obtained:

1) in the "rotating-wave" situation and (2) when the field consists of
a linearly oscillating component and a parallel static component which may
be zero. Chang and Stehle do not specify the polarisation of the fields
they discuss but it appears they deal with linearly oscillating fields
(which exclude case (1)) and that interactions having diagonal matrix
elements (case (2) are of no interest to them. For this reason their
structures against the exact semiclassical solutions are misplaced.

Another point made by Pegg and Series is that semi-classical and
Q.E.D. treatments do not only agree in the low-frequency low-field region,
i.e. "in those systems where transitions involve the emission or absorption of a single photon as stated by Chang & Stehle but also for strong fields where the photon number $n \gg 1$ according to the correspondence principle."

The main difference (apart from virtual processes ignored by C. & S.,) between semiclassical and quantized field theories lies in the treatment of spontaneous emission. The interaction matrix elements which determine the evolution of the atomic state vector under stimulated emission and absorption are identical in the two theories; hence the predictions of the theories must coincide for those situations in which spontaneous emission plays no significant role.

N. R. and P. [36] show that the external field changes the spectrum of spontaneous emission of a quantum system significantly and interprets it as the result of mixing of stationary states of the isolated atom in the external field. He points out that any discussion based on the "splitting" of levels of an isolated atom can lead to a seriously wrong conclusion since unusual interference phenomena appear. They are interested in the case when mixing of states takes place after the excitation of the system, while at the initial instant the atom is in some stationary state.

In Strowd's case[58], if there are say 15 photons in the vicinity of the atom, he considers what happens to one at a time but in Lehmborg's[1, 2] and Noll's[7, 9] papers they consider the interference caused when the next photon arrives within $10^{-3}$ sec. so that the states become mixed. The perturbation approach is valid only for times between $10^{-15}$ sec. and $10^{-3}$ sec. and not $>10^{-3}$ sec. where $10^{-3}$ sec. is the approximate atomic lifetime. For longer times other methods are necessary as pointed also in the introduction Sec. D.

8.10 Limitations on Lehmborg's method.

In Lehmborg's 1st paper[1] atoms are confined to a region SMALL in comparison to the transition wavelength.
but the formalism of the 2nd paper (2), which we use, removes this restriction. It also takes into account the frequency shifts due to the e.m. coupling between the atoms and . These we ignore since we are only interested in rarified gases in which the e.m. coupling between atoms is negligibly small. The only limitation on the size of the ensemble of systems in (2) is expressed by condition (13),

\[ \text{i.e.} \]

or the time required for a signal to cross the system being small in comparison with the time \( t \) required for appreciable (secular) changes in the atomic levels. Since we only consider a single atom in our case is replaced by \( R \) the distance of the atom from the observation point.

For a system driven by a sufficiently strong resonant pulse is determined by the field amplitude and pulsewidth and the problem can be adequately treated by semi-classical theory.

Lehmberg's analysis precludes application to macroscopic lasing materials but the formalism can still be applied to multi-atom systems extending over many wavelengths and still be capable to developing pronounced directional effects.

Von Foerster's paper also uses a method of approach similar to Lehmberg's and provides a backing for it.

8.11 The two ways of considering the driving field in Chapters V, VI, VII.

In Chapters V, VI, VII we show that whether we use Glauber's notation \((43, 49, 50)\) or introduce driving fields as additional classical terms makes no difference to the form of the resulting equations although Glauber's approach is more consistent as it is truly quantum mechanical. In the latter the driving fields can be considered within the formalism by making initial photon states non-zero. According to von Foerster \((43)\)
strong fields, such as the laser fields we consider, should be represented classically. When we use the quantum mechanical approach and consider CNE mode in each case the results take the same form as when we consider the field classically. This is because in the beginning the strength of the field is not stipulated and is left as a variable parameter in the resulting formula.

According to Lewenstein (68) when a material system S interacts with a relaxation mechanism R and the e.m. field E, the interaction of S with E is describable as the sum of two terms:
1) the first term gives the effect of a prescribed classical field, and
2) the second gives the effect of a strong quantum field that is responsible for spontaneous emission. This interaction is treated perturbatively. The driving field is treated classically in his paper. In fact when the incident field is of arbitrary value it can be treated non-perturbatively.
APPENDICES
APPENDIX I

Heisenberg equations of motion, derived from the Hamiltonian in which R.W.A. is not assumed, for the 2-level atom (cf. ref 2)

If we use the interaction Hamiltonian as given in equation (1.5.103), i.e.,

\[ H = H_{0} + \sum_{l} \sum_{k} \alpha_{i} \alpha_{j} q_{l}^{k} - \sum_{l} \sum_{k} \epsilon_{l} q_{l}^{k} \left( \alpha_{i} e^{-i\epsilon_{l}t} + \alpha_{j} e^{i\epsilon_{l}t} \right) \]  

(I.1)

instead of eq. (1.5.105), obtained under R.W.A., then we can show that the equations for \( \alpha_{i}(t) \), \( A(t) \) and \( Q(t) \) will be modified by the underlined terms so that we have:

\[ \dot{\alpha}_{i}(t) = -i \left( \alpha_{i} - \alpha_{j} \right) q_{l}^{k} \left( \epsilon_{l} \right) + \left( i\epsilon_{l} + A_{l}(t) + A^{*}(t) \right) \]  

(I.2)

\[ \dot{A}(t) = -i \left( \alpha_{i} A(t) - \alpha_{j} A^{*}(t) \right) q_{l}^{k} \left( \epsilon_{l} \right) - i \sum_{l} q_{l}^{k} e^{-i\epsilon_{l}t} \frac{\partial}{\partial q_{l}^{k}} \left( A_{l}(t) - A^{*}(t) \right) \]  

\[ \dot{Q}(t) = -i \left( A(t) + A^{*}(t) \right) q_{l}^{k} \left( \epsilon_{l} \right) \sum_{l} q_{l}^{k} e^{-i\epsilon_{l}t} \frac{\partial}{\partial q_{l}^{k}} \left( A_{l}(t) - A^{*}(t) \right) \]  

\[ \frac{A_{l}(t) - A^{*}(t)}{A_{l}(t) + A^{*}(t)} \]  

(II.3)

(II.4)

where there is no external driving field, as opposed to equations (2.2), (2.4), (2.5) of Chapter II when \( \lambda = 0 \) and \( \gamma \neq 0 \) and \( a_{i} \rightarrow e^{-i\epsilon_{l}t} \rightarrow a_{j} \). The terms underlined are high frequency (HF) ones since they originate from the high frequency terms in the Hamiltonian.

(I.6) \( A \sim e^{i\omega_{1}t} \), \( A^{*} \sim e^{-i\omega_{1}t} \); \( Q = A^{*} A \sim \epsilon^{0} = 1 \); \( a_{i} \sim e^{-i\omega_{1}t} \), \( a_{j} \sim e^{i\omega_{1}t} \), \( a_{i}^{*} \sim e^{-i\omega_{1}t} \), \( a_{j}^{*} \sim e^{i\omega_{1}t} \), and \( a_{i}^{*} A(t) \sim e^{i\omega_{1}t} \). (II.4) where \( \omega_{1} \sim \omega_{0} \) and hence \( A^{*}, a_{i}^{*} Q, a_{j}^{*} A^{*} \) are all HF terms.

When we go through the same procedure as in Chapter II, we finally obtain the following two equations:

\[ \dot{A}(t) = -i 2 \left( A(t) - a_{i} \right) q_{l}^{k} \left( \epsilon_{l} \right) - i 2 q_{l}^{k} \left( \epsilon_{l} \right) \left( A(t) - a_{i} \right) \]  

\[ \left( q_{l}^{k} \left( \epsilon_{l} \right) \downarrow \left( \begin{array}{c} A(t) - a_{i} \end{array} \right) \right) \downarrow \left( \begin{array}{c} A^{*}(t) \end{array} \right) \]  

(II.5)
\[ \dot{y}(t) = -i \left( \hat{\mathbf{H}}(t) - \hat{\mathbf{J}}(t) \right) q(t) - i q(t) \left( \hat{\mathbf{H}}(t) \cdot \hat{\mathbf{J}}(t) \right) \]

where \( \hat{N} \cdot \hat{n} = N \)

replaces \( \hat{N} \).

and underlined terms result from HF terms in the Hamiltonian,

\[ \begin{align*}
\hat{y}(t) & \sim e^{i \hat{\mathbf{H}}(t)} \\
\hat{N}(t) & \sim e^{i \hat{\mathbf{H}}(t)} \\
A(t) & \sim e^{-i \hat{\mathbf{H}}(t)}
\end{align*} \]

(\( \text{N.B. there is no } \chi \text{ corresponding to } \hat{N} \text{ since } \oint d\omega \omega \phi(\omega) \cdot C \text{ and } \omega \to -\omega \text{ does not lie within the limits of integration.} \))

If we neglect the high frequency terms at this stage, since they will have only a very small effect, we obtain equations

\[ \begin{align*}
\dot{\hat{A}}(t) &= i 2 \left( \hat{Q}(t) - \frac{1}{2} \right) q(t) - (\nu \nu + i(\omega - \nu)) \hat{A}(t) 
\end{align*} \]

which is the same as equation (23) of Lehmberg (ref. 2) when \( \chi \neq \delta \) and \( \sigma = \varpi \), i.e., our \( A \).

\[ \begin{align*}
\dot{\hat{A}}(t) &= i 2 \left( \hat{Q}(t) - \frac{1}{2} \right) q(t) - i q(t) \left( \hat{\mathbf{H}}(t) \cdot \hat{\mathbf{J}}(t) \right) 
\end{align*} \]

which is the same as equation (23) of Lehmberg if \( \chi \) is replaced by \( Q \) throughout.

Thus, this more rigorous treatment only results in negligible HF terms and a frequency shift modification which can be neglected as it is not our main concern. We are therefore justified, on this basis, in using the R.W.A., from the start, in Chapter II.
APPENDIX II

Comparison of the notation in Chapter II with that of method (1) in Chapters V, VI and VII where the external field is treated classically.

In Chapters V, VI, VII we consider the external perturbations to be time dependent and, in method (1), based on Mollow's treatment\(^{(7,9)}\) of the perturbation, let \(E_b(t)\) be the signal generator. This feeds the signal continuously into the cavity. In this case the Hamiltonian for the interaction between the system and the signal is

\[
H_I(t) = V_{\mathrm{s}}(t) = \frac{\hbar}{2} \lambda \left\{ \partial_t E_b(t) \epsilon_b(t) + \partial_t E_b^*(t) \epsilon_b^*(t) \right\}
\]

where \(\lambda\) is a \(\omega\)-number coupling parameter (according to ref. (35), p. 272-3). In Mollow and Miller's paper\(^{(9)}\), the classical external perturbation \(E\) can be presumed to be a classical (\(\omega\)-number) electric field \(E_b(t)\), with positive and negative frequency parts \(\epsilon_b(t)\) and \(\epsilon_b^*(t)\) respectively and polarisation specified by unit vector \(\hat{e}_b\), where

\[
E_b(t) = \left\{ \epsilon_b(t) + \epsilon_b^*(t) \right\} \hat{e}_b
\]

Then the coupling between the atom, \(S\), and field, \(F\), is taken to be

\[
V_{\mathrm{s}} = -E_b(t) \left\{ \partial_t A^*(t) - \partial_t^* A(t) \right\} \quad \text{(in our calculations we take } p \text{ to be real)}
\]

\[
= -\hat{e}_b \cdot \vec{p} \left\{ \epsilon_b(t) + \epsilon_b^*(t) \right\} \left\{ \partial_t A^*(t) + \partial_t^* A(t) \right\} \quad \text{(in } p \text{ real)}
\]

\[
= -\lambda \left\{ A^*(t) \epsilon_b(t) + A(t) \epsilon_b^*(t) \right\} \left\{ \partial_t A^*(t) + \partial_t^* A(t) \right\}
\]

where \(\lambda = \frac{\epsilon_b^* \vec{p}}{\hbar}\) and is real

Now \(A(t) = A(t) e^{-i\omega_0 t} \quad \text{(cf. (1.3.83))}\)

and \(A^+(t) = A^+(t) e^{i\omega_0 t}\),

and also the driving field is assumed to be harmonically varying at frequency \(\omega_d \approx \omega_0\), the resonant frequency, so that

\[
\epsilon_b(t) = \epsilon_{b0} e^{i\omega_d t}
\]

\[
\epsilon_b^*(t) = \epsilon_{b0} e^{-i\omega_d t}
\]

where \(\epsilon_{b0}\) is assumed to be real.
since terms \( \mathcal{E}_0 A \) and \( A' \mathcal{E}_0^\prime \) are rapidly oscillating at a frequency
\( \sim 2 \omega_c \) and so can be ignored in comparison with the terms \( A' \mathcal{E}_0 \)
and \( \mathcal{E}_0 A \) oscillating at \( \omega_c - \omega_0 \sim 0 \) and which are therefore
practically d.c. (cf. discussion of R.W.A. after eq. (1.5.92)). Thus the
expression in ref. (35) i.e. eq. (II.1) assumes the R.W.A. and is valid
for weak coupling.

We shall consider \( V_{\text{sc}} \) for a classical time independent perturbation
to be given by
\[
V_{\text{sc}} = \tau \lambda' A' e^{-i\phi} + \tau \lambda'' A e^{i\phi}
\]  
(II.7)
where we have introduced an arbitrary phase \( \phi \) which will be seen to have
no effect on the results, so that comparing terms we see that
\[
\begin{align*}
\lambda \mathcal{E}_D(k) & \longrightarrow \lambda' e^{-i\phi} \\
\lambda \mathcal{E}_D^\prime(k) & \longrightarrow \lambda'' e^{i\phi}
\end{align*}
\]
When \( \omega_D = 0 \), as in Chapter II, we have
\[
\begin{align*}
\lambda' &= -\lambda \mathcal{E}_D e^{i\phi} = -\left\{ \frac{\mathcal{E}_D}{k} \right\} e^{i\phi} \\
\lambda'' &= -\lambda \mathcal{E}_D e^{-i\phi} = -\left\{ \frac{\mathcal{E}_D}{k} \right\} e^{-i\phi}
\end{align*}
\]  
(II.8)
so that we can identify \( \mathcal{O} \)-number coupling parameter \( \lambda' \) as above, when
the perturbation is an electric field.
\[
|\lambda'|^2 = (\lambda \mathcal{E}_D)^2 \text{ or } \frac{\lambda^2}{\epsilon^2}
\]  
(II.9)
in the notation used in Chapters V, VI, VII and is related to the strength
of the perturbation.
In Hollow's paper, he expresses the total electric field as the sum of the classical expression (2.2) and a quantum mechanical field expanded in a region of volume \( V \), as in Hewson's paper discussed in Chapter VIII (11.3). Using eq. (11.3.97) for the quantum mechanical part we obtain:

\[
\mathbf{E}^+(\mathbf{r}, t) = \mathbf{E}_\gamma(t, \mathbf{r}, \mathbf{r}_0) + \sum_{\delta \in \mathcal{D}} \frac{2 \hbar \omega_{\delta}}{V} \mathbf{\hat{e}}_\delta \mathbf{\hat{a}}_\delta \mathbf{\hat{a}}_\delta^+ e^{i \mathbf{q}_\delta \cdot \mathbf{r}}
\]

where, in the resonant approximation, we may express the electric field as the sum of positive and negative frequency parts as in (II.2), viz.

\[
\mathbf{E}(\mathbf{r}, t) = \mathbf{E}_\gamma(t, \mathbf{r}, \mathbf{r}_0) + \sum_{\delta \in \mathcal{D}} \frac{2 \hbar \omega_{\delta}}{V} \mathbf{\hat{e}}_\delta \mathbf{\hat{a}}_\delta \mathbf{\hat{a}}_\delta^+ e^{i \mathbf{q}_\delta \cdot \mathbf{r}}
\]

Then the interacting Hamiltonian is

\[
H_I(t) = - \frac{\hbar}{2 \mathcal{D}} \mathbf{\hat{E}} \cdot \mathbf{\hat{E}} + \mathbf{\hat{E}}(t)
\]

where \( \mathbf{\hat{E}} \) is the dipole moment operator for the atom expressed in terms of the dipole matrix element

\[
\mathbf{\hat{E}}(t) = \mathbf{\hat{E}}^+ A^+(t) + \mathbf{\hat{E}} A(t)
\]

K.B. we write \( \mathbf{\hat{E}} = \mathbf{\hat{E}}^+(A^+(t) + A(t)) \) and assume it to be real so that

\[
\mathbf{\hat{E}}(t) = \mathbf{\hat{E}}(A^+(t) + A(t))
\]

i.e.

\[
H_I(t) = - \frac{\hbar}{2 \mathcal{D}} \left\{ \mathbf{\hat{E}}^+(t) \mathbf{\hat{E}}(t) + \mathbf{\hat{E}}(t) \mathbf{\hat{E}}^+ (t) \right\} + \frac{2 \hbar \omega_{\delta}}{V} \mathbf{\hat{e}}_\delta \mathbf{\hat{a}}_\delta \mathbf{\hat{a}}_\delta^+ + \frac{2 \hbar \omega_{\delta}}{V} \mathbf{\hat{e}}_\delta \mathbf{\hat{a}}_\delta^+ \mathbf{\hat{a}}_\delta + H.C.
\]
In Chapter II we introduce a phase factor into the expression for $V_{SR}$ as well as into that for $V_{SE}$ but these are seen to have no effect on the results we derive.
APPENDIX III (ref. 121)

Algebraic solution of the cubic equation

This appendix will be devoted to a derivation of the solutions of the general cubic equation

$$s^3 + as^2 + bs + c = 0$$  \hfill (III.1)

In order to reduce this equation to its standard form we remove the term by making the change of variable

$$s = y - \frac{1}{3}a$$

The resulting equation is

$$y^3 + \left(\frac{a^2}{3} - \frac{b}{3}\right)y + \left(\frac{a^3}{27} - \frac{bc}{3} + c\right) = 0$$

or

$$y^3 + 3Hy + G = 0$$  \hfill (III.2)

where

$$H = \frac{1}{3}(-\frac{1}{3}a^2 + b)$$

and

$$G = \frac{1}{27}a^3 - \frac{bc}{3} + c$$

In order to solve eq. (III.2), we assume that

$$y = u + v$$  \hfill (III.3)

so that

$$u^3 + v^3 = (u^3 + v^3) + 3uv(u + v)$$

Substituting in this last equation for $u + v$, from (III.3), we obtain the equation

$$y^3 - 3uvuy - (u^3 + v^3) = 0$$  \hfill (III.4)

A comparison of (III.4) with (III.2) shows that

$$3uv = -3H$$

and

$$u^3 + v^3 = -G$$

or

$$u^3 + v^3 = -H^3$$

and

$$u^3 + v^3 = -G$$

If $v$ is eliminated by substituting from the second of equations (III.5) into the first, then the quadratic equation in $u^3$ appears,
whose roots are
\[
\begin{align*}
n_1 &= \frac{-c + \sqrt{c^2 + 4\Re^3}}{2} \\
n_2 &= \frac{-c - \sqrt{c^2 + 4\Re^3}}{2}
\end{align*}
\]

The solution for \( u^3 \) yields precisely the same values. However, in order to satisfy eq. (III.5), we choose
\[
\begin{align*}
u^3 &= -c + \sqrt{c^2 + 4\Re^3} \\
\nu^3 &= -c - \sqrt{c^2 + 4\Re^3}
\end{align*}
\]

i.e. the positive square root term for \( u^3 \) and the negative for \( \nu^3 \). The opposite choice for the values of \( u^3 \) and \( \nu^3 \) simply interchanges their roles in what follows.

If the values of \( y \) and to be determined from eq. (III.6), it is necessary to find the cube roots of \( u^3 \) and \( \nu^3 \). Now we know that if \( s^3 - d^3 = 0 \) then the solutions for \( s \) are given by \( d, \omega \cdot d \) and \( \omega^2 \cdot d \), where \( \omega = \frac{1}{2} + \frac{1}{2}i \) and \( \omega = -\frac{1}{2} - \frac{1}{2}i \) are the complex roots of unity. Hence, if one cube root of \( u^3 \) be denoted by \( \lambda \) and one cube root of \( \nu^3 \) by \( \beta \), the cube roots of \( u^3 \) are
\[
\lambda, \omega \cdot \lambda \text{ and } \omega^2 \cdot \lambda \text{, i.e. the roots of } u^3 - \lambda^3 = 0,
\]
whereas those of \( \nu^3 \) are
\[
\beta, \omega \cdot \beta \text{ and } \omega^2 \cdot \beta \text{, i.e. the roots of } \nu^3 - \beta^3 = 0.
\]
It would appear that there are 9 choices for \( y \), but values must be paired so that \( \nu y = -\Re \). The only pairs that satisfy this condition are \( \lambda \) and \( \beta \cdot \lambda \) and \( \omega \cdot \beta \), and \( \omega \cdot \lambda \) and \( \omega^2 \cdot \beta \). Hence, the values of \( y \) are
\[
\begin{align*}
y_1 &= \lambda \cdot \beta \\
y_2 &= \omega \cdot \lambda + \omega \cdot \beta \\
y_3 &= \omega \cdot \lambda + \omega^2 \cdot \beta
\end{align*}
\]
where \[ \alpha = \frac{-c + \sqrt{c^2 + 4 \pi^2 \mu^2}}{2} \] and \[ \beta = \frac{-c - \sqrt{c^2 + 4 \pi^2 \mu^2}}{2} \]

The solutions of eq. (III.1) can be obtained from the values given in (III.7) by recalling that \( s = y - \frac{1}{3} \alpha \). Thus

\[
\begin{align*}
S_1 &= y_1 - \frac{1}{3} \alpha = (x + \beta) - \frac{1}{3} \alpha \\
S_2 &= y_2 - \frac{1}{3} \alpha = (x + \alpha) - \frac{1}{3} \alpha = -\frac{1}{2} \left\{ (x + \beta) + \sqrt{3} (x - \beta) \right\} - \frac{1}{3} \alpha \\
S_3 &= y_3 - \frac{1}{3} \alpha = (x - \alpha) - \frac{1}{3} \alpha = -\frac{1}{2} \left\{ (x + \beta) - \sqrt{3} (x - \beta) \right\} - \frac{1}{3} \alpha
\end{align*}
\]

It is thus obvious that if \( \alpha, \beta \), and \( \gamma \) are real, \( S_1 \) is real and \( S_2 \) and \( S_3 \) are complex conjugates of each other so that the three roots can be written

\[
\begin{align*}
S_1 &= x_1 = (x + \beta) - \frac{1}{3} \alpha \\
S_2 &= x_2 - i \gamma_3 = -\left\{ \left[ \frac{1}{2} (x + \beta) + \frac{1}{2} \alpha \right] - \frac{1}{2} \sqrt{3} (x - \beta) \right\} \\
S_3 &= x_3 + i \gamma_5 = -\left\{ \left[ \frac{1}{2} (x + \beta) + \frac{1}{2} \alpha \right] + \frac{1}{2} \sqrt{3} (x - \beta) \right\}
\end{align*}
\]

in terms of the known quantities \( a, b, \) and \( c \).

Exact values of \( \alpha \) and \( \beta \) cannot be found and in the text we use various approximations in order to find \( \alpha \) and \( \beta \) and hence \( S_1 \), \( S_2 \) and \( S_3 \).
APPENDIX IV

The effect of H.F. terms in the Hamiltonian on the equations of motion for the multilevel-level atom

Assuming the Hamiltonian to be given by eq. (4.1) when H.F. terms are included i.e.

\[ H = \sum_{\ell, \sigma} E_{\ell, \sigma} c_{\ell, \sigma}^+ c_{\ell, \sigma} + \sum_{\ell, \sigma} \omega_{\ell, \sigma} c_{\ell, \sigma}^+ c_{\ell, \sigma} - \sum_{\ell, \sigma} \sum_{\ell', \sigma'} \sum_{x, y, z} g_{\ell, \sigma, \ell', \sigma'} (P_{\ell, x} P_{\ell', y} (P_{\ell', y})^+ (P_{\ell, x})^+) + e^{i \theta} \sum_{\sigma} a_{\ell, \sigma} (P_{\ell, \sigma})^+ (P_{\ell, \sigma}) \]  

(IV.1)

we obtain the following equations of motion

\[ \dot{a}_{\ell, \sigma} = -i \omega_{\ell, \sigma} a_{\ell, \sigma} + i \sum_{\ell', \sigma'} \sum_{x, y, z} g_{\ell, \sigma, \ell', \sigma'} (P_{\ell', x} P_{\ell, y} (P_{\ell, y})^+ (P_{\ell', x})^+) \]  

(IV.2)

with formal solution

\[ (a_{\ell, \sigma}) = a_{\ell, \sigma} (t) e^{-i \omega_{\ell, \sigma} t} + e^{-i \theta} \sum_{\ell'} \sum_{\sigma'} \sum_{x, y, z} g_{\ell, \sigma, \ell', \sigma'} (P_{\ell', x} P_{\ell, y} (P_{\ell, y})^+ (P_{\ell', x})^+ (P_{\ell, \sigma})^+ (P_{\ell, \sigma}) \]  

(IV.3)

\[ \hat{P}_{\ell, \sigma} = i \sum_{\ell'} \sum_{\sigma'} \sum_{x, y, z} g_{\ell, \sigma, \ell', \sigma'} \left\{ e^{-i \theta} \sum_{\ell''} \sum_{\sigma''} \sum_{x, y, z} g_{\ell', \sigma', \ell'', \sigma''} \left[ \sum_{\ell'''} \sum_{\sigma'''} \sum_{x, y, z} g_{\ell''', \sigma''', \ell''', \sigma'''} \right] \right\} \]  

(IV.4)

\[ \hat{P}_{\ell, \sigma} = -i \sum_{\ell'} \sum_{\sigma'} \sum_{x, y, z} g_{\ell, \sigma, \ell', \sigma'} \left\{ e^{-i \theta} \sum_{\ell''} \sum_{\sigma''} \sum_{x, y, z} g_{\ell', \sigma', \ell'', \sigma''} \left[ \sum_{\ell'''} \sum_{\sigma'''} \sum_{x, y, z} g_{\ell''', \sigma''', \ell''', \sigma'''} \right] \right\} \]  

(IV.5)

where \[ [S_{\ell, x}, P_{\ell, \sigma}] = \left[ S_{\ell, x}, P_{\ell, \sigma} \right] \]  

[N.B. \( m < n \)]

Hence

\[ \hat{P}_{\ell, \sigma} = i \sum_{\ell'} \sum_{\sigma'} \sum_{x, y, z} g_{\ell, \sigma, \ell', \sigma'} \left\{ e^{-i \theta} \sum_{\ell''} \sum_{\sigma''} \sum_{x, y, z} g_{\ell', \sigma', \ell'', \sigma''} \left[ \sum_{\ell'''} \sum_{\sigma'''} \sum_{x, y, z} g_{\ell''', \sigma''', \ell''', \sigma'''} \right] \right\} \]  

(IV.7)
It is now necessary to derive new expressions for

\[
\sum_{\nu} \sum_{\nu'} \alpha_{\nu}(\nu') e^{i \nu \cdot \mathbf{r}} \text{ etc. using the new expression for } \alpha_{\nu}(\nu')
\]

and proceeding, as in Chapter IV, to let \( V \to \infty \), ignore overlapping terms, and to assume \( \epsilon_{\nu} \gg 1 \), we obtain,

\[
\sum_{\nu} \sum_{\nu'} \alpha_{\nu}(\nu') = \sum_{\nu} \left\{ q_{\nu}(\nu) + \gamma \left( \mathbf{r}_{\nu} \cdot \mathbf{r}_{\nu'} - i \mathbf{r}_{\nu} \cdot \mathbf{r}_{\nu'} \right) \mathbf{p}_{\nu}(\nu') \right\}
\]

where \( \mathbf{r}_{\nu} = \int_{0}^{\infty} \frac{d\omega}{2\pi} \frac{\mathbf{w}^2}{\omega^{1/2} \epsilon_{\nu}} \) as in (2.4.15)

Similarly,

\[
\sum_{\nu} \sum_{\nu'} \alpha_{\nu}(\nu') = \sum_{\nu} \left\{ q_{\nu}(\nu) + \gamma \left( \mathbf{r}_{\nu} \cdot \mathbf{r}_{\nu'} - i \mathbf{r}_{\nu} \cdot \mathbf{r}_{\nu'} \right) \mathbf{p}_{\nu}(\nu') \right\}
\]

etc.

Substituting in eq. for \( \mathbf{p}_{\nu}(\nu') \), we obtain:

\[
\mathbf{p}_{\nu}(\nu') = i \epsilon_{\nu} \mathbf{p}_{\nu} - i \left\{ \sum_{\nu} \sum_{\nu'} \mathbf{p}_{\nu} q_{\nu}(\nu') \right\}
\]
Collecting terms, we obtain

\[
\dot{P}_{m,n} = -\sum_{d} \sum_{n=1}^{\infty} \{ \frac{1}{2} (x_m + y_n) + i (\epsilon_{mn} - S_{mn} + S_{m,n}) \} P_{mn} \\
- i \sum_{d} (P_{m+d} \phi_{mn}(c))_{n} \quad \text{for} \quad n > m < n \\
- i \sum_{d} (q_{m,n}^{+}(c))_{n} \quad \text{for} \quad n < m < n \\
+ i \sum_{d} S_{mn} \quad \text{for} \quad m = n \quad \text{and} \quad n \neq m
\]

(IV.11)

where underlined terms result from H.F. terms in the Hamiltonian. This equation can also be written as:

\[
\dot{P}_{m,n} = -\sum_{d} \sum_{n=1}^{\infty} \{ \frac{1}{2} (x_m + y_n) + i (\epsilon_{mn} - S_{mn} + S_{m,n}) - \frac{1}{2} \sum_{d} (v_{n+d}) \} P_{mn} \\
- i \sum_{d} (P_{m+d} \phi_{mn}(c))_{n} - i \sum_{d} (q_{m,n}^{+}(c))_{n} + i \sum_{d} (q_{m,n}^{+}(c))_{m,n} \\
+ i \sum_{d} (q_{m,n}^{+}(c))_{n} \\
- i \sum_{d} S_{mn} \quad \text{for} \quad m = n \quad \text{and} \quad n \neq m
\]

(IV.12)

When we ignore terms originating from H.F. terms in the Hamiltonian, we obtain

\[
\dot{P}_{m,n} = -\sum_{d} \sum_{n=1}^{\infty} \{ \frac{1}{2} (x_m + y_n) + i (\epsilon_{mn} - S_{mn} + S_{m,n}) \} P_{mn} \\
- i \sum_{d} (P_{m+d} \phi_{mn}(c))_{n} \quad \text{for} \quad n > m < n \\
- i \sum_{d} (q_{m,n}^{+}(c))_{n} \quad \text{for} \quad n < m < n \\
+ i \sum_{d} S_{mn} \quad \text{for} \quad m = n \quad \text{and} \quad n \neq m
\]

(IV.13)

though, in fact, \( P_{m,n}(t) \sim e^{i \epsilon_{mn} t} \) is also a H.F. term.
In fact two of the terms, the terms which are doubly underlined, originating from H.F. terms in the Hamiltonian are in fact not necessarily H.F., viz.

\[ \sum_{y \geq m} q_{dn}^+(\epsilon) \rho_{y \cdot y} \]  

is only H.F. if \( y > n \), where \( n > m \), whereas \( y \) can be \( n = y > n \) or \( < n \).

\[ \sum_{z \geq m} q_{dn}^+(\epsilon) \rho_{m \cdot m} \]  

is only H.F. if \( m > z \), where \( m < n \), whereas \( m \) can be \( m = z > m \) or \( < m \).

so, in fact, we should use the following equation:-

\[
\begin{align*}
\mathcal{P}_{i,m,n} (\text{i}) &= -i \sum_{i < m} \left( q_{\text{i} \text{m}}^+ (\epsilon) \right) \rho_{i \cdot m} \\
&\quad + i \sum_{k < m} \left( q_{\text{k} \text{m}}^+ (\epsilon) \right) \rho_{k \cdot m} \\
&\quad - i \sum_{n > m} \left( q_{\text{n} \text{m}}^+ (\epsilon) \right) \rho_{n \cdot m} \\
&\quad + i \sum_{k > m} \left( q_{\text{k} \text{m}}^+ (\epsilon) \right) \rho_{m \cdot k} \\
\end{align*}
\]  

and from this

\[
\begin{align*}
\mathcal{P}_{i,m,n} (\text{i}) &= -i \sum_{i < m} \left( q_{\text{i} \text{m}}^+ (\epsilon) \right) \rho_{i \cdot m} \\
&\quad + i \sum_{k < m} \left( q_{\text{k} \text{m}}^+ (\epsilon) \right) \rho_{m \cdot k} \\
&\quad + i \sum_{n > m} \left( q_{\text{n} \text{m}}^+ (\epsilon) \right) \rho_{m \cdot n} \\
&\quad - i \sum_{k > m} \left( q_{\text{k} \text{m}}^+ (\epsilon) \right) \rho_{m \cdot k} \\
\end{align*}
\]  

I.E. we have two extra terms in each equation and also two restrictions on the existing summations.
In Apanasovich's paper he considers a 3-level atomic system with closely spaced (or coincident) excited levels, and the affect on it on weak radiation. There are thus no non-linear effects and the susceptibility he calculates is the linear one. Since the field is weak it can be considered to possess a spread of frequencies such that levels 2 and 3 are both covered by it since they are very close. He thus not only includes $\lambda_3 = \lambda_{15}$ but also $\lambda_3 = \lambda_{12}$. Now in our case we wish to be able to consider the possibility of the field becoming very strong. Mathematically it would be impossible to consider any spread in the frequency of the incident field for this case. In our method (ii) we consider one mode of the incident field and in method (i), based on Hollow's analysis, the incident field has just one frequency with no spread. Stroud also considers just one mode to be strongly excited and no more. But even this single frequency intense incident field is not quantum mechanically manageable and that is why Hollow considers the incident single frequency field to be classical. In Stroud's method he imposes the restriction that in the process under consideration only one photon has been consumed from this single frequency field and so on. (This is also assumed by Korovin in his paper on Stark splitting). In this way Stroud is able to treat the single frequency strong incident field quantum mechanically. Physically, it is reasonable to consider just one frequency in the intense incident field since all intense coherent fields obtained from lasers have a very small spread. Thus when we are dealing with such a single frequency intense incident field it is obviously not possible for it to couple levels 1 and 2 at the same time as levels 1 and 3. In fact if we have a physical situation where the spread of the incident field is smaller than the distance between the central frequencies of the close-lying levels 2 and 3.
then we can approximate the incident field with a single frequency field which couples only levels 1 and 3 and not 1 and 2, i.e. \( \lambda_{12} = \lambda_{21} = 0 \) in this case.

It is interesting to see what the exact equations corresponding to equations (2a) and (b) of Apanasevich would be. In fact, they are

\[
\dot{\rho}_1 = -\left\{ \frac{1}{2} \gamma_1 + i(\omega_1 - \Omega) \right\} \rho_1 - i \lambda_{10} E_b^*(l) \rho_{23} - i \lambda_{31} E_b^*(l) \rho_{13} + i \lambda_{12} E_b^*(l) \rho_{12} + i \lambda_{13} E_b^*(l) \rho_{13} \\
\dot{\rho}_3 = -\left\{ \frac{1}{2} \gamma_3 + i(\omega_3 - \Omega) \right\} \rho_3 + i \lambda_{13} E_b^*(l) \rho_{13} - i \lambda_{31} E_b^*(l) \rho_{13} + i \lambda_{23} E_b^*(l) \rho_{12} + i \lambda_{21} E_b^*(l) \rho_{12}
\]

in our notation, where the following transformations are necessary for conversion to Apanasevich's notation:

\[
\gamma_1 \rightarrow \gamma_{11}, \quad \gamma_3 \rightarrow \gamma_{31}, \quad \gamma_{21} \rightarrow \gamma_{21}
\]

Thus we see that the two straight underlined terms have been neglected in the linear approximation. If these two terms were included it would then be necessary to solve nine equations in all where the remaining seven equations are:

\[
\begin{align*}
\dot{\rho}_1 &= \left\{ \gamma_1 (\gamma_{11} - \gamma_{12}) \right\} \rho_1 + \left\{ \gamma_3 (\gamma_{31} - \gamma_{32}) \right\} \rho_3 + \gamma_{11} \rho_{11} + \gamma_{12} \rho_{12} + \gamma_{31} \rho_{31} + \gamma_{32} \rho_{32} \\
\dot{\rho}_2 &= -i \lambda_{12} E_b^*(l) \rho_{23} + i \lambda_{23} E_b^*(l) \rho_{23} - i \lambda_{31} E_b^*(l) \rho_{13} + i \lambda_{32} E_b^*(l) \rho_{32} \\
\dot{\rho}_3 &= -i \lambda_{13} E_b^*(l) \rho_{13} - i \lambda_{31} E_b^*(l) \rho_{23} + i \lambda_{23} E_b^*(l) \rho_{13} + i \lambda_{32} E_b^*(l) \rho_{32} \\
\dot{\rho}_{23} &= -i \lambda_{12} E_b^*(l) \rho_{13} + i \lambda_{21} E_b^*(l) \rho_{23} + i \lambda_{31} E_b^*(l) \rho_{13} - i \lambda_{32} E_b^*(l) \rho_{32} \\
\dot{\rho}_{32} &= -i \lambda_{13} E_b^*(l) \rho_{32} + i \lambda_{23} E_b^*(l) \rho_{32} + i \lambda_{31} E_b^*(l) \rho_{32} - i \lambda_{32} E_b^*(l) \rho_{32} \\
\dot{\rho}_{13} &= -i \lambda_{12} E_b^*(l) \rho_{13} - i \lambda_{21} E_b^*(l) \rho_{23} + i \lambda_{31} E_b^*(l) \rho_{32} + i \lambda_{32} E_b^*(l) \rho_{32} \\
\dot{\rho}_{12} &= -i \lambda_{13} E_b^*(l) \rho_{12} + i \lambda_{23} E_b^*(l) \rho_{12} + i \lambda_{31} E_b^*(l) \rho_{12} - i \lambda_{32} E_b^*(l) \rho_{12} \\
\dot{\rho}_{21} &= -i \lambda_{12} E_b^*(l) \rho_{21} + i \lambda_{21} E_b^*(l) \rho_{21} + i \lambda_{31} E_b^*(l) \rho_{21} - i \lambda_{32} E_b^*(l) \rho_{21} \\
\dot{\rho}_{31} &= -i \lambda_{13} E_b^*(l) \rho_{31} + i \lambda_{23} E_b^*(l) \rho_{31} + i \lambda_{31} E_b^*(l) \rho_{31} - i \lambda_{32} E_b^*(l) \rho_{31} \\
\dot{\rho}_{33} &= -i \lambda_{13} E_b^*(l) \rho_{33} + i \lambda_{23} E_b^*(l) \rho_{33} + i \lambda_{31} E_b^*(l) \rho_{33} - i \lambda_{32} E_b^*(l) \rho_{33}
\end{align*}
\]
\[
\hat{\rho}_i = -\left\{\hat{\rho}_i(x_i, y_i, t_i) + \frac{1}{4} \left( \hat{J}_{22} - \hat{J}_{11} \right) \left( \hat{J}_{11} - \hat{J}_{22} \right) \right\} \left\{ \hat{\rho}_i - \frac{1}{4} \left( \hat{J}_{22} - \hat{J}_{11} \right) \left( \hat{J}_{11} - \hat{J}_{22} \right) \right\}
\]
\[
+ \frac{1}{2} \hat{J}_{22} \hat{\mathcal{E}}_0(t) \hat{\rho}_2 - \frac{1}{2} \hat{J}_{11} \hat{\mathcal{E}}_0(t) \hat{\rho}_1
\]
\[
\hat{\rho}_i = \hat{\rho}_i^+ \tag{V.10}
\]

where the wavy underlined terms are those extra ones due to the fact that a weak field couples levels 2 and 1 also. This extra coupling modifies the Hamiltonian by addition of the terms:

\[
\hat{H}(t) = -\hbar \left\{ \hat{p}_2(t) \lambda_{12} \left( \hat{J}_{12} \right) + \hat{p}_2(t) \lambda_{21} \left( \hat{J}_{21} \right) \right\}
\]

where \( \lambda_{12} = \frac{\mathcal{F}_{12}}{\hbar} \)

and spread of \( \omega_0 \sim \) of the distance between the central frequencies of the close-lying levels 2 and 3.

In Apanasevich's paper

\[
\hat{\rho}_i = \rho_i^+ + \Delta \rho_i \quad \text{and} \quad \hat{\rho}_i = \rho_i + \Delta \rho_i \quad \text{where} \quad \rho_i \text{ is complex}
\]

as opposed to \( \rho_i^+ = \rho_i - \Delta \rho_i \) and \( \rho_i^+ = \rho_i + \Delta \rho_i \) where \( \rho_i \text{ and } \rho_i^+ \) are real in our case.

Apanasevich considers the two extreme cases: (i) when levels 2 and 3 are far apart and (ii) when they are near. He finds that in case (i) the effect of relaxation coupling on the position and width of different components becomes weak and they are determined by the parameters of the different transitions. In case (ii) on the other hand, the relaxation coupling is found to change the contours of different components and to displace them. It also leads to a significant redistribution of intensities.

The effects of the weak field in Chapter VII (i.e., \( A = 0.1, 0.01 \)) cannot really be compared with the effects found by Apanasevich because as already pointed out, we have not considered the field to have a spread
such that it can couple levels 2 and 1, as well as levels 3 and 1. Also we used the same equations of motion to describe the situation when A is large or small, i.e., we did not assume the equations of motion to be linearly approximated as in Apanasevich's equations (2), when A was small, but included the straight-underlined terms of (V.1) and (II.2) for A small also. I.e., we have used exact equations of motion, in this respect, throughout.

The effects of strong radiation have been considered by Apanasevich et al. (123, 124) elsewhere and they underline the well-known fact that strong radiation can lead to establishment of a definite coupling between different levels.
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ON MODULATED DECAY IN A TWO-LEVEL QUANTUM SYSTEM
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The radiative decay in a two level system with the excited state coupled by an external perturbation is investigated. The results obtained differ from those of Keller and Robiscoe who claim to have discovered a new type of modulation factor.

Keller and Robiscoe [1] have in a recent paper carried out Weisskopf-Wigner type calculations for a system of two quantum levels which are simultaneously coupled by a quantized radiation interaction, describing the radiative decay, and by a classical external perturbation. They claim to have discovered a new type of modulation factor. Further, on the basis of their calculations, they speculate that this type of modulation will be found as well for a three level quantum system * in which the same external perturbation which couples the upper two levels also couples the lower two levels. Their theory has been worked out for a time scale very much larger than the atomic life time.

* A detailed analysis of the radiative decay of an atom with two excited states coupled by an external perturbation has recently appeared [2]. The coupling of the lower two levels with the external perturbation is not considered here.

Here we treat essentially the same problem as Keller and Robiscoe by using the transition operator technique as described by Lehmerberg [3]. But we obtain solutions for times very much larger than the inverse of the atomic resonance frequency; these times may or may not be very much larger than the atomic life time. The more complete solutions lead to entirely different conclusions about the effect of the external perturbation on the radiative decay of the system. Besides, the method followed enables us to evaluate the expressions for the state populations in a very simple and direct way. Unlike the derivations made by Keller and Robiscoe, classical external perturbation need not necessarily be small compared to the atomic level separation.

We treat a two-level atom coupled to a bath of oscillators. These are assumed to be closely spaced in frequency such that their frequencies \( \omega_k \) overlap the atomic resonance frequency \( \omega_0 \).
The atom is coupled also to a time independent classical external perturbation. Their Hamiltonian may be written as

\[ H = \frac{1}{2} \hbar \omega_A \hat{A}^+ \hat{A} + \frac{1}{2} \hbar \sum_k \omega_k \hat{a}_k^+ \hat{a}_k + \hbar A^+ \sum_k \gamma_k \hat{a}_k \exp(i \theta_k) \]

\[ + \hbar \lambda \hat{A}^+ \exp(-i \phi) + \text{h.c.} \]  

(1)

where \( \gamma_k \) and \( \lambda \) are c-number coupling parameters, \( \theta_k \) and \( \phi \) denote arbitrary phases, and \( A^+, A \) are the atomic and \( \hat{a}_k \), \( \hat{a}_k^\dagger \) are the radiation (raising and lowering) operators.

Deriving Heisenberg equations of motion for \( \dot{A}(t), Q(t) = A^+(t)A(t) \) and \( \sigma_k(t) \) using eq. (1) and the relations \([A, A^+] = 1, [\sigma_k, \sigma_m] = \delta_{km}\), we follow a procedure identical to that which led from equations (2.6 - 2.11) to equation (2.19) in ref. [3], and get

\[ \dot{A}(t) = -(i \omega + i \gamma) A(t) + 2Q(t) - 1 B(t), \]  

(2a)

\[ \dot{Q}(t) = -i \gamma Q(t) - A^+(t)B(t) + \text{h.c.}, \]  

(2b)

where \( B(t) = \sum_k \gamma_k \hat{a}_k^\dagger \hat{a}_k(0) \exp[(i \theta_k - \omega_k t)] + i \lambda \exp(-i \phi), \)

\( \omega = \omega_k - \Omega, \Omega \) and \( \gamma \) denote the familiar frequency shift and the decay constant, respectively. We may note that these results are valid for \( t \gg \omega_0^{-1} \).

Let us now write \( P(t) = \text{Tr}[\rho(t)A], \) and \( \sigma(t) = \text{Tr}[\rho(t)\sigma_k], \) where \( \rho \) is the full density operator for the joint system of bath oscillators and atom. Here, \( P(t) \) is the probability of finding the atom in its excited state at time \( t \). It is easily seen that for no radiation present initially, eqs. (2) reduce to coupled linear differential equations for \( P(t), \sigma(t) \) and \( \sigma^\dagger(t) \). These equations can be solved exactly. Their solutions for \( P(0) = 1, \sigma(0) = 0 \) yield

\[ P(t) = \mu + (1 - 3\mu) \exp[-\gamma(1 + 2\mu)] \]

\[ + 2\mu \cos(\omega t + \beta) \exp[-\gamma(1 + 2\mu)], \]  

(3)

where \( \mu = |\lambda|^2/\omega^2 \) and \( \beta = 2\gamma/\omega \). Note that eq. (3) does not involve arbitrary phases \( \theta_k \) and \( \phi \). In writing the expression for \( P(t) \) given above \( \mu \) and \( \beta \) have been treated as small compared to unity and their powers higher than the first have been neglected.

We may check that eq. (3) gives for \( \lambda = 0 \) the exponential decay solution and for \( \gamma \to 0 \) the quantum oscillation solution as it should [1].

The expression (3) differs from eq. (43) of ref. [1] in describing two important features of the decaying process: (i) For \( \gamma t \gg 1 \), eq. (3) gives a steady state solution \( P(t) = \mu \) which is in contrast to the quantum oscillation solution described in fig. 3 of ref. [1]. (ii) The third term in eq. (3) decays at nearly half the rate for the second term. This is due to the mixing of the diagonal (\( P \)) and the off-diagonal (\( \sigma \)) matrix elements caused by coupling with the external perturbation. It is easily seen that \( \sigma(t) \) decays at half the rate for \( P(t) \) when there is no external perturbation present. Similar terms do not occur in eq. (43) [1].

Finally, it is worth remarking that the characteristic features of the decaying process described by eq. (3) and noted in (i) and (ii) are similar to those derived for the three level problem by Fontana and Lynch *.

We are very grateful to Professor E. H. Hutten for help and encouragement, and to the Science Research Council for financial support.

* eg. cf. the expression \( (1 - P(t)) \) with eq. 24 of ref. [2].

References

Erratum
In eq. (5) \( (1 - 2\mu) \) should be replaced by \( (1 - 3\mu) \).
ON RADIATIVE DECAY OF AN ATOM WITH TWO CLOSE- LYING EXCITED STATES

L. M. BALI and Miss R. B. HIGGINS
Department of Physics, Royal Holloway College University of London, Englefield Green, Surrey, UK

The line shape of spontaneous emission of an atom with closely spaced energy levels is determined using transition operator techniques.

Mollow and Miller [1] have shown in detail how the effect of spontaneous emission of an atom can be described by considering the coupling of the atom to a "bath" of harmonic oscillators representing the modes of the electromagnetic field *. They discuss the case of a two-level atom. Their method of solution is based on a Markoff approximation. Assuming the coupling between the atom and the bath to be sufficiently weak they consider its effect up to second order in perturbation theory. Lehmburg [3] has shown that these approximations are unnecessary for obtaining the required equations of motion. His derivations use an approximation which may be taken to mean that no appreciable secular change occurs in the atomic states during times of the order of an atomic period. The equations of motion for transition operators derived by him pass in to the usual ones for reduced density matrix operators when initial states are specified. In this paper we use Lehmburg's method to calculate the radiation from overlapping energy levels by considering the simplest case of spontaneous emission from a three level atom.

We take an atom (lying at the origin of coordinates) which has two excited states \( |j'\rangle \) and \( |j''\rangle \) coupled to a ground state \( |j\rangle \) by a quantized multimode electromagnetic field. We can write the Hamiltonian, in the dipole approximation, when direct transitions between \( |j''\rangle \) and \( |j\rangle \) are neglected, as [3]

\[
H = \hbar \sum_{q,j} g_{qj} a_q^+ a_j - \hbar \sum_{q,j} E_{qj} (P_j, a_q^+ a_q P_j, j) \tag{1}
\]

where \( P_{\alpha,\beta} = |\alpha \rangle \langle \beta| \) is the atomic transition operator \((P_{\alpha,\beta} = P_{\beta,\alpha}^+)\), and \( a_q^+ \) and \( a_q \) are the usual photon (annihilation and creation) operators. We shall denote the energy separation between states \( |j''\rangle \) and \( |j\rangle \) by \( \epsilon_j = \epsilon_j' = \omega_j' = \omega_j, \) and \( \epsilon_{j''} - \epsilon_j = \omega_j'' - \omega_j \) respectively. In writing (1) we have omitted high frequency terms like \( P_{j''} a_q^+ a_q P_{j''} \) and \( a_q^+ P_j, j, j, j'' \). Inclusion of such terms results mainly in modifying the frequency shifts in which we are not interested here. The coupling constants \( g_{qj} \) are given by \( g_{qj} = K_q (e_q^+ P_{j''} P_{j}, \) \( K_q = (2\pi \omega_q / \hbar V)^{1/2}, \) \) where \( P_{j''} = (j' \mid e \rangle \langle j''| \) the dipole matrix elements, \( e_q \) is the unit polarization vector and \( V \) is the normalization volume.

The Hamiltonian (1) gives the following Heisenberg equations of motion

\[
\dot{a}_q = -i\omega_q a_q + \sum_j E_{qj} P_{j, j} \]
\[
\dot{P}_{j, j} = -i\omega_j P_{j, j} - 1 P_{j, j} \sum_q E_{qj} a_q^+ a_q - i(P_{j, j}^j n - P_{j, j}^j n - P_{j, j}^j) \sum_q E_{qj} a_q \tag{3a}
\]

Equation (2a) has the formal solution

\[
a_q(t) = \exp (-i\omega_q t) a_q(0) + \sum_j E_{qj} \int_0^t dt' \exp \{-i\omega_q (t - t')\} P_{j, j}(t') \tag{2b}
\]

* Radiation damping model described in ref. [1] has also been used by Mollow [2] to obtain power spectrum of light scattered by a two-level atom driven near resonance by a monochromatic classical electric field.
Using eq. (2b) in (3a) and following the arguments put forward by Lehmberg for carrying out the summations and integrations, we obtain after neglecting frequency shifts:

\[ P_{i,j''}(t) = -\sigma_{j''} P_{i,j''}(t) - \frac{1}{2} \Gamma_j P_{i,j''}(t) - \frac{1}{2} \sum_{q} \{ P_{j'',j'}(t) \delta_{j''}q + \{ P_{j'',j'}(t) - P_{i,j''}(t) \} \delta_{j''}q \} a_q(t) \exp(-i\omega_q t), \]  

(3b)

where \( \sigma_j = \frac{1}{2} \gamma_j + \omega_j \), \( \gamma_j = (4\rho_j^2 \omega_j^2/3\hbar c^3) \) and \( \Gamma_j = (4\rho_j^2 \rho_j^3 \omega_j^3/3\hbar c^3) \).

Equations of motion for \( P_{i,j}(t) \) corresponding to those given by eq. (3) can be obtained by interchanging the indices \( j'' \) and \( j' \). It may be emphasized that in deriving \( \Gamma_j \) we have integrated over those frequencies which are common to photon transitions between levels \( j'' \) to \( i \) and \( i \) to \( j' \) or vice versa. If levels \( j'' \) and \( j' \) are far apart these cross-terms, and hence \( \Gamma_j \), can be neglected.

If equations of motion for \( P_{i,j}(t) \) (eq. (3b)) are multiplied on the right by the vacuum state \( |0\rangle \) for all \( q \) photons they reduce to two coupled linear differential equations. Their solution for the case when the atom is initially in the state \( |j''\rangle \) (with no radiation present) is given by

\[ P_{i,j''}|0, j''\rangle = (1/2m)[(m + \sigma_{j''} - \sigma_{j''}) \exp(-s_{j''} t) + (m - \sigma_{j''} + \sigma_{j''}) \exp(-s_{j''} t)]|0, 0\rangle, \]  

(4a)

\[ P_{i,j''}|0, j''\rangle = (\Gamma_{j''}/2m)(\exp(-s_{j''} t) - \exp(-s_{j''} t)|0, 0\rangle, \]  

(4b)

where \( s_{j''} = \frac{1}{2}(\sigma_{j''} + \sigma_{j''} + m) \), \( m = [(\sigma_{j''} - \sigma_{j''})^2 + \Gamma_{j''} \Gamma_{j''}]^{1/2} \).

We can now evaluate \( b_q = a_q(t \gg 0)^{-1}|0, j''\rangle \) at the place of observation by using eq. (4) in (2b). If we put \( \delta_{j''}q = \delta_{j''}q = \delta_q \gamma \gamma = \Gamma_j = \gamma \), the line shape of spontaneous emission of the atom initially in state \( |j''\rangle \) is given by

\[ \frac{1}{2} |\delta_q|^2 \frac{(\omega_{j''} - \omega_q)^2}{4(\omega_{j''} - \omega_q)^2 + \gamma^2(\omega_{j''} + \omega_j - 2\omega_q)^2} \]  

(5)

We see that eq. (5) is the same as that derived by Morozov and Shorygin [4] using the Heitler-Ma method. The proximity of level \( j'' \) to that of \( j'' \) causes the line shape of the atom which is initially in level \( j'' \) to change over from the Lorentzian to that given above. It may also be noted that for the simple case considered here the spectral profile of the atomic decay, which is essentially the Fourier-transform of a two-time atomic correlation function, has been obtained without the use of the fluctuation-regression theorem. Besides, the Markoff approximation has not been used and the calculations are not limited to any specific order in coupling constants. The method of evaluation for the effect of overlapping given here should prove useful in describing situations where the calculations based on perturbation theory become invalid, for example, in the presence of a very intense external radiation field.
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