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## Abstract

This thesis describes both a theoretical study of low-energy electron scattering by positronium (Ps), below the $\mathrm{n}=2$ threshold and the photodetachment of the positronium negative ion ( $\mathrm{Ps}^{-}$.)

$$
\begin{gathered}
e^{ \pm}+P s(1 s) \rightarrow e^{ \pm}+P s(1 s) \\
P s^{-}+h \nu \rightarrow P s(1 s)+e^{-}
\end{gathered}
$$

The importance of the photodetachment of $\mathrm{Ps}^{-}$was recognized by Mills (in 1981) since it can be used as a possible mechanism of producing a slow monoenergetic Ps beam.

Accurate ${ }^{1,3} \mathrm{~S}$ and ${ }^{1,3} \mathrm{P}$ phase shifts were evaluated by the Kohn and inverse Kohn variational methods in which very flexible trial functions were used. Higher order phase shifts were determined by the static exchange and adiabatic exchange models in order to obtain the total elastic, momentum-transfer, ortho-para conversion and elastic differential cross sections for the scattering process. In the variational calculation, the lowest ${ }^{1} \mathrm{~S},{ }^{1} \mathrm{P}$ and the two lowest ${ }^{3} \mathrm{P}$ resonances, which lie just below the $n=2$ threshold were revealed. The scattering results for $\mathrm{e}^{-}-\mathrm{Ps}$ were compared with those for $\mathrm{e}^{-}-\mathrm{H}$.

Using a variational bound-state wave function, which contained 95 linear and 2 non-linear parameters, and a $p$-wave continuum function, which contained 220 -linear and 3 non-linear parameters, the photodetachment cross section was calculated in both the length and velocity formulation. The agreement between the length and velocity forms was to better than $1.6 \%$ for $\lambda \leq 27.5 \times 10^{3} \AA$, and the sum-rule was satisfied to within $2 \%$. By systematically improving both the boundstate and continuum wave functions separately, the reliability of the cross section was determined. A comparison of the photodetachment of $\mathrm{Ps}^{-}$was made with the corresponding atomic ion, $\mathrm{H}^{-}$.
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## Chapter 1

## Introduction

The subject of positron interactions with matter has grown extensively, both experimentally and theoretically, over the last fifteen years. One of the main reasons for this is due to the development of slow monoenergetic positron beams. It was found (Costello, et al 1972) that fast positrons could be moderated by passing them through a suitable foil, leading to the re-emission of positrons of energies about $(1.0 \pm 0.5) \mathrm{eV}$. The fast positrons are obtained from either a radioactive source, a favourite being ${ }^{22} \mathrm{Na}$, or from an accelerator (Griffith and Heyland ,1978).

Various types of materials have been investigated as possible moderators in order to increase the conversion efficiency: the number of slow positrons to the number of original fast positrons. Coleman et al (1973) obtained an efficiency of 1 in $10^{6}$ by using a gold lined cylinder as moderator with ${ }^{22} \mathrm{Na}$ as the positron source. A suitable moderator was obtained by Canter et al (1972) by coating a gold lined cylinder with a fine layer of MgO which had a conversion efficiency of 1 in $10^{5}$.

A lot of research is still being undertaken to increase the moderator efficiency, the activity of the source and to improve the beam optics, in the hope of achieving a greater intensity, slow monoenergetic positron beam. At the present time, the best moderators in common use are the clean single crystals of copper and nickel. Gullikson, working with Mills, is examining the possibility of using the solid rare gases as moderators. In 1986, Gullikson (1986) reported a conversion efficiency of $0.56 \%$ for solid Ne on ${ }^{22} \mathrm{Na}$. Beling et al (1986) is investigating the possibility of using electric fields to increase the efficiency of a moderator. Using a silicon crystal and a ${ }^{22} \mathrm{Na}$ source, they hope to achieve efficiency of $10 \%$. Further advances in the subject of positron collisions is expected over the next few years with the advent of the new intense positron beam at Brookhaven (Lynn et al, 1986). This beam has an energy of about 1.0 eV , an energy spread of 75 meV and at present, the intensity is $4 \times 10^{7}$ positrons $s^{-1}$. It is expected that the intensity of this beam will be increased by at least an order of magnitude, for instance by making use of the brightness enhancement concept described by Mills (1980). A single crystal of ${ }^{64} \mathrm{Cu}$ and ${ }^{63} \mathrm{Cu}$ is used as the positron source and self-moderator. This crystal is
formed by radiating a very pure copper pellet in a high flux reactor and evaporating the pellet onto a $W(110)$ crystal substrate where $\mathrm{Cu}(111)$ is grown epitaxially. The conversion efficiency is of the order 1 in $10^{4}$. A more complete discussion on the development of slow positron beams, together with their application, can be found in articles by Massey (1976, 82), Griffith and Heyland (1978), Mills (1983) and Charlton (1985).

Theoretical development in the study of positron collisions have been stimulated by the experiments made possible by the availability of slow intense positron beams. Positron collisions with atoms and molecules have recently been reviewed by Humberston (1986), Ghosh et et al.(1982), Humberston (1979) and earlier by Fraser (1968), Bransden (1969), Massey (1971) and Drachman (1972, 1982a). For low energy positron scattering from hydrogen and from helium the variational approach has been used (see Humberston (1986) and references within), and for scattering from the noble gases, the polarized orbital approach seems successful (McEachran and Stauffer, 1986). Experimentally and theoretically, positron scattering by the alkali-atoms seems to be very interesting, and recently Stein et al. (1985) reported some results on positron-potassium scattering.

The significance of positrons in astrophysics has been discussed by Massey (1982), Drachman (1982a,b), Burns et al (1983), McKinley (1985), Leventhal et al (1985), Leventhal and MacCallum (1986), Leventhal and Brown (1986) and McKinley (1986). In the laboratory, positrons have been used to study surfaces and the bulk properties of the solid. The basic method for doing this consists in measuring the shift in energy or angle of the gamma rays produced by positron annihilation (with respect to those produced in the $\mathrm{e}^{-}-\mathrm{e}^{+}$Centre of Mass frame) or from life-time studies (Heyland et al, 1982). The role of positrons in surface studies is discussed by Nieminen (1984).

Although positron collisions in many respects are similar to electron- collisions, different processes can occur. Exchange is absent in positron-collision, but the possibility of forming positronium exists. (Positronium (Ps) is the bound-state of an electron and positron). With $\mathrm{e}^{+}$-scattering, annihilation may occur. As discussed by Massey (1982), in any perturbation series, for instance that obtained for the scattering amplitude or interative potential, the odd terms must differ in sign
between electrons and positrons due to the difference in sign of their charge. Thus, by studying both positron and electron-collisions from the same target atom or molecule, much more information can be extracted then if just one at the projection was used.

With the arrival of more intense positron beams, it is hoped that Ps beams can be produced which will be monoenergetic and sufficiently intense as to make is worthwhile to perform Ps-diffraction experiments to study surfaces. Ps is a useful probe since it is mainly sensitive to the outer surface layers (Canter, 1984), and thus has a similar role to that of He . Ps scattering by atoms is of interest in view of the $\mathrm{e}^{-}-\mathrm{Ps}, \mathrm{Ps}-\mathrm{H}$ resonances reported by Drachman (1982a) and from the fact that $\mathrm{Ps}^{-}$ is a purely leptonic system and this can be used in tests of quantum electrodynamics. A comparison of elastic and inelastic cross-sections for Ps-scattering by a gas will be useful in the interpretation of data obtained from Ps-formation experiments. Also a knowledge of Ps break-up cross-section $\sigma_{b}$, for the process,

$$
P s+A \rightarrow e^{+}+e^{-}+A
$$

is valuable in the understanding of $\mathrm{e}^{-}$slowing down fluorescence.Recently, intense, energetic, monoenergetic Ps beams have been produced by:
(a) the beam-foil technique demonstrated by Mills and Crane (1985).
(b) by forming Ps from scattering $\mathrm{e}^{+}$'s of an $\mathrm{Al}(110)$ surface at glancing angles as low as $6^{\circ}$ with respect to the surface (Gidley et al, 1986).
(c) by the charge-exchange process where positrons are transmitted through a gas cell of a low-density gas such as He, or Ar (Brown 1986, Berko et al 1986 and Larrichia et al. 1986).

Another possible mechanism for producing a monoenergetic beam of Ps of controllable energy has been suggested by Mills (1981a), namely producing a positronium negative ion ( $\mathrm{Ps}^{-}$), accelerating it to the desired energy, and then photodetaching the electron. (The positronium negative ion is the bound-state of two electrons and a positron). The aim of this present work was to determine theoretically the photodetachment cross-section of $\mathrm{Ps}^{-}$which would be useful as a guide to the experimentalists. We have restricted our attention to low-energy photons, so
that the residual Ps-atom will be left in its ground-state, and we have treated the problem non-relativistically.

Although $\mathrm{Ps}^{-}$was theoretically predicted in 1946 by Wheeler (1946), it was not experimentally verified until 1981 by Mills (1981a). The possible role $\mathrm{Ps}^{-}$play in astrophysics has been described by Sivaram and Krishan (1982). Over the last twenty years there has been much interest to determine the properties of this ion which is purely leptonic system. $\mathrm{Ps}^{-}$has some properties similar to the hydrogen negative ion $\mathrm{H}^{-}$. Both ions consist of two electrons and a positive particle of charge $+e$. Like $\mathrm{H}^{-}, \mathrm{Ps}^{-}$has only one bound-state. The best value for the binding energy of $\mathrm{Ps}^{-}$was determined by Bhatia and Drachman (1983), who obtained a value of 0.024010113 Ryd which is approximately equal to that for $\mathrm{H}^{-}$, scaled by the reduced mass of positronium which is one half. When fine structure effects are neglected, the energy levels of Ps correspond to those of H , scaled by one-half. Both Ps and H excited states are degenerate. Some of the resonance structure which is known to exist for $\mathrm{H}^{-}$due to the ns-np dipole coupling of the degenerate states, has been theoretically predicted for $\mathrm{Ps}^{-}$(Ho 1979,84, Botero and Greene 1985,6 Ward et al 1985,6).

However, some features which occur in $\mathrm{H}^{-}$are absent in $\mathrm{Ps}^{-}$and vice versa. For instance, the calculation by Mills (1981b) and Bhatia and Drachman (1983) show that the ${ }^{3} \mathrm{P}^{e}$ metastable state which exist in $\mathrm{H}^{-}$probably does not occur in $\mathrm{Ps}^{-}$. One significant difference between $\mathrm{Ps}^{-}$and $\mathrm{H}^{-}$is that annihilation of the positron in $\mathrm{Ps}^{-}$can occur. A very fine experiment was performed by Mills (1983) to measure the decay rate of $\mathrm{Ps}^{-}$, giving a value of $(2.09 \pm 0.09) n s^{-1}$. The decay rate has been very accurately determined by Bhatia and Drachman (1983) and their value agrees with experiment. Independent calculations have been performed by Ho (1983) and Ferrante (1968) to determine the two-photon annihilation rate and angular correlation function. Ho (1985) has also evaluated two-photon annihilation rates for some ${ }^{1} \mathrm{~S}^{e}$ doubly excited states of $\mathrm{Ps}^{-}$.

The photodetachment cross-section, like the decay rate $\Gamma$, is very sensitive to the details of the wave function describing the $\mathrm{Ps}^{-}$system. To evaluate this cross-section, both the bound-state and p-wave component of the continuum wave function of $\mathrm{Ps}^{-}$is required. This latter is equivalent to the elastic scattering of
low-energy p-wave electrons by positronium, below the $n=2$ threshold. Since $e^{-}-$Ps scattering is of interest in itself, we have evaluated other partial waves in order to determine various cross-sections: momentum-transfer, total elastic, ortho-para conversion and elastic differential cross-sections. Measurement of $\mathrm{e}^{+}-\mathrm{Ps}$ and $\mathrm{e}^{-}$Ps scattering cross-sections can be used to test charge conjugation in the leptonic system. These cross-sections will also be valuable in view of the Ps-formation experiments where positrons are passed through a gas cell (Larrichia et al, 1986).

At the start of this present work, there were no reliable calculations available on the continuum properties of $\mathrm{Ps}^{-}$, or its photodetachment. However, the corresponding system, $\mathrm{e}^{-}-\mathrm{H}$, has been extensively studied; $\mathrm{H}^{-}$ions being the dominant source of opacity in the solar atmospheres (Wildt, 1939). Therefore, we investigated those methods which proved successful for $\mathrm{e}^{-}-\mathrm{H}$ scattering, below the $\mathrm{n}=2$ threshold, and applied them to the $\mathrm{e}^{-}-\mathrm{Ps}$ system, with suitable modifications. Great emphasis has been placed in this thesis in comparing the results of $\mathrm{e}^{-}-\mathrm{Ps}$ with those obtained for $\mathrm{e}^{-}-\mathrm{H}$.

## Outline of Thesis.

In chapter 2, an investigation is made of the suitability of the static- exchange (S.E.) and adiabatic-exchange (A.E.) methods to electron scattering by hydrogen, below the $n=2$ threshold. The static-exchange method was then applied to the problem of $\mathrm{e}^{-}$-Ps scattering below the $\mathrm{n}=2$ threshold. For the $\mathrm{e}^{-}$-Ps system, it was essential to work in the centre of mass frame. In order to determine the reliability of the S.E. results, it was felt necessary to perform an accurate variational calculation for the s- and p-waves.

The s-wave calculation which was performed using the Kohn and inverse Kohn variational methods is described in chapter 3 . Our best s-wave trial function contained 3 non-linear and 70 linear parameters for the singlet, 50 linear parameters for the triplet. This wave function was very flexible; the interelectronic separation $r_{12}$ was included explicitly by terms of the form $r_{12}^{p} e^{-\gamma r_{13}}$ (where $p$ is an integer) and we were able to locate the lowest ${ }^{1} S^{e}$ resonance. Our values for the resonance parameters agree well with those determined by $\mathrm{Ho}(1979,84)$ and Botero and Greene (1985). Singlet and triplet s-wave phase shifts and scattering lengths for the $\mathrm{e}^{-}$-

Ps system are given for energies below the $1^{\text {st }}$ excitation level of Ps. Using the short-range correlation part of the full wave function we predicted a value for the binding energy of $\mathrm{Ps}^{-}$which agreed to within $0.004 \%$ of the best value to date (Bhatia and Drachman, 1983). This bound-state wave function was used in our photodetachment calculation.

In chapter 4, a description is given of the p-wave variational wave function which contained 3 non-linear and 220 linear parameters. The singlet and triplet phase shifts were determined by using the Kohn and inverse Kohn variational methods. With this wave function, we were able to detect possible ${ }^{1,3} \mathrm{P}$ resonances. A comparison is made of the resonance parameters for the lowest ${ }^{1} \mathrm{P}$ resonance with that obtained by Botero and Greene (1986). The singlet p-wave function, with suitable normalization, was used in the evaluation of the photodetachment crosssection. A discussion is also given in this chapter of possible long-range terms which can be added to the s- and p-wave trial functions to improve convergence with respect to the number of parameters at very low energies and at energies close to the $\mathrm{n}=2$ threshold.

A polarization term, with suitable cut-off function, was added to the staticexchange integro-differential equation for the radial wave function, in order to make some allowance for the distortion of the positronium atom. This method, known as the adiabatic-exchange approximation, is described in chapter 5 , where the results are presented. The singlet and triplet phase shifts obtained in the various models: S.E., A.E. and variational, are compared. A detail comparison is made of the $\mathrm{e}^{-}$ -Ps results with the results of the $\mathrm{e}^{-}-\mathrm{H}$ system. By using the $\mathrm{l}=0,1$ phase shifts determined by the variational method, higher order phase shifts determined by the A.E. method and then by the Born-polarization term, we were able to calculate the various cross-sections for $\mathrm{e}^{-}$-Ps scattering below the $\mathrm{n}=2$ threshold, namely: total elastic, momentum-transfer, ortho-para conversion and elastic differential crosssections.

In chapter 6, the photodetachment cross-section of $\mathrm{Ps}^{-}$evaluated in both the length and velocity forms is given. The bound-state wave function contained 2 non-linear and 95 linear parameters, and the p-wave function contained 3 non-linear and 220 linear parameters. As a check, the sum-rule $S_{-1}$ was calculated. Finally,
in chapter 7, a summary is given of this thesis, the conclusions reached and the feasibility of experimental work in this area.

## Chapter 2

Static-exchange method applied to $\mathrm{e}^{-}-\mathrm{H}$ and $\mathrm{e}^{-}-\mathrm{Ps}$ scattering

### 2.1 Introduction

The principle aim of this present work was to determine the photo detachment cross section of $\mathrm{Ps}^{-}$which requires a knowledge of the initial bound state wave function and the p-wave component of the continuum wave function. This later is equivalent to the wave function describing the scattering of p-wave slow electrons by positronium. However, since the scattering process is of interest in itself, we have also evaluated the other partial waves in order to determine the total and differential cross sections for scattering below the $n=2$ threshold of positronium. We have treated this problem non-relativistically which means that within the approximation $\mathrm{e}^{+}-\mathrm{Ps}$ scattering is identical to $\mathrm{e}^{-}$- Ps.

Experiments to measure various cross sections for electron and positron scattering by positronium would be of fundamental importance since they could be used to provide a test of charge-conjugation in the leptonic systems ( $\mathrm{e}^{+}, \mathrm{e}^{-}, \mathrm{e}^{-}$) or ( $\mathrm{e}^{-}$, $\mathrm{e}^{+}, \mathrm{e}^{+}$). If $\sigma_{+}$is the cross section for positron impact on Ps (for any process) and $\sigma_{-}$is that for electron impact, then if charge conjugation holds

$$
\eta=\sigma_{+}-\sigma_{-}=0
$$

An actual experiment will set a bound and our predicted theoretical cross sections should be of use as a guide to the experimentalists. Also, with the recent interest in positron scattering experiments to form positronium, it is advisable to know the cross section for $\mathrm{e}^{+}-\mathrm{P}_{\mathrm{s}}$ scattering since scattering by any stray positrons might have serious consequence on the results.

The static-exchange method provides a simple description of the scattering problem and has the advantage over many other methods in that all partial waves can be readily evaluated. Allowance for the polarization of the target was made by using the approximation in which the polarization potential, with suitable cut-off, is included in the integro- differential equation derived from the static-exchange
method. As we are considering scattering below the $n=2$ threshold, only a few partial waves $(l=0 \rightarrow 4)$ are important, the $s$ and $p$-waves being the dominant contribution to the cross sections. The s and p-waves were later determined very accurately from a variational calculation. Thus, by using the $l=0,1$ phase shifts calculated by the variational method, the $l=2-5$ phaseshifts evaluated by either the static- exchange or adiabatic-exchange methods and the higher-order phaseshift by the Born-polarization term, we were able to calculate accurate total elastic cross sections and (less accurately) elastic differential cross sections in the energy range from zero to 5.102 eV .

Our main motivation in applying the static-exchange and adiabatic- exchange methods to the problem of scattering of low-energy electrons by positronium below the $\mathrm{n}=2$ threshold was that these methods proved to be successful in the corresponding problem $\mathrm{e}^{-}-\mathrm{H}$ scattering. The computer program for the $\mathrm{e}^{-}-\mathrm{H}$ system (McDowell et al. 1973,4 ) was readily available for us to use. As explained in the introduction chapter, the $\mathrm{e}^{-}-\mathrm{Ps}$ and $\mathrm{e}^{-}-\mathrm{H}$ systems are very similar; both consist of two electrons and a positive particle of charge +e . Each system has only one bound state, the $\mathrm{Ps}^{-}$ion is more diffuse than the $\mathrm{H}^{-}$and is less tightly bound.

This chapter begins with a description of the static-exchange and adiabaticexchange methods ( $\S 2.2$ ). These methods are then applied to the $\mathrm{e}^{-}-\mathrm{H}$ problem, and in $\S(2.3)$ the results for this system are discussed. In $\S(2.4)$ the static-exchange treatment is applied to the $\mathrm{e}^{-}-\mathrm{Ps}$ system and in $\S(2.5)$ details of the static-exchange analysis are given. The tests performed to check the analysis and numerical work are explained in $\S 2.6$. In $\S 2.7$, the results for the $\mathrm{e}^{-}-\mathrm{Ps}$ system are presented, discussed and compared to the results of the $\mathrm{e}^{-}-\mathrm{H}$ system. A brief discussion is given of the need to allow for the polarization of the target positronium atom, but this is discussed more fully in chapter 5 . The conclusions are presented in $\S 2.8$.

The calculations were performed on the R.H.B.N.C VAX system for the $\mathrm{e}^{-}$H system and for the $l=0,1$ phase shifts of the $\mathrm{e}^{-}-\mathrm{Ps}$ system. Higher order phase-shifts for the $\mathrm{e}^{-}-$Ps system were calculated on the ULCC CRAY1s.
2.2 The static-exchange and adiabatic-exchange methods and their application to $\mathrm{e}^{-}-\mathrm{H}$ scattering.

The wave function to describe the scattering of an electron from a target must asymptotically be equal to the product of the electron wave function (with respect to the target) and the target wave function. In accordance with the Pauli exclusion principle, the wave function must be symmetric with respect to exchange of any two electrons for the singlet and anti-symmetrical for the triplet state. For the scattering of low-energy electrons from a hydrogenic target, where the nucleus is assumed to be 'infinitively' heavy, a very simple wave function which satisfies the above two requirements is of the form:

$$
\begin{equation*}
\Psi^{ \pm}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=2^{-\frac{1}{2}}\left\{\phi_{0}\left(\mathbf{r}_{1}\right) F^{ \pm}\left(\mathbf{r}_{2}\right) \pm \phi_{0}\left(\mathbf{r}_{2}\right) F^{ \pm}\left(\mathbf{r}_{1}\right)\right\} \tag{2.1}
\end{equation*}
$$

where $\mathbf{r}_{1}, \mathbf{r}_{2}$ are the positron vectors of the two electrons with respect to the nucleus which is assumed to be at rest. The ( + ) sign refers to the singlet, the ( - ) for the triplet. In this wave function, $\phi_{0}\left(r_{1}\right)$ is the wave function of the ground state target atom and $F^{ \pm}\left(\mathbf{r}_{2}\right)$ is the wave function of the free electron. This wave function eqn.(2.1) is known as the static-exchange wave function. It is of the same form as the Hartree-Fock wave functions for bound states. The static-exchange wave function does not allow for the polarization of the target and has no explicit terms depending on $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|$ describing electron correlation. Both these effects are important at very low energies. Although this wave function only includes the elastic scattering channel (the target atom being in the ground state) and should strictly be used only for scattering below the first inelastic threshold, it has been fairly successful in describing elastic scattering at energies as high as 200 eV .

It is important to state that for the scattering of electrons from a hydrogenic target, the 'infinitely heaucleus approximation has been used, so that the centre of mass and laboratory frames are considered to coincide.

The free electron wave function $F^{ \pm}(\mathbf{r})$ is determined from the condition that the projection of the Schrodinger equation $((H-E) \Psi)$ onto the ground state wave function of the target must vanish. For simplicity in deriving the equation for the
radial wave function, the target atom is assumed to be hydrogen. Thus,

$$
\begin{gather*}
\int \phi_{0}^{*}\left(r_{2}\right)\left[H-E \mid \Psi^{ \pm}\left(r_{1}, r_{2}\right) d \mathbf{r}_{2}=0\right.  \tag{2.2}\\
\int \phi_{0}^{*}\left[-\frac{1}{2} \nabla_{\underline{r}_{1}}^{2}-\frac{1}{2} \nabla_{\underline{r_{2}}}^{2}-\frac{1}{r_{1}}-\frac{1}{r_{2}}+\frac{1}{\left|r_{1}-r_{2}\right|}-E_{t d}\right] \times \\
\left\{\phi_{0}\left(r_{1}\right) F^{ \pm}\left(\underline{r_{2}}\right) \pm \phi_{0}\left(\underline{r_{2}}\right) F^{ \pm}\left(r_{1}\right)\right\} d \underline{r}_{2}=0 \tag{2.3}
\end{gather*}
$$

where $E_{t o t}=E_{1}+\frac{k^{2}}{2} a . u, E_{1}$ being the ground state energy of the hydrogen atom and $\frac{k^{2}}{2}$ the energy of the scattering electron. We note that since $F^{ \pm}(r)$ is determined from equ.(2.3), the static exchange wave function is a variational wave function, although very simple. This means that the phase shifts should provide a 'bound' on the true phase shifts, see next chapter where there is a discussion on minimum principles. By using the Schroedinger equation for the ground-state hydrogen atom, namely:

$$
\begin{equation*}
\left[-\frac{1}{2} \nabla_{r_{1}}^{2}-\frac{1}{r_{1}}\right] \phi_{0}\left(\underline{r}_{1}\right)=E_{1} \phi_{0}\left(r_{1}\right) \tag{2.4}
\end{equation*}
$$

this equation reduces to:

$$
\begin{align*}
\left(\nabla_{1}^{2}+k^{2}\right) F^{ \pm}\left(r_{1}\right) & =2 V_{1 s, 1 s}\left(r_{1}\right) F^{ \pm}\left(r_{1}\right) \\
& \pm 2 \int K\left(r_{1}, r_{2}\right) F^{ \pm}\left(r_{-}\right) d r_{2} \tag{2.5}
\end{align*}
$$

where $V_{1 s, 1 s}\left(\mathrm{r}_{1}\right)$ is the direct-potential and $K\left(\mathrm{r}_{1}, \mathrm{r}_{2}\right)$ is the exchange potential which is non-local, (Bransden and Joachain, 1983, p.505, Bransden, 1983. p,202). The
direct potential is given by:

$$
\begin{align*}
V_{1 s, 1 s}\left(r_{1}\right) & =\int \phi_{0}^{*}\left(-\frac{1}{r_{1}}+\frac{1}{\left|r_{1}-r_{2}\right|}\right) \phi_{0}\left(r_{2}\right) d \underline{r}_{2} \\
& =-\left(1+\frac{1}{r_{1}}\right) e^{-2 r_{1}} \tag{2.6}
\end{align*}
$$

and the exchange potential by

$$
K\left(r_{1}, r_{2}\right)=\phi_{0}^{*}\left(r_{1}\right) \phi_{0}\left(r_{2}\right)\left[\frac{1}{\left|r_{1}-r_{2}\right|}-\left(E_{t \cdot t}-2 E_{1}\right)\right]
$$

(2.7)

Expanding $F^{ \pm}(\mathbf{r})$ in partial waves, in the usual way,

$$
F^{ \pm}(r)=\sum_{l=0}^{\infty} a_{L}^{ \pm} \frac{u_{L}^{ \pm}(k, r)}{r} P_{L}(\cos \theta) \quad(z, \theta)
$$

where $a_{l}^{ \pm}$is a normalization constant, and the radial wave function $u_{l}^{ \pm}(k, r)$ satisfies the boundary conditions

$$
\begin{aligned}
& U_{L}^{ \pm}(k, 0)=0 \\
& U_{L}^{ \pm}(k, r) \underset{r \rightarrow \infty}{\sim} k^{-1 / 2} \sin \left(k r-\frac{1}{2}\left(\pi+\delta_{L}^{ \pm}\right)\right.
\end{aligned}
$$

yields the integro differential equation

$$
\begin{array}{r}
\left(\frac{d^{2}}{d r_{1}^{2}}-\frac{l(L+1)}{r_{1}^{2}}+k^{2}\right) u_{L}^{ \pm}\left(k, r_{1}\right)=2 V_{15,1,}\left(r_{1}\right) u_{2}^{ \pm}\left(k, r_{1}\right) \\
\\
\pm 2 \int_{0}^{\infty} K_{L}\left(r_{1}, r_{2}\right) u_{l}^{ \pm}\left(k, r_{2}\right) d r_{2} \\
(2,10)
\end{array}
$$

where

$$
K_{1}\left(r_{1}, r_{2}\right)=\frac{4 r_{1} r_{2} e^{-\left(r_{1}+r_{2}\right)}}{(2 L+1)}\left[\frac{r_{L}^{L}}{r_{\nu}^{L+1}}-\delta_{L 0}\left(E_{t a t}-2 E_{1}\right)\right](2.11)
$$

and $r_{<,} r_{>}$being the lesser and greater of $r_{1}, r_{2}$ respectively.

Temkin and Lamkin (1961), later modified by Drachman and Temkin (1972), have obtained a polarization potential with suitable cutoff terms to protect the region near the origin. This polarization potential, which is attractive, is added to the integro differential equation for $u_{l}^{ \pm}(k, r)$, equation (2.10), to obtain what is known as the adiabatic-exchange approximation;

$$
\begin{aligned}
\left(\frac{d^{2}}{d r_{1}^{2}}-\frac{l(l+1)}{r_{1}^{2}}+R^{2}\right) U_{L}^{ \pm}(k, r) & =2 V_{1 s, 1 s}\left(r_{1}\right) U_{L}^{ \pm}\left(k, r_{1}\right) \\
& +2 V_{p, 1}\left(r_{1}\right) U_{L}^{ \pm}\left(k, r_{1}\right) \\
& \pm 2 \int_{0}^{\infty} K_{L}\left(r_{1}, r_{2}\right) u_{2}^{ \pm}\left(k, r_{2}\right) d r_{2}
\end{aligned}
$$

(2.12a)
where

$$
\begin{aligned}
V_{p o l}(r)= & -\frac{9}{4 r^{4}}\left[1-e^{-2 r_{1}}\left(1+2 r+2 r^{2}+\frac{4}{3} r^{3}+\frac{2}{3} r^{4}\right.\right. \\
& \left.\left.+\frac{4}{27} r^{5}\right)\right] \\
= & -\frac{\beta(r)}{2 r^{4}}
\end{aligned}
$$

In the adiabatic-exchange approximation, the polarization is neglected for the exchange terms, and this is where this method differs from the polarized orbital apbroach (Bransden, 1983, pg.218).

The method of solution is due to Marriott and Percival (Marriott, 1958), see for example Burke et al (1983), and is described fully in the papers by McDowell et al $(1973,4)$. I shall describe it here only very briefly for completness, but the reader should refer to the papers by McDowell et al, loc.cit.

The integro-differential equation (2.12) is converted into a pair of coupled
differential equation by making use of the Hartree-function $Y_{l}(k, r)$,

$$
\begin{equation*}
\frac{d^{2} U_{L}^{ \pm}(k, r)}{d r^{2}}=f_{L}(k, r) u_{L}^{ \pm}(k, r)+g_{l}(r) Y_{L}(k, r)+\delta_{L, 0} I(k, r) \tag{2.13}
\end{equation*}
$$

$$
\frac{d^{2} Y_{L}}{d r^{2}}(k, r)=\frac{(l l+1)}{r^{2}} Y_{L}(k, r)-(2 l+1) e^{-r} u_{L}^{ \pm}(k, r)
$$

where

$$
\begin{aligned}
& f_{l}(k, r)=-k^{2}-2\left(1+\frac{1}{r}\right) e^{-2 r}+\frac{(l(+1)}{r^{2}}-\frac{\beta(r)}{r^{4}} \\
& g_{L}(r)=\frac{(-1)^{s+1} 8 e^{-r}}{(2(+1)} \quad(2.14) \\
& I(k, r)=-(-1)^{s+1} 4-r e^{-r}\left(1+k^{2}\right) \int_{0}^{\infty} e^{-x} x u_{0}^{ \pm}(k, x) d x,
\end{aligned}
$$

and $s=0(1)$ refers to the singlet (triplet) state. These equations (2.13) are homogenous for $l \neq \boldsymbol{D}$ and the boundary conditions are:

$$
\begin{align*}
& U_{L}^{ \pm}(k, r) \longrightarrow 0, \quad \begin{aligned}
Y_{L}(k, r) \rightarrow 0 \\
r \rightarrow 0
\end{aligned}  \tag{2.15}\\
& U_{L}^{ \pm}(k, r) \underset{r \rightarrow \infty}{\longrightarrow} k^{-1 / 2} \sin \left(k r-\frac{1}{2}\left(\pi+\delta_{L}^{ \pm}\right), Y_{L}(k, r) \rightarrow 0\right. \\
& r \rightarrow \infty
\end{align*}
$$

A starting solution (power series $r$ ) is used to generate the wave function near the origin and to ensure that it has the correct form. By using Numerov's method (Burke et al 1983, pg 60), the coupled differential equations are replaced by finite difference equations. The radial wave function at further distances from the origin is generated by knowing the wave function in the vicinity of the origin and by making use of these finite difference equations. This procedure of generating
the radial wave function is continued until the asymptotic region is reached and the solution is of the form:

$$
\begin{equation*}
U_{L}^{ \pm}(k, r) \underset{r \rightarrow \infty}{\sim} A \sin \left(k r-\frac{1}{2}\left(\pi+\delta_{l}^{ \pm}\right)\right. \tag{2.16}
\end{equation*}
$$

where A is constant and was determined by norma lizing the wave function according to the asymptotic boundary condition equation (2.15).

The mesh used in the finite difference equations was chosen so that it is much finer near the origin then for large values of $r$. This was done by doubling the mesh size at radial distances $r_{1}, r_{2}, r_{3}$ given by

$$
\begin{gather*}
r_{1}=(N 1) H, \\
r_{2}=(N 2-N 1) 2 H+r_{1},  \tag{2.17a}\\
r_{3}=(N 3-N 2) 4 H+r_{2}
\end{gather*}
$$

where $H$ is the original mesh size used near the origin and $N 1, N 2, N 3$ are integers which are input parameters for the programme. The total range R which is given by:

$$
\begin{equation*}
R=(N 4-N 3) 8 H+r_{3}, \tag{2.17b}
\end{equation*}
$$

where $N 4$ is an input parameter and $R$ is the distance from the origin to somewhere within the asymptotic region. Up to this distance $R$, the Numerov procedure is used to generate the radial wavefunction, after this distance $R$ the asymptotic form of the radial wave functions is used.

We varied $R$ to ensure that the asympotic region was indeed reached. For a given $R$, we varied $N 4, N 3, N 2, N 1, H$ to check that the results; phase shifts and cross sections, wereindependent on the choice of mesh. From a knowledge of the phase shifts, the total elastic and differential cross sections were readily obtained. As we increased $l$ for a given $k$ the adiabatic-exchange results became in closer agreement to the Born-polarization results evaluated from the term.

$$
\begin{equation*}
\tan \delta_{l}^{ \pm}=\frac{\pi \alpha k^{2}}{(2 l-1)(2 l+1)(2 l+3)} \tag{2.18}
\end{equation*}
$$

When this agreement, was to less than $10^{-4}$, born-polarization term was used to calculate the phase-shifts from this value of $l$ up to $l_{\max }$, where $l \approx 300$.
2.3 Results obtained from the static- and adiabatic-exchange methods for $\mathrm{e}^{-}-\mathrm{H}$ scattering.

We found that for energies from 20 eV to 400 eV a suitable mesh for the static- exchange calculation is given by: $\mathrm{R}=46, \mathrm{~N} 4=\mathrm{N} 3=6000$, $\mathrm{N} 2=400$, N 1 $=200$ and $H=0.0020$. For this range $R$, the phase shifts and cross sections were stable to at least 4 figures as we varied the mesh parameters N4,N3,N2,N1 and H . At lower energies, a longer range $R$ was required since the asymptotic region is determined by the value of $k r$. We chose for the adiabatic-exchange case, and for energies less than 20 eV the mesh given by : $\mathrm{R}=186.00, \mathrm{~N} 4=\mathrm{N} 3=8000$, $\mathrm{N} 2=$ $400, H=0.0060$, although this value of $R$ is larger than what is really required.

In figs. 2.1, 2.2a,b, 2.3 the static- and adiabatic- exchange results are compared with the variational results of $\operatorname{Schwartz}$ (19619), for $1=0$ (fig 2.1), Armstead (1968), for $1=1$ (fig 2.2a,b) and Register and Poe (1975), for $1=2$ (fig. 2.3) for scattering below the $\mathrm{n}=2$ threshold.

The s-wave phase shifts, singlet and triplet, tend to $\pi$ as $k$ tends to zero. From Levinson's theorem, we would expect the singlet phase shifts to tend to $\pi$ since there exists one bound state of $\mathrm{H}^{-}$which is a singlet state. However, Levinson's theorem breaks down for the triplet state, since according to this theorem we would expect the triplet phase shift to tend to zeroas $k$ tends to zero. The failure of Levinson's theorem is due to the existence of a bounded solution of equation (2.10), which vanishes at large $r$ but does not correspond to a bound-state (Bransden, 1983, pg .204 ). We see from equation (2.1) that the wave function is identically zero when

$$
F^{ \pm}(\mathbf{r})=\phi_{0}(r)
$$

and thus a solution equation (2.5) is:

$$
u^{ \pm}(r)=r \phi_{0}(r)
$$

Levinson's theorem breaks down for non-local potentials.
From fig.2.1, it is clear that for the s-wave, both the static-exchange and adiabatic-exchange methods produce phase shifts which are in close agreement with the accurate variational results. The static exchange phase shifts are somewhat
lower than the variational results. However, the triplet adiabatic-exchange phase shifts are an over estimate, but the singlet are an under estimate of the variational results. Since the static exchange wave function is derived from the variational principle, see equation (2.3), the phase shifts will satisfy the 'bound' principle: they will be lower than the 'exact' true phase shifts. The accurate variational results are obtained from a very flexible wave function, and thus we would expect them to lie above the static exchange phase shifts. However, the adiabatic-exchange results do not obey the bound principle since an 'ad-hoc' polarization term has been added to the integro-differential equation.

In fig. 2.2a, b, we see that as $k$ tends to zero, the singlet and triplet p-wave phase shifts, correctly tend to zero. Polarization effects are important in the p-wave, especially at low energies, consequently the adiabatic- exchange phase shifts are in closer agreement with the accurate variational results than are the static- exchange. Except for the static exchange singlet results, the p-wave results are positive at Uery energ issAlso at very low energies, where polarization is the dominant potential, the singlet and triplet results are comparable in magnitude. However, over most of the energy-range, the static- exchange phase-shifts do give reasonable agreement with the variational results and show the correct trend. This is somewhat surprizing considering the simplicity of the state-exchange wave function. As with the swave results, the adiabatic-exchange phase shifts are in close agreement with the variational results, although they are over-estimates.

We note from fig.2.3 that the d-wave adiabatic-exchange phase shifts are in good agreement with the variational results, especially at low energies. In this energy region, $k<0.3 a_{0}^{-1}$, the singlet and triplet phase shifts which are positive, are comparable in magnitude. The effect of polarization extends over a wider range of energy than is the case for the p-wave. At about $k=0.3 a_{0}^{-1}$, the effects of exchange become increasingly important.

We calculated the scattering lengths in the adiabatic- exchange case, by extrapolating $\tan \delta_{0}^{ \pm} / k$ to zero $k$. The adiabatic exchange approximation gives electron hydrogen singlet and triplet scattering lengths $a^{+}=6.325 a_{0}$ and $a^{-}=$ $1.675 a_{0}$ compared with the accurate variational values of $5.965 a_{0}$ and $1.769 a_{0}$ respectively (Schwartz, 19616), which we regard as entirely satisfactory agreement.

Using the static exchange phase shifts and the adiabatic exchange phase shifts together with the phase shifts calculated from the Born polarization term, equation (2.15), we determined the total elastic momentum transfer and elastic differential cross section for energies up to 200 eV . For the higher energies, it was obviously necessary to include more partial waves in the determination of the cross section than is the case at lower energies. The differential cross section provides a more sensitive test of the reliability of method than the total cross section. In fig. 2.4 we compare the differential cross sections at 100 eV calculated by the staticexchange and adiabatic-exchange methodswith the E.B.S and U.E.B.S. values (Byron et al, 1982). The adiabatic-exchange results, as opposed to the static-exchange results, shows the forward peak for low angles. Considering that the static-exchange (adiabatic-exchange) wave function. only includesthe $n=1$ channel and neglects the other channels; excitation and ionization, which are all open, the agreement is quite astonishing. Also, the static-exchange wave function makes no explicit allowance for electron correlation or distortion of the target. Although I have not shown the total elastic cross section results here, it is suffice to say that the agreement with more elaborate calculations and with experiment is good.
2.4 Static-exchange method applied to low energy $\mathrm{e}^{-}$-Ps scattering, below the $\mathrm{n}=2$ threshold

We saw in the last section that for the problem of electron- hydrogen scattering, below the $n=2$ threshold, that the static-exchange and adiabatic-exchange results agree reasonably well with the accurate variational results for the $1=0,1,2$ partial waves. Therefore, it is reasonable to apply the static-exchange method to the related problem of $\mathrm{e}^{-}-\mathrm{Ps}$ scattering, below the $\mathrm{n}=2$ threshold for a first attempt at this problem. A fundamental difference does, however, exist between the $\mathrm{e}^{-}-\mathrm{H}$ and $\mathrm{e}^{-}-\mathrm{Ps}$ systems, in that for $\mathrm{e}^{-}-\mathrm{Ps}_{s}$ the centre of mass does not coincide with any particle. It is therefore essential that we separate out the centre of mass motion and work in the centre of mass frame. The natural relative co-ordinates for this problem are the Jacobi co ordinates (fig. 2.5) $\mathbf{r}_{2}, \rho$, where $\mathbf{r}_{2}$ is the position of the bound electron to the positron, and $\rho$ is the positron vector of the free electron to the centre $\stackrel{\text { of }}{ }$ mass of the positronium. In this co-ordinate system, the non-relativistic relative hamiltonian is:

$$
\begin{equation*}
H=-\frac{1}{2 \mu_{P s^{-}}} \nabla_{\rho}^{2}-\frac{1}{2 \mu_{P s}} \nabla_{\mathbf{r}_{2}}^{2}-\frac{1}{r_{1}}-\frac{1}{r_{2}}+\frac{1}{r_{3}} \text { a.u. } \tag{2.19}
\end{equation*}
$$

where $r_{1}=\left|\rho+\frac{1}{2} \mathbf{r}_{2}\right|, r_{3}=\left|\rho-\frac{1}{2} \mathrm{r}_{2}\right|$, and $\mu_{P s^{-}}=\frac{2}{3}, \mu_{P s}=\frac{1}{2}$ a.u.. The Schroedinger equation for the relative motion is:

$$
\begin{equation*}
H \Psi^{ \pm}\left(\mathbf{r}_{2}, \rho\right)=E \Psi^{ \pm}\left(\mathbf{r}_{2}, \rho\right) \tag{2.20}
\end{equation*}
$$

where $E=E_{P s}+\frac{k^{2}}{2 \mu_{P d^{-}}}, E_{P s}=-\frac{1}{4} a . u .$, the $+(-)$ sign refers to the singlet (triplet) state.

As discussed in section 2.2, the static-exchange wave function is the product of the target wave function and the wave function of the free electron with respect to the target, suitably (anti-) symmetrized. In this co-ordinate system, the staticexchange wave function is written as:

$$
\begin{equation*}
\Psi^{ \pm}\left(\mathbf{r}_{2}, \rho\right)=2^{-\frac{1}{2}}\left\{\phi_{P s}\left(r_{2}\right) F^{ \pm}(\rho) \pm \phi_{P s}\left(\left|\rho+\frac{1}{2} \mathbf{r}_{2}\right|\right) F^{ \pm}\left(\frac{3}{4} \mathbf{r}_{2}-\frac{1}{2} \rho\right)\right\} \tag{2.21}
\end{equation*}
$$

Although this wave function is (anti-) symmetrical with respect to the interchange of the two electrons, this is difficult to see when the wave function is written in
terms of the $\left(r_{2}, \rho\right)$ co-ordinate system. However, this symmetry is more readily seen when the wave function is written in terms of the ( $\mathrm{r}_{1}, \mathrm{r}_{2}$ ) co-ordinate system (fig. 2.5), where $\mathbf{r}_{i}(i=1,2)$ are the position vectors of the two electrons with respect to the positron. In terms of the $\left(r_{1}, r_{2}\right)$ co-ordinate system, the wave function is re-written as:

$$
\begin{equation*}
\Psi^{ \pm}\left(\mathrm{r}_{1}, \mathrm{r}_{2}\right)=2^{-\frac{1}{2}}\left\{\phi_{P s}\left(r_{2}\right) F^{ \pm}\left(\mathbf{r}_{1}-\frac{1}{2} \mathbf{r}_{2}\right) \pm \phi_{P s}\left(r_{1}\right) F^{ \pm}\left(\mathbf{r}_{2}-\frac{1}{2} \mathbf{r}_{1}\right)\right\} \tag{2.22}
\end{equation*}
$$

and the hamiltonian is written as:

$$
\begin{equation*}
H=-\frac{1}{2 \mu_{P s}} \nabla_{\mathbf{r}_{1}}^{2}-\frac{1}{2 \mu_{P s}} \nabla_{\mathbf{r}_{2}}^{2}-\frac{\nabla_{\mathbf{r}_{1}} \cdot \nabla_{\mathbf{r}_{2}}}{m}-\frac{1}{r_{1}}-\frac{1}{r_{2}}+\frac{1}{r_{3}} \tag{2.23}
\end{equation*}
$$

where $\frac{\nabla_{r_{1}} \cdot \nabla_{r_{2}}}{m}$ is the mass-polarization term (Bethe and Salpeter, 1957 pg .168 ; Bransden and Joachain, 1983, pg.250), and $m=1$ a.u., $r_{3}=\left|r_{1}-r_{2}\right|$. Using the ( $\mathbf{r}_{1}, \mathbf{r}_{2}$ ) co-ordinate system, the kinetic-energy operator is more complicated and the potential-energy term is simplier than when the $\left(r_{2}, \rho\right)$ co-ordinate system is used.

## (a) Simplified static-exchange and adiabatic-exchange methods.

As we wanted to make maximum use of the static-exchange, adiabatic- exchange analysis and computer programixhech used for the $\mathrm{e}^{--}$H system which has been thoroughly tested, in our first treatment of the $\mathrm{e}^{-}$-Ps program we simplified the true static-exchange wave function (equations (2.21), (2.22)) by making the approximation $\left|\mathbf{r}_{1}-\frac{1}{2} \mathbf{r}_{2}\right| \approx\left|\mathbf{r}_{1}\right|$. This approximation, at least superticially, seems reasonable since the form of the static-exchange wave function is that which is suitable when the free electron is at large distances from the target, i.e. as $r_{1} \rightarrow \infty$. The distance of the bound-electron from the positron, $r_{2}$, is of the order at 2 bohr. Making this approximation, the wave function (2.22) reduces to:

$$
\begin{equation*}
\Psi_{S . E .1}^{ \pm}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=2^{-\frac{1}{2}}\left\{\phi_{P s}\left(r_{2}\right) F^{ \pm}\left(\mathbf{r}_{1}\right) \pm \phi_{P s}\left(r_{1}\right) F^{ \pm}\left(\mathbf{r}_{2}\right)\right\} \tag{2.24}
\end{equation*}
$$

and this allows us to use the static-exchange program used for $\mathrm{e}^{-}-\mathrm{H}$ with only minor alterations. This method we denoted by S.E.1. (Ward et al 1985) and when
a polarization potential is inserted into the integro differential equation, the method is referred to as A.E.1. (Ward and McDowell, 1984).

Using the wave function of the form (2.24), the hamiltonian (2.23), and projecting out according to

$$
\begin{equation*}
\int \phi_{P s}^{*}\left(\mathbf{r}_{2}\right)[H-E] \Psi_{S . E .1 .}^{ \pm}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) d \mathbf{r}_{2}=0 \tag{2.25}
\end{equation*}
$$

and then expanding the function $F^{ \pm}(\mathbf{r})$ in partial waves we obtain the integro differential equation,

$$
\begin{aligned}
& \left(\frac{d^{2}}{d r_{1}^{2}}-\frac{(l l+1)}{r_{1}^{2}}+K^{2}\right) u_{1}^{ \pm}(K, r)=2 \mu_{p_{5}} V_{13,1}\left(r_{1}\right) u_{2}^{ \pm}\left(k, r_{1}\right) \\
& \quad \pm 2 \mu_{p_{3}} \int_{0}^{\infty} K_{2}\left(r_{1}, r_{2}\right) u_{2}^{ \pm}\left(k, r_{2}\right) d r_{2} \pm \mu_{12} r_{r_{5}} r_{1} e^{-1 / 2 r_{1}} \int_{0}^{\infty} r_{2} u_{2}^{ \pm}(k, r) e^{-1 / 2 r_{2}} \\
& d r_{2} \delta_{L 1} \\
& (2.26)
\end{aligned}
$$

In equation (2.26)

$$
K^{2}=\mu_{p_{s}} k^{2} / \mu_{p_{s}}
$$

the direct-potential $V_{11}\left(r_{1}\right)$ is given by:

$$
\begin{equation*}
V_{15,1,}^{\text {direct-potential }\left(r_{11}\right)}=-\left(\frac{1}{r_{1}}+\frac{1}{2}\right) e^{-r_{1}} \tag{2.27}
\end{equation*}
$$

the exchange kernel being:

$$
K_{L}\left(r_{1}, r_{2}\right)=\left[\frac{r_{1} r_{2}}{2(2 L+1)}\right] e^{-y_{2}\left(r_{1}+r_{2}\right)}\left[\frac{\left(r_{2}\right)^{L}}{\left(r_{2}\right)^{1+1}}-\delta_{L 0}\left(E-2 E_{p_{2}}\right)\right]
$$

$$
(2.28)
$$

where $r_{<}, r_{>}$being the lesser and greater of $r_{1}$ and $r_{2}$ respectively.
The radial wave function $u_{l}^{ \pm}(\kappa, r)$ for equation (2.26) has the asympotic form

$$
\begin{equation*}
u_{l}^{ \pm}(\kappa, r) \underset{r \rightarrow \infty}{\sim \kappa^{-\frac{1}{2}}} \sin \left(\kappa r-\frac{1}{2} l \pi+\eta_{l}^{ \pm}\right) \tag{2.29}
\end{equation*}
$$

and the third term on the right-hand side of equation (2.26) arises from the masspolarization term. More details of this analysis can be found in Ward and McDowell (1984) and Ward et al (1985).

To allow for the polarization of the target, we added a polarization potential $V_{p o l}(r)$, of the form given by equation (2.12b), multiplied by the reduced mass $\mu_{P s}$ into the integro differential equation. The polarizability of positronium ( $\alpha_{P s}$ ) is eight times that of hydrogen. We modified the cut-off function slightly to allow for the reduced mass of the positronium so that the polarization potential which we used took the form:

$$
\begin{equation*}
V_{p o l}(r)=-\frac{\alpha_{P s}}{2 x^{4}}\left[1-e^{-2 x}\left(1+2 x+2 x^{2}+\frac{4}{3} x^{3}+\frac{2}{3} x^{4}+\frac{4}{27} x^{5}\right)\right] \mu_{P_{z}} \tag{2.30}
\end{equation*}
$$

where $\alpha_{P s}=36 a_{0}^{3}$ and $x=\mu_{P s} r$.
As with the integro-differential equation of $\mathrm{e}^{-}-\mathrm{H}$, the method of solution was to convert the integro differential equation (2.26) into a pair of coupled differential equations (Marriot (1958)). We found that the range $R$, discussed in the previous section needed to be longer for the $\mathrm{e}^{-}-\mathrm{Ps}$ system. This is reasonable since the $\mathrm{e}^{-}-\mathrm{Ps}$ system is more diffuse than the $\mathrm{e}^{-}-\mathrm{H}$ system. For the static exchange case, we took $\mathrm{R}=69.0$ and for the adiabatic-exchange case, $\mathrm{R}=304.5$. Within these ranges, we checked that the phase shifts were independent of the choice of mesh.

Although these particular methods, S.E.1. and A.E.1. have the advantage that they are easy to use and that the partial waves and their corresponding phase shifts can be easily evaluated, they do suffer from three major disadvantages, namely:
(1) There should be no static potential since the $\mathrm{e}^{-}$-Ps potential is anti symmetric about the centre of mass, and the charge density of the ground state vanishes (Drachman 1984).
(2) The radial solution of the integro differential equation (2.26) has the asymptotic form:

$$
\begin{equation*}
u_{l}^{ \pm}(\kappa, r) \sim \kappa^{-\frac{1}{2}} \sin \left(\kappa r-\frac{1}{2} l \pi+\eta_{l}^{ \pm}\right) \tag{2.31}
\end{equation*}
$$

rather than the true asymptotic form:

$$
\begin{equation*}
u_{l}^{ \pm}(k, \rho) \sim k^{-\frac{1}{2}} \sin \left(k \rho-\frac{1}{2} l \pi+\delta_{l}^{ \pm}\right) \tag{2.32}
\end{equation*}
$$

(It is possible for us to modify our asymptotic form to obtain the correct form by using a translation operator as described by Felsand Mittueman (1967).)
(3) Since we have modified the true static-exchange wave function, our phase shifts do not obey the bound principle.

These three disadvantages prevents us from determining the reliability of our results. We therefore, thought it necessary to perform the full static-exchange treatment (S.E.) and to use the Jacobi co-ordinate system since this is more appropriate for the scattering problem In the next section we describe this full static-exchange model for the $\mathrm{e}^{-}-\mathrm{Ps}$ system. and in $\S 2.7$, we compare the s-wave phase shifts from the S.E. 1 and A.E. 1 models with the S.E. phase-shifts.
(b) The full static-exchange treatment applied to $\mathrm{e}^{-}-\mathrm{Ps}$ scattering below the $n=2$ threshold.

The Schroedinger equation for the $\mathrm{e}^{-}-\mathrm{Ps}$ system is:

$$
\begin{equation*}
H \Psi^{ \pm}\left(\mathbf{r}_{2}, \rho\right)=E \Psi^{ \pm}\left(\mathbf{r}_{2}, \rho\right) \tag{2.33}
\end{equation*}
$$

where in terms of Jacobi co-ordinates ( $\mathrm{r}_{2}, \rho$ ) (fig. 2.5) the hamiltonian is:

$$
\begin{equation*}
H=-\frac{1}{2 \mu_{P_{s}-}} \nabla_{\rho}^{2}-\frac{1}{2 \mu_{P s}} \nabla_{\mathbf{r}_{2}}^{2}-\frac{1}{r_{1}}-\frac{1}{r_{2}}+\frac{1}{r_{3}} \text { a.u. } \tag{2.34}
\end{equation*}
$$

where $r_{1}=\left|\rho+\frac{1}{2} \mathrm{r}_{2}\right|, r_{3}=\left|\rho-\frac{1}{2} \mathrm{r}_{2}\right|$ and the static-exchange wave function is:

$$
\begin{equation*}
\Psi^{ \pm}\left(\mathbf{r}_{2}, \rho\right)=2^{-\frac{1}{2}}\left\{\phi_{P s}\left(\mathbf{r}_{2}\right) F^{ \pm}(\rho) \pm \phi_{P s}\left(\mathbf{r}_{1}\right) F^{ \pm}(\dot{\rho})\right\} \tag{2.35}
\end{equation*}
$$

where $\dot{\rho}=\frac{3}{4} \mathbf{r}_{2}-\frac{1}{2} \rho$. The analysis required to solve (2.33) is very similar to that used by Buckingham and Massey (1941) for the corresponding problem in nuclear physics of neutron-deutron ( $n-d$ ) scattering. Since the $n-d$ system, like $e^{-}-P s$, consist of three particles of equal mass, the kinetic-energy operator is the same. Our problem of $\mathrm{e}^{-}-\mathrm{Ps}$ scattering is somewhat simplier than the $\mathrm{n}-\mathrm{d}$ problem since the atomic potential energy and target wave function are known. The potential energy is the coulomb potential. Further investigations of the n-d problem have been performed by Burke and Roberton (1957), Haas and Roberton (1959) and Humberston (1964) using different models for the nuclear potential.

To obtain an equation for $F^{ \pm}(\rho)$ by solving (2.33) we make use of the following:
(a) The kinetic energy operator,

$$
T=-\frac{\nabla_{f}^{2}}{2 \mu_{p_{s}-}}-\frac{\nabla_{r_{2}}^{2}}{2 \mu_{p_{s}}}
$$

$$
(2.36)
$$

can be written in an alternative form, in terms of ( $\left.\mathrm{r}_{1}, \rho\right)$, which is equivalent,

$$
T=-\frac{\nabla_{f^{\prime}}^{2}}{2 \mu_{p_{s}-}}-\frac{\nabla_{r_{1}}^{2}}{2 \mu_{p_{3}}}
$$

$$
(2.37)
$$

(b) The Schoedinger equation for the ground-state positronium atom,

$$
\left[-\frac{\nabla_{r_{2}}^{2}}{2 \mu_{p_{3}}}-\frac{1}{r_{2}}\right] \phi_{p_{5}}\left(r_{2}\right)=E_{P_{3}} \phi_{P_{3}}\left(r_{2}\right)
$$

for when electron (2) is bound, and

$$
\left[-\frac{\nabla_{r_{1}}^{2}}{2 \mu_{r_{3}}}-\frac{1}{r_{1}}\right] \phi_{r_{3}}\left(r_{1}\right)=E_{p_{3}} \phi_{p_{3}}\left(r_{1}\right)
$$

when electron (1) is bound.
Using (2.33), and projecting out on the ground state wave function $\phi_{P s}\left(\mathbf{r}_{2}\right)$
we obtain:

$$
\begin{aligned}
& \left(\nabla_{f}^{2}+R^{2}\right) F^{ \pm}\left(f_{f}\right)= \pm 2 \mu_{p_{5}} \int\left(\phi_{r_{3}}^{*}\left(r_{2}\right)\left[-\frac{1}{2 \mu_{p_{5}}} \nabla_{f}^{2}-\frac{1}{2 \mu_{T_{3}}} \nabla_{\underline{r}_{2}}^{2}\right] d_{p_{3}}\left(r_{1}\right) F^{*}\left(f_{f}^{\prime}\right)\right. \\
& \pm 2 \mu_{p_{3}}-\int \phi_{r_{5}}^{*}\left(r_{2}\right)\left[-\frac{1}{r_{1}}-\frac{1}{r_{2}}+\frac{1}{r_{3}}\right] \phi_{r_{5}}\left(r_{1}\right) F^{ \pm}\left(f^{\prime}\right) d r_{2} \\
& \pm 2 \mu_{P_{3}-}\left(-E_{P_{3}} \frac{-k^{2}}{2 \mu_{P_{5}}}\right) \int \phi_{P_{S}}^{*}\left(r_{2}\right) \phi_{P_{S}}\left(r_{1}\right) F^{ \pm}\left(f^{\prime}\right) d r_{2} \\
& (2.40)
\end{aligned}
$$

where we note that the direct potential vanishes.

Consider the integral $I_{1}$,

$$
\begin{aligned}
& I_{1}= 2 \mu_{P_{s}}-\int \phi_{P_{2}}\left(\underline{r}_{2}\right)\left[-\frac{1}{2 \mu_{p_{5}}} \nabla_{f}^{2}-\frac{1}{2 \mu_{P_{s}}} \nabla_{r_{2}}^{2}\right] \phi_{B_{s}}\left(r_{1}\right) F^{+}\left(f_{f}^{\prime}\right) d \underline{r_{2}} \\
&(2.41) \\
&=\left(\frac{4}{3}\right)^{3}\left\{2 \mu_{P_{s}} \int \phi_{r_{s}}\left(r_{2}\right)\left[E_{P_{s}}+\frac{1}{r_{1}}\right] \phi_{P_{s}}\left(r_{1}\right) F^{ \pm}\left(f^{\prime}\right) d f_{f}^{\prime}\right. \\
&\left.-\int\left\{\nabla_{f^{\prime}}^{2} \phi_{P_{s}}\left(r_{1}\right) \phi_{P_{3}}\left(r_{2}\right)\right\} F^{ \pm}\left(f^{\prime}\right) d f^{\prime}\right\}(2.42)
\end{aligned}
$$

where we have used (2.37), (2.39), Green's Theorem and have replaced the variable integration from $\mathbf{r}_{2}$ to $\dot{\rho}$. Now,

$$
\begin{aligned}
\nabla_{f^{\prime}}^{2} \phi_{P_{3}}\left(r_{1}\right) \phi_{r_{3}}\left(r_{2}\right) & =\frac{16}{9} \phi_{r_{s}}\left(r_{1}\right) \nabla_{r_{2}}^{2} \phi_{r_{3}}\left(r_{2}\right)+\frac{4}{q} \phi_{P_{3}}\left(r_{2}\right) \nabla_{r_{1}}^{2} \phi_{p_{3}}\left(r_{1}\right) \\
& +\frac{16}{9} \frac{r_{1} \cdot r_{2}}{r_{1} r_{2}} \phi_{r_{s}}^{\prime}\left(r_{1}\right) \phi_{p_{s}}^{\prime}\left(r_{2}\right) \\
= & \frac{4}{9} \phi_{P_{3}}\left(r_{1}\right) \phi_{r_{s}}\left(r_{2}\right)\left[-5 E_{P_{s}}-\frac{1}{r_{1}}-\frac{4}{r_{2}}\right],(2.43) \\
& +\frac{16}{9} \frac{r_{1} \cdot r_{2}}{r_{1} r_{2}} \phi_{P_{s}}^{\prime}\left(r_{1}\right) \phi_{P_{s}}^{\prime}\left(r_{2}\right)
\end{aligned}
$$

where (2.38) and (2.39) have been used. Substituting (2.43) into (2.42), then from
(2.40) we obtain:

$$
\begin{array}{r}
\left(\nabla_{f}^{2}+k^{2}\right) F^{ \pm}(f)=\int\left\{Q^{ \pm}\left(f-f^{\prime}\right)+P^{ \pm}\left(f-f^{\prime}\right)+\left(\frac{E_{R}}{E_{p}}-\frac{5}{3}\right) N^{ \pm}\left(f f^{\prime}\right\}\right. \\
F^{ \pm}\left(f^{\prime}\right) d f^{\prime} \\
(2.44)
\end{array}
$$

where $E_{R}=\frac{3 k^{2}}{4} a . u .$,

$$
\left.\begin{array}{rl}
Q_{\left(f, f^{\prime}\right)=}^{ \pm} & \pm\left(\frac{4}{3}\right)^{4} \phi_{P_{3}}\left(r_{1}\right) \frac{1}{r_{3}} \phi_{P_{5}}\left(r_{2}\right) \\
P^{ \pm}\left(f, f^{\prime}\right)= & \pm \frac{1}{3}\left(\frac{4}{3}\right)^{4}\left\{\phi_{P_{3}}\left(r_{1}\right)\left[\frac{1}{r_{1}}+\frac{1}{r_{2}}\right] \phi_{P_{s}}\left(r_{2}\right)\right. \\
& -4 \phi_{P_{s}}^{\prime}\left(r_{1}\right) \phi_{P_{3}}^{\prime}\left(r_{2}\right) \frac{r_{1} \cdot r_{2}}{r_{1} r_{2}}
\end{array}\right\},
$$

$$
(2,45)
$$

and

$$
Q_{P_{3}}^{\prime}(r)=\frac{d}{d r} \varnothing_{p=}(r)
$$

To obtain the equation for the radial wave function, $F^{ \pm}(\rho)$ and the kernels
$Q^{ \pm}(\rho, \dot{\rho}), P^{ \pm}(\rho, \dot{\rho}), N^{ \pm}(\rho, \dot{\rho})$ are expanded in Legendre polynomials,

$$
F^{ \pm}(f)=\sum_{l=0}^{\infty} \frac{u_{L}^{ \pm}(k, \rho)}{\rho} \quad P_{L}(\cos \theta), \quad(2.4 .6)
$$

$$
\left.\begin{array}{l}
Q^{ \pm}\left(f, f^{\prime}\right) \\
p^{ \pm}\left(f, f^{\prime}\right) \\
N^{ \pm}\left(f, f^{\prime}\right)
\end{array}\right\}=\sum_{s=0}^{\infty} \frac{(2 s+1)}{4 \pi p p^{\prime}} P_{s}\left(\cos \theta^{\prime}\right)\left\{\begin{array}{l}
q_{s}^{ \pm}\left(p, p^{\prime}\right) \\
p_{s}^{ \pm}\left(p-\rho^{\prime}\right) \\
n_{s}^{ \pm}\left(p, \rho^{\prime}\right) \\
(2.47 a)
\end{array}\right.
$$

where

$$
\left.\begin{array}{l}
q_{s}^{ \pm}\left(p, \rho^{\prime}\right) \\
p_{s}^{ \pm}\left(p, \rho^{\prime}\right) \\
n_{s}^{ \pm}\left(p, \rho^{\prime}\right)
\end{array}\right\}=2 \pi \rho \rho^{\prime}\left(P _ { s } ( \operatorname { c o s } \theta ^ { \prime } ) \operatorname { s i n } \theta ^ { \prime } d \theta ^ { \prime } \left\{\begin{array}{l}
Q^{ \pm}\left(f, f^{\prime}\right) \\
P^{ \pm}\left(f, f^{\prime}\right) \\
N^{ \pm}\left(f-f^{\prime}\right) \\
(2.4-7 b)
\end{array}\right.\right.
$$

and $\cos \hat{\theta}=\frac{\rho \cdot \hat{\rho}}{\rho \dot{\rho}}$ and $\theta$ is the polar angle of $\rho$ (w.r.t $z$-axis).
From equations (2.44), (2.46), (2.48) and using the orthogonal properties of

$$
\begin{aligned}
& \text { the legendre polynomials we obtain: } \\
& \left(\frac{d^{2}}{d \rho^{2}}+k^{2}-\frac{l(l+1)}{\rho^{2}}\right) u_{c}^{ \pm}(k, \rho)=\int_{c}^{\infty} k_{c}^{ \pm}\left(\rho, \rho^{\prime}\right) u_{c}^{ \pm}\left(k, \rho^{\prime}\right) d \rho^{\prime} \\
& (2.48)
\end{aligned}
$$

where

$$
k_{L} \pm\left(p-\rho^{\prime}\right)= \pm\left\{q_{L}(p, p)+p_{L}(\rho \cdot \rho)+\left(\frac{E_{R}}{E_{r=s}}-\frac{5}{3}\right) n_{c}\left(p, \rho^{-}\right)\right\}
$$

and the radial function $u_{l}^{ \pm}(k, \rho)$ is required to satisfy the bounday conditions:

$$
\begin{equation*}
u_{l}^{ \pm}(k, 0)=0, u_{l}^{ \pm}(k, \rho) \underset{\rho \rightarrow \infty}{\sim k^{-\frac{1}{2}} \sin \left(k \rho-\frac{1}{2} l \pi+\delta_{l}^{ \pm}\right)} \tag{2.50}
\end{equation*}
$$

2.5 Method of solution of the integro-differential equation for $\mathbf{e}^{-}$-Ps scattering.
(i) Evaluation of the kernels.

The kernels can be written in terms of the integrals $T_{l}, F_{l}(1,0), F_{l}(0,1), F_{l}(0,0), G_{l}$, such that:

$$
\begin{gather*}
q_{l}(\rho, \dot{\rho})=b T_{l} \\
p_{l}(\rho, \dot{\rho})=e\left\{F_{l}(1,0)+F_{l}(0,1)\right\}+h G_{l},  \tag{2.51}\\
n_{l}(\rho, \dot{\rho})=a F_{l}(0,0)
\end{gather*}
$$

where $a=\left(\frac{2}{3}\right)^{4}, b=\frac{2^{5}}{3^{3}}, e=2\left(\frac{2}{3}\right)^{4}, h=-2\left(\frac{2}{3}\right)^{5}$. The integrals are given by:

$$
\begin{gather*}
T_{l}=\int_{-1}^{+1} E X(l)\left(\rho^{2}+\dot{\rho}^{2}-2 \rho \rho \dot{\rho} x\right)^{-\frac{1}{2}} d x \\
F_{l}(n, m)=\int_{-1}^{+1} E X(l) X(\rho, \dot{\rho})^{-n} X(\dot{\rho}, \rho)^{-m} d x  \tag{2.52}\\
G_{l}=\int_{-1}^{+1} E X(l)\left(2 \dot{\rho}^{2}+2 \rho^{2}+5 \rho \dot{\rho} x\right) X(\rho, \rho)^{-1} X(\dot{\rho}, \rho)^{-1} d x
\end{gather*}
$$

where

$$
\begin{gather*}
X(\rho, \dot{\rho})=\left(\rho^{2}+4 \dot{\rho}^{2}+4 \rho \rho \dot{\rho} x\right)^{\frac{1}{2}} \\
E X(l)=\rho \rho \dot{\rho} \exp \left[-\frac{1}{3}(X(\rho, \rho)+X(\dot{\rho}, \rho))\right] P_{l}(x) \tag{2.53}
\end{gather*}
$$

and $P_{l}(x)$ is the $l^{\text {th }}$ order legendre polynomial of the first kind.
Since the kernels are symmetric, i.e. $k^{ \pm}(\rho, \rho)=k^{ \pm}(\dot{\rho}, \rho)$, we only need to consider $\rho \geq \dot{\rho}$. The integral $T_{l}$ has a singularity at the upper limit of integration when $\rho=\rho$. This singularity is removed by making the substitution $Z^{2}=\rho^{2}+$ $\dot{\rho}^{2}-2 \rho \rho \dot{\rho}$. We remove the singularity which appears in $F_{l}(1,0), G_{l}$ at the lower integration point when $\rho=2 \dot{\rho}$ by using the substitution $y^{2}=\rho^{2}+4 \dot{\rho}^{2}+4 \rho \dot{\rho} x$.

All of the integrals $\left(T_{l}, F_{l}(1,0), F_{l}(0,1), F_{l}(0,0), G_{l}\right)$ were performed numerically by using Gauss-Legendre quadrature. The nag library (mark 11, 1983) routines (D01BBF (D01BAZ)) were used and the kernels were tabulated as a function of $\rho, \rho$. In $\S 2.6$, the convergence of the kernel with respect to the number of integration points is discussed.
(ii) Solving the integro-differential equation.

The method of solving (2.48) has been described in detail by Robertson (1956), Haas and Roberton (1959) and Humberston (1964).

As the kernel $k_{l}^{ \pm}(\rho, \dot{\rho})$ decreases very rapidly with increasing $\rho, \dot{\rho}$, it is possible to replace the upper limit by some finite value $R$. Equation (2.48) can therefore be written as:

$$
\begin{equation*}
\left(\frac{d^{2}}{d \rho^{2}}+D\right) u_{l}^{ \pm}(k, \rho)=\int_{0}^{R} k_{l}^{ \pm}(\rho, \dot{\rho}) u_{l}^{ \pm}(k, \dot{\rho}) d \dot{\rho} \tag{2.54}
\end{equation*}
$$

where

$$
D=k^{2}-\frac{l(l+1)}{\rho^{2}} .
$$

For small values of $\rho$ (or $\rho$ ) the wave function $u_{l}^{ \pm}(k, \rho)$ varies rapidly with $\rho$ whereas for large $\rho$, the variation, which is of form (2.50), is much more slowly varying. This means that when we split the $\rho$ range of integration into a set of mesh points, it is important to have a small mesh spacing when $\rho$ is small. However, since we also require a large value for $R$, we can chose a slightly larger mesh spacing $H$ for $\rho$ in the intermediate range and in the asymptotic region. Our choice of mesh for the $\rho$ (and $\hat{\rho}$ ) range of integration is according to:

$$
\begin{equation*}
R=N 1 H+(N 2-N 1) 2 H+(N 3-N 2) 4 H+(N 4-N 3) 8 H \tag{2.55}
\end{equation*}
$$

where $N 1, N 2, N 3, N 4$ are integers and H is the initial mesh spacing. The mesh parameters ( $\mathrm{N} 4, \mathrm{~N} 3, \mathrm{~N} 2, \mathrm{~N} 1, \mathrm{H}$ ) are input parameters of the program.

Obviously it is important to check that the results are independent of the choice of mesh and that the range $R$ is sufficiently large. Care is taken at the positions where the mesh spacing is doubled. Roberton (1956) divided the $\rho, \rho$ range of integration into equal intervals. This was perfectly acceptable since the nuclear potentials have much shorter range than the atomic.

The equation (2.54) was re-written by replacing the second derivative by its central difference representation and the integral was replaced by a summation in which Simpson's rule was used. To reduce the error which arises from using the central differences representation of the second derivative, and is of the order $H^{2}$, we followed Fox and Goodwin (1949) by operating on the whole equation by
$\left\{1+\frac{1}{12} \delta^{2}\right\} . \delta$ is the central difference operator (see Froberg, 1979). After this procedure, equation (2.54) becomes:

(2.56)
where we have ignored the correction term and $T_{m}$ are the weights obtained from Simpson's rule. $\mathrm{K}_{n, m}$ is the kernel evaluated at point ( $n, m$ ).

In equation (2.56).

$$
\begin{gathered}
(H r)=H \text { for } 0 \leq \rho \leq(N 1-1) H \\
(H r)=2 H \text { for } N 1 H+2 H \leq \rho \leq(N 2-1-N 1) 2 H+N 1 H \\
(H r)=4 H \text { for }(N 2-N 1) 2 H+N 1 H \quad+4 H \leq \rho \leq \\
(N 3-1-N 2) 4 H+(N 2-N 1) 2 H+N 1 H \\
(H r)=8 H \text { for }(N 3-N 2) 4 H+(N 2-N 1) 2 H+N 1 H+8 H \leq \rho \leq \\
(N 4-N 3) 8 H+(N 3-N 2) 4 H+(N 2-N 1) 2 H+N 1 H-8 H .
\end{gathered}
$$

When $\rho=\rho_{1}, \rho_{2}, \rho_{3}$, where $\rho_{1}=N_{1} H, \rho_{2}=(N 2-N 1) 2 H+N 1 H, \rho_{3}=(N 3-$ $N 2) 4 H+(N 2-N 1) 2 H+N 1 H$, the point (n-1) has to be replaced by (n-2) in order to obtain the correct spacing. Apart from this change, equation (2.56) can be used.

Equation (2.56) can be written in the alternative form:

$$
\begin{equation*}
\sum_{m=2}^{N} B_{n m} u_{m}=-B_{n 1} u_{1}-B_{n 0} u_{0}(n=1,2, \ldots, N-1) \tag{2.5/Z}
\end{equation*}
$$

where

$$
\begin{aligned}
& B_{n m}=T_{m}\left(K_{n-1, m}+10 K_{n m}+K_{n+1, m}\right) \frac{(H r)^{2}}{12} \quad \text { (2.57b) } \\
& -\left(1+\frac{1}{12}(H r)^{2} D_{n-1}\right) \delta_{n-1, m}+\left(2-\frac{10}{12}(H r)^{2} D_{n}\right) \delta_{n, m}-\left(1+\frac{1}{12}(H r)^{2} D_{n+1}\right)
\end{aligned}
$$

The boundary condition at the origin requires that $u_{0}=0$ and since the equation is homogeneous we chose $u_{1}=1$.

As $\rho$ tends to zero, the term $B_{n 0} u_{\llcorner }(0)$ isnon-jero if $n=1 \operatorname{anil}$. This can be seen by expanding the wave function for small $\rho$ in a power series about the origin,

$$
\begin{align*}
& \lim _{\rho \rightarrow 0} B_{n o 0} u(p)=\left\{-\left(1+\frac{1}{12} H^{2} D_{n-1}\right) \delta_{n-1,0}^{l+1}+a_{1 l}^{l+2}+a_{2 l} \rho^{l+3}+\ldots\right.  \tag{2.58}\\
&-\left(1+\frac{10}{12} H^{2} D_{n}\right) \delta_{n, 0} \\
&(12.58) \\
&\left.\left.H^{2} D_{n+1}\right) \delta_{n+1,0}\right\}\left(a_{0<} \rho^{l+1}+a_{1,} \rho^{c+2}+\ldots\right)
\end{align*}
$$

if $n=1$

$$
\begin{array}{r}
\lim _{(\rightarrow 0} B_{10} u(0)=\frac{1}{12} H^{2}(l+1)\left(a_{0<} \rho^{L-1}+a_{11} \rho^{L}+\cdots\right) \\
c 2.59)
\end{array}
$$

which is ran-zeró if $1=1$, and equals $\frac{1}{12} H^{2} 2 a_{01}$. The constant $a_{01}$ is obtained by neglecting all but the first term in (2.58) giving $a_{01}=H^{-2}$. Thus, equation (2.57a) becomes

$$
\begin{equation*}
\sum_{m=2}^{N} B_{n m} u_{m}=-\left(B_{n 1}+\frac{1}{6} \delta_{n 1} \delta_{l 1}\right) \tag{2.60}
\end{equation*}
$$

or in matrix form

$$
\begin{equation*}
B u=A \tag{2.61}
\end{equation*}
$$

Equation (2.61) was solved using the NAG library, ( . (mark11,1983), and the normalization was obtained by matching the solution at large $\rho$ with the asymptotic form.

$$
u_{l}^{ \pm}(k, \rho)=k^{-\frac{1}{2}} \sin \left(k \rho-\frac{1}{2} l \pi+\delta_{l}^{ \pm}\right)
$$

which enables us to determine the phase shift.
Since the individual kernels $p_{l}^{ \pm}\left(\rho, \rho^{\prime}\right), q_{l}^{ \pm}\left(\rho, \rho^{\prime}\right), n_{l}^{ \pm}\left(\rho, \rho^{\prime}\right)$ are energy independent, they were evaluation in a separate program from that required to solve the integro differential equation. The kernels were tabulated at the mesh points $\rho, \rho$ in a data file. A separate program read in the kernels, multiplied the $n_{l}^{ \pm}(\rho, \rho)$ kernel by the energy dependent term, and then solved the integro- differential equation i . the manner just described. We ran the programs on the R.H.B.N.C. VAX,
2.6 Tests performed to check the analysis and computer program for the solution of the integro-differential equation.
(a) Convergence of the kernels.

We used $8,16,32,64$ integration points (NI) in the evaluation of the kernels to check the convergence of the integrals performed by GaussLegendre quardrature. The convergence was rapid; the agreement in the kernels as NI was increased from 32 to 64 points were mainly to at least 7 figures. This corresponded to a change in the 4 figure of $\tan \delta_{0}^{+}(k=0.3)$, (see Table .2). The agreement in the radial function for $l=0$ and $k=0.3$ was mainly to at least 4 figures. We tested the convergence for higher order partial waves and the convergence was good. Our choice of NI was 64.
(b) Solution of integro-differential equation for a test kernel.

We needed to know the accuracy of the numerical solution $u_{l}(\rho)$ determined from the matrix equation (2.61). Therefore, we used a test kernel in which it was possible to obtain an analytical solution of (2.48). The analytical solution was compared with the numerical solution calculated by using (2.61) together with the test kernel. This provided a check on our coding equation (2.61) and whether the representation of the second differential by the central difference formula was adequate. Obviously it was important to chose a test kernel which was of the same form of the true kernal for the scattering problem.

A suitable test kernel is given by

$$
\begin{equation*}
\mathrm{K}_{0}^{t}(\rho, \dot{\rho})=(A \rho \dot{\rho}-B) e^{-\beta(\rho+\dot{\rho})} \tag{2.62}
\end{equation*}
$$

where $A, B, \beta$ are constants.
We considered just the $l=0$ case so that the integro-differential equation (2.48) is of the form:

$$
\begin{equation*}
\left\{\frac{d^{2}}{d \rho^{2}}+k^{2}\right\} f_{0}^{t}(\rho)=\int_{0}^{\infty} \mathrm{K}_{0}^{t}(\rho, \dot{\rho}) f_{0}^{t}(\dot{\rho}) d \dot{\rho} \tag{2.63.}
\end{equation*}
$$

It is clear that the solution is of sinusoidal form. We solved (2.63) by applying the Laplace transform to the whole equation. The solution is:

$$
\begin{align*}
& f_{0}^{t}(\rho)=\frac{A C}{\left(\beta^{2}+k^{2}\right)}\left\{\frac { 1 } { ( \beta ^ { 2 } + k ^ { 2 } ) } \left\{-2 \beta \cos k \rho+\left(\frac{\beta^{2}}{k}-k\right) \sin k \rho\right.\right. \\
& \left.+2 \beta e^{-\beta \rho}+\rho e^{-\beta \rho}\right\}-\frac{\beta D}{\left(\beta^{2}+k^{2}\right)}\left\{e^{-\beta \rho}-\cos k \rho+\frac{\beta}{k} \sin k \rho\right\} \\
& +\frac{f_{0}^{t}(H)}{H} \frac{\sin k \rho}{k} \tag{2.64}
\end{align*}
$$

where $C=C(\beta, k)$ and $D=D(\beta, k)$. (Full details given in Appendix A1).
As with the numerical solution, we took

$$
\begin{equation*}
f_{0}^{t}(H)=1.0 \tag{2.65}
\end{equation*}
$$

Details of how this equation is obtained, the values for $A, B, \beta$ and the expression for $C$ and $D \stackrel{\text { are }}{\text { given in Appendix A1. The agreement between the numerical and }}$ analytical solution $f_{0}^{t}(\rho)$ was to better than 6 figures for $k=0.1 a_{0}^{-1}$, to mainly 6 figures for $k=0.2 a_{0}^{-1}$ and mainly to 5 figures for $k=0.3 a_{0}^{-1}$. This agreement is very good and gives us confidence in the numerical method of solving equation (2.48). By varying the mesh parameters ( $N 1, N 2, N 3, N 4, H$ ) we checked that the solution was independent of the choice of mesh. We found that $R=7.9$ was adequate and $H=0.01$ was sufficiently small.
(c) Numerical Integration.

Simpsons rule was used for the numerical integration of the integrals on the right hand side of equation (2.63). We repeated this integration by using the trapezoidal rule and the agreement in the numerical solution was very good. A further check on the integration was provided by varying the mesh and checking that the solution remained stationary.
(d) Stability of Mesh.

Since we were confident in the numerical method used to solve the integrodifferential equation, we could now use the true kernel for the $\mathrm{e}^{-}$-Ps scattering
problem (2.48,2.49). We investigated the effect of changing the value of $R, H$ and the other mesh parameters had on the phase shifts and numerical solution. The range $R$ needs to be sufficiently large so that the integral from $R$ to $\infty$ of equation (2.48) can justificably be neglected. Also, $H$ needs to be sufficiently small so that the error term arising from using the central difference representation of the second differential is negligibly small. As a guide, ten mesh points per half cycle is reasonable. Thus,

$$
10 \Delta(k, \rho)=\pi
$$

and for a given $k$

$$
H=\frac{\pi}{10 k}
$$

Since $k=0.5 a_{0}^{-1}$, the value of k at the $\mathrm{n}=2$ threshold, is the largest value of k we need to consider, we should ensure $H \leq 0.6$.

Both the program to evaluate the kernal and the program to solve the integrodifferential equation were run on the R.H.B.N.C VAX. We found that the limitation was not so much the memory space but the CPU time. The time limit on a medium batch job was 15 minutes. This meant restricting N4 $=250$ when the numbers of integration points in the evaluation of the kernels (NI) was 32 and N4 $=180$ when $\mathrm{NI}=64$. With $\mathrm{N} 4=180$ and 250 , we investigated suitable values for R and H . Since a sufficiently large value of $R$ and sufficiently small value of $H$ could be obtained with $\mathrm{N} 4=180$, we decided to use $\mathrm{NI}=64$, for added accuracy. With R fixed, we varied the other mesh parameters ( $\mathrm{N} 4, \mathrm{~N} 3, \mathrm{~N} 2 \mathrm{~N} 1, \mathrm{H}$ ) to check that both the solution and phase shift were independent of the choice of mesh parameters. In choosing the mesh spacing $H$, we ran the program with zero kernel for $\mathrm{l}=0$. The solution of equation (2.48) which satisfies the boundary conditions (2.50) is:

$$
u_{0}^{ \pm}(k, \rho)=k^{-\frac{1}{2}} \sin k \rho
$$

With $\mathrm{N} 4=180, \mathrm{R}=31, \mathrm{H}=0.025$, the agreement between the analytical and numerical solution was to better than 6 figures for 155 of the mesh points and to 5 figures for the remaining mesh points. When $\mathrm{N} 4=90, \mathrm{R}=31, \mathrm{H}=0.05$, the agreement was to better than 6 figures for 55 of the mesh points and to 5 figures for the remaining points. Thus $\mathrm{H}=0.05$ is sufficiently small, although it is preferable
to take $\mathrm{H}=0.025$. With the true kernel we checked that the mesh spacing of 0.025 was suitable by comparing phase shifts evaluated at the same value of $R$.

Table22 shows the variation of $\tan \delta_{0}^{+}, \tan \delta_{0}^{ \pm}$at $k=0.3_{0}^{-1}$, as N4 was increased, which corresponds to an increase in R since the other mesh parameters were kept constant. As can be seen, $\mathrm{R}=31$ is sufficiently large for $\mathrm{l}=0,1$. Table . $2.3 \mathrm{a}, \mathrm{b}$ shows the effect on $\tan \delta_{0}^{+}, \tan \delta_{1}^{ \pm}$of varying the mesh parameters for a fixed $R$.

Our choice of mesh parameters was: N4 $=180, \mathrm{~N} 3=36, \mathrm{~N} 2=20, \mathrm{~N} 1=$ $16, \mathrm{H}=0.025, \mathrm{R}=31$ for $\mathrm{l}=0,1$ and for $\mathrm{l}=2,3,4$ we found that a larger value of $R$ was required. For these higher partial waves, we chose $\mathrm{N} 4=260$, $\mathrm{N} 3=60$, N2 $=40, \mathrm{~N} 1=20, \mathrm{H}=0.025, \mathrm{R}=43.5$ and calculated the phase shifts on the ULCC CRAY1S since we wanted $\mathrm{NI}=64$.

We checked that our choice of mesh was suitable for the whole energy range. Our investigation of the choice of mesh and the verification that the phase shifts and radial wave function were independent of the particular set of mesh parameters (to within 3 figures) was much more extensive then shown in these tables

### 2.7 Results and discussion.

In table 2.4, the static-exchange phase shifts for the partial waves $l=0 \rightarrow 5$ for the scattering of slow energy electrons by positronium, below the $n=2$ threshold, are shown. We note:
(i) As k tends to zero, the singlet s-wave phase shifts tend to $\pi$, but the triplet phase shifts tend to zero.
(ii) With increasing l, but with k constant, the magnitude of the singlet and triplet phase shifts decreaserapidly, by $l=5$ the phase shifts are negligibly small.
(iii) The singlet and triplet phase shifts are of opposite sign for a given $l$, there being no direct potential. By $l=5$, these phase shifts are approximately of equal magnitude.
(iv) The s-wave and p-wave phase shifts give the dominant contribution to the total elastic cross section. For $k \leq 0.10 a_{0}^{-1}$, the dominant contribution is from the s-wave, and for $k \geq 0.15 a_{0}^{-1}$ the dominant contribution is from the p-wave. In Chapter 5 the total and diffusion cross sections are reported and discussed more fully.

Consider point (i). It is interesting that the behaviour of the s-wave phase shifts, within moduli $\pi$, resembles so closely the s-wave phase shifts of $\mathrm{e}^{-}-\mathrm{H}$ scattering (fig. 2.1), yet for the $\mathrm{e}^{-}-\mathrm{Ps}$ system, the triplet phase shifts tend to zero as k tends to zero, whereas for $\mathrm{e}^{-}-\mathrm{H}$ they tend to $\pi$. For $\mathrm{e}^{-}-\mathrm{H}$, we have

$$
\Psi^{-}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=2^{-\frac{1}{2}}\left\{\phi_{0}\left(\mathbf{r}_{1}\right) F^{-}\left(\mathbf{r}_{2}\right)-\phi_{0}\left(\mathbf{r}_{2}\right) F^{-}\left(\mathbf{r}_{1}\right)\right\}
$$

which is identically zero when:

$$
\begin{equation*}
F^{-}(\mathbf{r})=\phi_{0}(\mathbf{r}) . \tag{2.66}
\end{equation*}
$$

This means that a solution to (2.10) is obtained when $u_{0}^{-}(r)=r \phi_{0}(r)$. This function vanishes at $r=0$ and as $r \rightarrow \infty$. Hence if $u_{0}^{-}(r)$ is a solution of (2.10) satisfying the boundary conditions (2.9), then

$$
\begin{equation*}
u_{0}^{-}(r, \lambda)=u_{0}^{-}(r)+\lambda r \phi_{0}(r) \quad(\lambda=\text { constant }) \tag{2.67}
\end{equation*}
$$

is also a solution which will have the same phase shift since $r \phi_{0}(r)$ vanishes asymptotically. Thus, for the triplet $\mathrm{e}^{-}-\mathrm{H}$, there exists a bounded solution of (2.10) but does not correspond to a bound-state. This explains why the triplet s-wave phase shift tends to $\pi$ rather than zero, although according to Levinson's theorem it should tend to zero. For $\mathrm{e}^{-}-\mathrm{Ps}$, the static-exchange wave function for the triplet case is:

$$
\begin{gather*}
\Psi^{-}\left(\mathbf{r}_{2}, \rho\right)=2^{-\frac{1}{2}}\left\{\phi_{P s}\left(r_{2}\right) F^{-}(\rho)-\phi_{P s}\left(r_{1}\right) F^{-}(\hat{\rho})\right\} \equiv \\
\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=2^{-\frac{1}{2}}\left\{\phi_{P s}\left(r_{2}\right) F^{-}\left(\mathbf{r}_{1}-\frac{1}{2} \mathbf{r}_{2}\right)-\phi_{P s}\left(r_{1}\right) F^{-}\left(\mathbf{r}_{2}-\frac{1}{2} \mathbf{r}_{1}\right)\right\} \tag{2.68}
\end{gather*}
$$

which does not vanish when

$$
\begin{equation*}
F^{-}(\rho)=\phi_{P s}(\rho), \tag{2.69}
\end{equation*}
$$

hence Levinson's theorem holds for both the singlet and triplet phase shifts of $\mathrm{e}^{-}-\mathrm{Ps}$ scattering. We verified that the triplet phase shift does indeed go to zero, not $\pi$, as k tends to zero by plotting the radial wave function and measuring the phase shift by counting the nodes. Also, we ran the static-exchange program at high energies to check that the phase shift did tend to zero as we go to large energies. The singlet phase shifts tend to $\pi$ as k tends to zero in accord with the Levinson's theorem since there exists one bound- state of $\mathrm{Ps}^{-}$which is a singlet state.

Using the static-exchange wave function we predicted the binding energy of $\mathrm{Ps}^{-}$to be 0.003075 a.u. compared to the best value to date of 0.1200506 a.u. (Bhatia and Drachman, 1983). Although our value for the binding energy is poor, it is suprizing that such a simple wave function is capable of establishing the bound state of $\mathrm{Ps}^{-}$which is highly correlated system.

We calculated the singlet and triplet scattering lengths of $\mathrm{Ps}^{-}$extrapolating $\tan \delta_{0}^{ \pm} / k$ to zero $k$ and these are shown in table 2. The zero-energy s-wave cross section determined by this method is $521 \pi a_{0}^{2}$. In Table 2.5, we compare the s-wave phase shifts and scattering lengths calculated to the A.E.1, S.E. 1 methods with the static-exchange (S.E.) results. Both the S.E. 1 and A.E.1. phase shifts are larger than the S.E. results but the agreement is fairly good (Moduli $\pi$ ) between these three methods. We note, however, that the triplet S.E. 1 and A.E. 1 s-wave phase shifts tend to $\pi$ rather than zero. The reason for this can be understood from the simplified static-exchange wave function.

$$
\begin{equation*}
\Psi_{S . E .1}^{-}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=2^{-\frac{1}{2}}\left\{\phi_{P s}\left(r_{2}\right) F^{-}\left(\mathbf{r}_{1}\right)-\phi_{P s}\left(r_{1}\right) F^{-}\left(\mathbf{r}_{2}\right)\right\} \tag{2.70}
\end{equation*}
$$

which is identically zero when

$$
\begin{equation*}
F^{-}(\mathrm{r})=\phi_{P s}(\mathrm{r}) . \tag{2.71}
\end{equation*}
$$

Since the full static-exchange method is superior to the simplified static-exchange method in that the radial wave function has the correct asymptatic form and there is (correctly) no direct potential in the integro-differential equation, I have not tabulated higher order phase shifts determined by the S.E.1., A.E. 1 methods.

The static-exchange method, however, does have the disadvantage that it makes no allowance for the polarization (distortion) of the target Ps atom. As
discussed in section 2.3, the effect of polarization on the results of $\mathrm{e}^{-}-\mathrm{H}$ scattering becomes increasingly important for higher-order I. The effect of polarization was important in the p-wave at very low energies and in the d-wave, over a larger energy range. We would expect a similar behaviour for the $\mathrm{e}^{-}$-Ps system. By including a polarization potential with a suitable cut-off function into the static exchange integro-differential for the $\mathrm{e}^{-}-\mathrm{H}$ system, the resulting phase shifts agreed reasonably well with the accurate variational results.

Therefore, we added the term of the form:

$$
\begin{equation*}
V_{p o l}=-\frac{\alpha_{P s}}{2 \rho^{4}} w(\rho) \tag{2.72}
\end{equation*}
$$

multiplied by $2 \mu_{P^{-}}$to the right-hand side of the integro-differential equation for the $\mathrm{e}^{-}$-Ps system (2.48) to represent the polarization of positronium, where $w(\rho)$ is a cut-off function such that:

$$
\begin{equation*}
w(\rho) \rightarrow 1 \text { as } \rho \rightarrow \infty \tag{2.73}
\end{equation*}
$$

Following Peach (1980), we took

$$
\begin{equation*}
w(\rho)=\left[1-\sum_{j=0}^{2} \frac{x}{j!} e^{-x}\right], x=\beta \rho . \tag{2.74}
\end{equation*}
$$

Peach (1980) obtained the parameter $\beta$ for the Ne-e system by ensuring that the adiabatic-exchange results reproduce as closely as possible the experimental data.

As stated earlier in this section, the dominant contribution to the total elastic cross section for the energy region corresponding to $0 \leq k\left(a_{0}^{-1}\right)<0.5$ come from the $s$ and p-waves, and for $k \geq 0.15 a_{0}^{-1}$ the main contribution is from the triplet p-wave. In order to calculate accurate total elastic and differential cross sections we determined the s- and p-wave phase shifts very accurately by performing a variational calculation (which is discussed in chapter 3 and 4). We obtained the parameter $\beta$ by matching the ${ }^{3} \mathrm{P}$ adiabatic exchange phase shifts with the accurate ${ }^{3} \mathrm{P}$ variational results. Using this choice of $\beta$, we determined the phase shifts for the singlet and triplet states and for the higher order phase shifts within the adiabaticexchange approximation. These results are reported in chapter 5.

### 2.8 Conclusions

In this chapter I have presented the static exchange and adiabatic exchange phase shifts which we calculated for $\quad e^{-}-H$ scattering, below the $n=2$ threshold. Satisfactory agreement was obtained with the accurate variational results.

Due to the success of the static-exchange method for $\mathrm{e}^{-}-\mathrm{H}$ system, we used this method to tackle the $\mathrm{e}^{-}$-Ps problem. Singlet and triplet scattering lengths and the phase shifts for the partial waves $l=0 \rightarrow 5$ were determined. The staticexchange wave function was able to 'bind' the $\mathrm{Ps}^{\text {- }}$ ion although the resulting value for the binding energy was poor. We also investigated the effect of simplifying the static-exchange wave function so that the form resembled closely the static-exchange wave function for the $e^{-}-H$ system where the 'infinite' nucleus approximation was used.

To determine the reliability of the static-exchange results and to obtain accurate total and differential cross sections we discussed the need of obtaining very accurates and p-wave phase shifts by the variational method and higher order phase shifts by using the adiabatic-exchange approximation. The s-wave and p-wave variational calculations are described in chapters 3 and 4, respectively. In chapter 5, the adiabatic-exchange phase shifts for the various partial waves are presented.

## Chapter 3

s-wave variational calculation

### 3.1 Introduction

In this chapter, s-wave elastic scattering of electrons by positronium (Ps), below the $\mathrm{n}=2$ threshold has been investigated using the Kohn variational method with a flexible trial function. Very accurate singlet and triplet phaseshifts have been determined, with an estimate of their accuracy.

This calculation was performed for three reasons
(1) The $\mathrm{e}^{-}$-Ps system is basically very simple. A full understanding of a three body system, will be of great benefit in atomic scattering theory.
(2) Accurate results can be used to test the reliabilty of various approximate methods which have to be used in more complicated problems. We need to know the suitability of the static- and adiabatic-exchange methods, for the $\mathrm{e}^{-}$-Ps scattering problem (see chapter 2).
(3) For the photodetachment cross section, very good bound-state and p-wave continuuum wavefunctions are required. In the determination of the p-wave function, angular integrations are involved. It is advisable therefore to perform a calculation for the s-wave first.

The Kohn variational method enables accurate phase shifts, which are exact to the $1^{\text {st }}$ order, to be determined. If the trial function is carefully chosen so that it will differ by only a small amount from the actual solution of the Schroedinger equation, then this second order term will be very small.

The basic theory behind the variational method is described in the next section. The Kohn and inverse Kohn variational principles are seen to be obtained from specific cases of the general Kato's identity.

In $\S 3.3$, the suitabilty of the variational method for the problem of scattering low energy electrons from positronium is discussed. Our particular choice of the s-wave function is described in $\S 3.4$. The calculation performed to determine the
stationary phase shift from the Kohn and inverse Kohn variational principles is explained in §3.5. Details are given of the computer program in §3.6. The s-wave scattering results are presented in section $\S 3.7$ together with a discussion.

In $\S 3.8$, the ${ }^{1,3} \mathrm{~S}$ resonances associated with the $\mathrm{n}=2$ threshold are described. The bound-state calculation to determine the binding energy of $\mathrm{Ps}^{-}$is discussed in $\S 3.9$ and a comparison of results with other authors is made. This chapter is concluded with a summary, the conclusions reached and a discussion of where further work is needed (§3.10).

### 3.2 Theory

(a) Variational Principles.

For simplicity, in deriving the variational principles, just consider scattering by a single particle. However, these variational principles are of more general nature, and can be applied to more complicated situations where there is n -electrons or to a multi-channel process, see for example the review by Callaway (1978) and the monograph by Nesbet (1980).

The true wave function $\psi_{l}(\mathrm{r})$ satisfies the Schoedinger equation,

$$
\begin{equation*}
(H-E) \psi_{l}(\mathbf{r})=0 \tag{3.1}
\end{equation*}
$$

where $H$ is the Hamiltonian of the system. Defining the operator $L$,

$$
\begin{equation*}
L=\frac{2 m}{\hbar^{2}}(H-E) \tag{3.2}
\end{equation*}
$$

then

$$
L \psi_{l}(\mathbf{r})=0,
$$

where $m$ is the mass of the particle.
The wavefunction $\psi_{l}(\mathbf{r})$ satisfies the boundary conditions:

$$
\begin{equation*}
\psi_{l}(r \rightarrow 0) \sim r^{l} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{l}(\mathrm{r}) \underset{r \rightarrow \infty}{\sim} Y_{l m}(\Omega) k^{\frac{1}{2}}\left\{\frac{\cos \left(k r-\frac{1}{2} l \pi+\theta\right)}{k r}+\cot \left(\delta_{l}-\theta\right) \frac{\sin \left(k r-\frac{1}{2} l \pi+\theta\right)}{k r}\right\} \tag{3.4}
\end{equation*}
$$

where $\delta_{l}$ is the true phaseshift.
Consider a trial function $\psi_{l}^{t}(\mathrm{r})$ in which it is required to satisfy boundary conditions of the same form:

$$
\begin{equation*}
\psi_{l}^{t}(r \rightarrow 0) \sim r^{L} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{l}^{t}(\mathrm{r}) \underset{r \rightarrow \infty}{\sim} Y_{l m}(\Omega) k^{\frac{1}{2}}\left\{\frac{\cos \left(k r-\frac{1}{2} l \pi+\theta\right)}{k r}+\cot \left(\delta_{l}^{t}-\theta\right) \frac{\sin \left(k r-\frac{1}{2} l \pi+\theta\right)}{k r}\right\} \tag{3.6}
\end{equation*}
$$

where $\delta_{l}^{t}$ is the trial phaseshift, but does not necessarily have to satisfy:

$$
L \psi_{l}^{t}(\mathbf{r})=0
$$

The variational principle relies strongly on the condition that the trial wave function $\psi_{l}^{t}(\mathbf{r})$ only differs by a small amount of a small amount $\delta \psi(\mathbf{r})$ from the true wave function,

$$
\begin{equation*}
\psi_{l}^{t}(\mathbf{r})=\psi_{l}(\mathbf{r})+\delta \psi_{l}(\mathbf{r}) \tag{3.7}
\end{equation*}
$$

This condition can generally be met. by carefully constructing the wave function from the physical considerations. The function $\delta \dot{\psi}_{\iota}$ has the properties:

$$
\begin{equation*}
\delta \psi_{l} \quad:(r \rightarrow 0) \sim r^{l} \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta \psi_{l}(\mathrm{r}) \underset{r \rightarrow \infty}{\sim Y_{l m}} k^{\frac{1}{2}} \delta \lambda \frac{\sin \left(k r-\frac{1}{2} l \pi+\theta\right)}{k r} \tag{3.9}
\end{equation*}
$$

where $\delta \lambda=\lambda^{t}-\lambda$,

$$
\lambda^{t}=\cot \left(\delta_{l}^{t}-\theta\right), \lambda=\cot \left(\delta_{l}-\theta\right) .
$$

Consider the functional $I\left[\psi_{l}^{\boldsymbol{k}}(\mathrm{r})\right]$ defined by:

$$
\begin{equation*}
I\left[\psi_{l}^{t}(\mathbf{r})\right]=\int \psi_{l}^{t}(\mathbf{r}) L \psi_{l}^{t}(\mathbf{r}) d \mathbf{r} \tag{3.10}
\end{equation*}
$$

This is identically zero if $\psi_{l}^{t}(\mathbf{r}) \equiv \psi_{l}(\mathbf{r})$ since $L \psi_{l}(\mathbf{r})=0$.
Now, let $\delta I$ denote the change in $I$ given by:

$$
\begin{align*}
& \delta I=I\left[\psi_{L}^{t}(\underline{r})\right]-I\left[\psi_{L}(\underline{r})\right] \\
& =\int \delta \psi_{L}(\underline{r}) \mathcal{L} \psi_{L}(\underline{r}) d \Gamma+\int \psi_{L}(\underline{I}) \mathcal{L} \delta \psi_{L}(\underline{r}) d \Gamma  \tag{3.11}\\
& +\int \delta \psi_{L}\left(\underline{r} \mathcal{L} \delta \psi_{L}(\underline{r}) d \underline{r}\right.
\end{align*}
$$

It can be shown using Green's Theoram that

$$
\begin{aligned}
\int \psi_{L}(r) \mathcal{L} \delta \psi_{L}(r) d r & =\int \delta \psi_{2}(r) \mathcal{L} \psi_{L}(r) d r \\
-\delta \lambda & (3.12)
\end{aligned}
$$

which gives

$$
\delta I=2 \int \delta \psi_{L}(\underline{r}) \mathcal{L} \psi_{c}(\underline{r}) d \underline{-}-\delta \lambda+\int \delta \psi_{L}(\underline{I}) \mathcal{L} \delta \psi_{L}(r) d r,
$$

and since $L \psi_{l}(\mathbf{r})=0$, we obtain

$$
\begin{equation*}
\delta(I+\lambda)=\int \delta \psi_{l}(\mathbf{r}) L \delta \psi_{l}(\mathbf{r}) d \mathbf{r} \tag{3.13}
\end{equation*}
$$

This expression is known as Kato's identity (Kato,1950). The term on the right hand side of (3.13) is a second order quantity and may be neglected provided $\delta \psi_{l}(\mathbf{r})$ is small.

Thus,

$$
\begin{equation*}
\delta(I+\lambda)=0 \tag{3.14}
\end{equation*}
$$

and this is known as Kato's stationary expression. The term $I+\lambda$ is stationary with respect to small variations in the trial function about the exact wavefunction.

By setting $\theta=\frac{\pi}{2}$, the Kohn's variational principle, (Kohn, 1948) can be established,

$$
\begin{equation*}
\delta(I-R)=0 \tag{3.15}
\end{equation*}
$$

where $\delta R=R^{t}-R, \quad R^{t}=\tan \delta^{t}, \quad R=\tan \bar{\delta}, \bar{\delta}$ being the stationary phase shift which is exact to the first order. The trial wavefunction satisfies the asymptotic boundary conditions:

$$
\begin{equation*}
\psi_{l}^{t}(\mathbf{r}) \underset{r \rightarrow \infty}{\sim Y_{l m}} k^{\frac{1}{2}}\left\{\frac{\sin \left(k r-\frac{1}{2} l \pi\right)}{k r}+\tan \delta_{l}^{t_{l}} \frac{\cos \left(k r-\frac{1}{2} l \pi\right)}{k r}\right\} \tag{3.16}
\end{equation*}
$$

The inverse Kohn (Hulthén's second) variational principle, (Hulthén, 1948) can be obtained by setting $\theta=0$ in equations(3.6), (3.4).

$$
\begin{equation*}
\delta(I+\dot{R})=0 \tag{3.17}
\end{equation*}
$$

where $\delta \dot{R}=\dot{R}^{t}-\dot{R}, \dot{R}^{t}=\cot \delta^{t}, \dot{R}=\cot \bar{\delta}^{\prime}$, and the asymptotic boundary condition satisfied by $\psi_{l}^{t}(\mathbf{r})$ is:

$$
\begin{equation*}
\psi_{l}^{t}(\mathbf{r}) \underset{r \rightarrow \infty}{\sim} Y_{l m} k^{\frac{1}{2}}\left\{\frac{\cos \left(k r-\frac{1}{2} l \pi\right)}{k r}+\cot \delta^{t} \frac{\sin \left(k r-\frac{1}{2} l \pi\right)}{k r}\right\} \tag{3.18}
\end{equation*}
$$

It is convenient to express the trial wavefunction in terms of a set of linear parameters, $c_{i}, i=1,2, \ldots N^{\prime}, \cot \left(\delta^{t}-\theta\right)$ which are unk now. To determine these quantities, slight variations in these linear parameters are allowed such that the quantity $(I+\lambda)$ is to remain stationary.

The two main variational procedures are due to Kohn (1948) and Hulthén (1944), (Hulthēn $1^{\text {st }}$ variational method). To explain these, take $\theta=\frac{\pi}{2}$ for simplicity.

$$
\begin{aligned}
& \text { In the Kohn variational method, } \\
& \delta(I-R)=\sum_{i=1}^{N} \frac{\partial I}{\partial C_{i}} \delta c_{i}+\frac{\partial I}{\partial R} \delta R-\delta R=0
\end{aligned}
$$

and since the linear parameters chosen to be independent, then

$$
\frac{\partial I}{\partial C_{i}}=0, i=1,2, \ldots N^{\prime}, \quad \frac{\partial I}{\partial R}=1 \quad(3.20)
$$

The linear parameters $\left(c_{i}, i=1,2, \ldots N^{\prime}, \tan \delta^{t}\right)$ are determined by solving these set of linear simultaneous equations (3.20).

The trial phase shift $\delta^{t}$ is substituted back into equation (3.15) to obtain a phase shift $\bar{\delta}_{K}$ which is correct to the first order.

$$
\begin{equation*}
\left.\bar{R}_{K}=R_{t}-I \mid \psi_{l}^{t}(\mathrm{r})\right\} \tag{3.21}
\end{equation*}
$$

where $\bar{R}_{K}=\tan \bar{\delta}_{K}, R_{t}=\tan \delta^{t}$, since $I\left[\psi_{l}(\mathrm{r})\right] . \bar{\delta}^{K}$ is known as Kohn's stationary phaseshift.

In Hulthén's $1^{s t}$ variational method, the linear parameter $c_{i}, i=1,2, \ldots N$, $\tan \delta^{t}$ are determined by requiring that

$$
\begin{equation*}
I\left[\psi_{l}^{t}(\mathrm{r})\right]=0 \tag{3.22}
\end{equation*}
$$

as well as the condition,

$$
\begin{equation*}
\delta\left(I-R_{t}\right)=0 \tag{3.23}
\end{equation*}
$$

is satisfied. Since,

$$
I\left[\psi_{l}^{t}(\mathbf{r})\right]=I\left[\psi_{l}(\mathbf{r})\right]=0
$$

then

$$
R^{H}=R^{t} .
$$

This particular method suffers from the disadvantage that $I\left[\psi_{l}^{t}(\mathrm{r})\right]$ is quadratic in $\tan \delta^{t}$, so that two values of $\tan \delta^{t}$ are obtained and only one of these values is of any use. Because of this difficulty, we used the Kohn and inverse Kohn methods. It is worth performing both the Kohn and inverse Kohn calculations because a singularity could arise from one of the methods at a particular value of $k$.
(b) Schwartz singularities.

An inherent difficulty of the Kohn (and inverse Kohn) variational method is that a schwartz singularity (Schwartz 1961b) can occur in the phase shift at a particular energy and for a certzirnumber of linear parameters, giving an erroneous result. To understand the cause of this singularity (Branden, 1983, page 63), write the wavefunction in the form,

$$
\psi_{L}^{t}(\underline{r})=U(\underline{r})+\tan \delta_{i}^{t} \omega(\underline{r})+\sum_{i=1}^{n} c_{i} \phi_{i}, \quad(3.24)
$$

where $u(0)=w(0)=0$, and

$$
\begin{aligned}
& u(r) \underset{r \rightarrow \infty}{\sim} Y_{L m}(\Omega) \sqrt{k} \frac{\sin \left(k r-V_{2}(\pi)\right.}{k r}, \\
& \omega(r) \underset{r \rightarrow \infty}{\sim} Y_{\operatorname{Lm}}(\Omega) \sqrt{k} \frac{\cos (k r-1 / 2(\pi)}{k r}
\end{aligned}
$$

and $\phi_{i}$ are square integrable functions which vanish at the origin and asymptotically.
Substitute the wavefunction into the functional $I\left[f_{l}^{t}(\mathrm{r})\right]$ to obtain:

$$
\begin{align*}
I\left[f_{c}^{t}\right]= & A+B R_{t}+C R_{t}^{2}+\sum_{i=1}^{n} c_{i} D_{i} \\
& +R_{t} \sum_{i=1}^{n} c_{i} E_{i}+\sum_{i, j}^{n} c_{i} c_{j} F_{i j} \tag{3.25}
\end{align*}
$$

where

$$
\begin{aligned}
& A=\langle u \mathcal{L} u\rangle, \quad B=\langle u \mathcal{L}\rangle+\langle\omega \mathcal{L}, \quad\langle \rangle \\
& C=\left\langle\omega \mathcal{L}, D_{i}=2\left\langle u \mathcal{L} \psi_{i}\right\rangle\right. \\
& E_{i}=2\left\langle\omega \mathcal{L} \phi_{i}\right\rangle
\end{aligned}
$$

and

$$
F_{i j}=\left\langle\phi_{i} \mathcal{\phi _ { j } \rangle , \quad R _ { t } = \operatorname { t a n } \delta _ { i } ^ { t } , ~}\right.
$$

Without loss of generality, the square integrable functions $\phi_{i}$ can be constructed
so that，

$$
F_{i j}=\left\langle\phi_{i} \mathcal{L} \phi_{j}\right\rangle=\left(k^{2}-k_{i}^{2}\right) \delta_{i j}
$$

The John variational method requires that

$$
\frac{\partial I}{\partial C_{i}}=0, \quad i=1,2, \cdots N^{\prime}, \quad \frac{\partial I}{\partial R}=1
$$

（see equation on 3．20）．Thus，

$$
\begin{aligned}
& \frac{\partial I}{\partial C_{i}}=D_{i}+R_{t} E_{i}+2\left(k^{2}-k_{i}^{2}\right) c_{i}=0 \\
& \frac{\partial I}{\partial R}=B+2 C R_{t}+\sum_{i=1}^{n} c_{i} E_{i}=1
\end{aligned}
$$

and this set of linear $\left(N^{\prime}+1\right)$ simultaneous equations are solved to obtain the $\left(N^{\prime}+1\right)$

$$
\begin{aligned}
& \text { unknowns. The equation for } R_{t} \text { is: } \\
& R_{t}=\left(2 C-\sum_{i=1}^{n} \frac{E_{i}^{2}}{2\left(k^{2}-k_{i}^{2}\right)}\right)^{-1}\left(1-B+\sum_{i=1}^{n} \frac{D_{i} E_{i}}{2\left(k^{2}-k_{i}^{2}\right)}\right)(3.27)
\end{aligned}
$$

and this does have a finite udve in the limit $k^{2} \rightarrow k_{i}^{2}$ ，the limiting udue being $-D_{i} / E_{i}$ ．However，a more detailed investigation shows that the anomalies which occur in the Kahn or inverse Kahn varietiond method＝arises from singular point $=$ of the matrix of the full inhomageneas equation，and not from the matrix with elements（ $\phi_{i}$ L⿻丷木）． The full inhomogeneous equation for the kahn variate：and method is given by equation（3．58）．The occurence of these anomalies has been disused more fully by Nesbet（1980）．
(c) Minimum Principles.

In the bound-state problem, the energy eigen value determined by the variational method will be a minumum and gives an upper bound to the true ground state energy. As more terms are added to the trial function, the results converge monotonically to the exact value. This minimum principle can be extended to excited bound-states provided the trial function is sufficiently flexible. In scattering, Kato's identity gives the exact phase shift,

$$
\begin{equation*}
\tan \delta_{e x}=\tan \delta^{t}-I\left[\psi_{l}^{t}(\mathrm{r})\right]+I\left[\delta \psi_{l}^{t}(\mathrm{r})\right] \tag{3.28}
\end{equation*}
$$

The quantity $I\left[\delta \psi_{l}^{t}(\mathbf{r})\right]$ is a second order term, and is neglected to give the Kohn variational principle,

$$
\begin{equation*}
[\tan \delta]=\tan \delta^{t}-I\left[\psi_{l}^{t}(\mathbf{r})\right] \tag{3.29}
\end{equation*}
$$

The phase shift evaluated, $[\tan \delta]$ is stationary with respect to small variations in the trial function, but is not necessarily a minimum. The error in the phase-shift is given by $I\left[\delta \psi_{l}^{t}(\mathbf{r})\right]$, which is a quantity which cannot be calculated since the exact wave function is not known. However, if the sign of this quantity $I\left[\delta \psi_{l}^{t}(\mathbf{r})\right]$ could be determined, then the stationary phase-shift would provide a bound to the exact phase shift.

Unfortunately, in a scattering calculation, is it generally not possible to determine the sign of this error term. It would be necessary to know the number of eigen values of the Hamiltonian $H$ below the value of the energy $E$ which we are working at, to state that $I\left[\delta \psi_{l}^{t}(\mathrm{r})\right]$ must be positive (Schwartz 1961a). For scattering at a finite energy, it is clear that we cannot make such a statement since there is a continous spectrum.

However, in a few isolated instances, it is possible to provide a bound on the phase shifts, and this has been discussed by Kato (1951) and Callaway (1980). The target wave function has to be exact and the one-body approximation is used. Rosenberg and Spruch (1959, and Rosenberg et al 1960) have provided a bound on the scattering length for zero energy scattering. The sign of $I\left[\delta \psi_{l}^{t}(\mathbf{r})\right]$ was able to be determined. This minimum principle for zero energy scattering can readily be applied and it can be used in many particle scattering problems provided that
the target wave function is known. Since it is valuable to know the bounds on the scattering length and how reliable the trial wave function is at zero energy, it is worth while to consider how the bound principle is established.

From equation (3.13), we obtain

$$
\begin{equation*}
a_{e x}=a_{t}+I\left[\psi_{0}^{t}(\mathbf{r})\right]-I\left[\delta \psi_{0}^{t}(\mathbf{r})\right] \tag{3.30}
\end{equation*}
$$

where the scattering length is defined as,

$$
a=-\lim _{k \rightarrow 0} \frac{\tan \delta}{k}
$$

$a_{t}=$ trial scattering length, $a_{e x}=$ exact scattering length and, we are considering s-wave zero energy scattering.

The wave function satisfies the boundary conditions.

$$
\Psi_{0}^{e x}(r) \underset{r \rightarrow \infty}{\sim} \frac{1}{(4-\pi)^{1 / 2}}\left\{1-\frac{q_{e x}}{r}\right\},
$$

and

$$
\begin{aligned}
& \Psi_{0}^{t}(0) \text { is finite } \\
& \Psi_{0}^{t}(r) \underset{r \rightarrow \infty}{\sim} \frac{1}{(4 \pi)^{1 / 2}}\left\{1-\frac{a_{t}}{r}\right\}
\end{aligned}
$$

Denote $a_{t}-a_{e x}$ by $\delta a$,

$$
\begin{equation*}
\delta a=a_{t}-a_{e x} \tag{3.32}
\end{equation*}
$$

To bound the error in the scattering length, the sign of $I\left[\delta \psi_{0}^{t}(\mathbf{r})\right]$ needs to be determined. The other terms on the right hand side equation (3.30) are quantities which can be calculated.

For simplicity, assume that the system has no bound states. (The argument sypports can be extended to where the potential'bound states, as explained in Rosenberg et al 1960, Bransden, 1983, pg. 69).

According to the Raleigh Ritz principle, if the system has no bound-states,

$$
\begin{aligned}
& \int \varnothing H \nless a^{\prime} \tau \geqslant 0 \\
\Rightarrow & \int \phi \mathcal{L}_{0} \varnothing d \tau \geqslant 0
\end{aligned}
$$

(where $L_{0}=\frac{2 m}{\hbar^{2}} H$ ) for any normalisable function $\phi$.
Although the function $\delta \psi_{0}^{t}(\mathrm{r})$ is not normalisable, the function

$$
\delta \psi_{0}^{t}(\mathbf{r}) \exp (-\lambda r)
$$

is, so that the condition

$$
I\left[\delta \psi_{0}^{t}(r) e^{-\lambda r}\right] \geqslant 0
$$

$$
(3.34)
$$

holds, where

$$
I\left[\delta \psi_{0}^{t}(\underline{r}) e^{-\lambda r}\right]=\int \delta \psi_{0}^{t}(\underline{I}) e^{-\lambda r} \mathcal{L}_{0} \delta \psi_{0}^{t}(\Gamma) e^{-\lambda r} d r .
$$

It can be shown that: $I\left[\delta \psi_{0}^{t}(\underline{r}) e^{-\lambda r}\right]-I\left[\delta \psi_{0}^{t}(\underline{r})\right]$

$$
\begin{aligned}
& =\int_{0}^{\infty} \delta f_{0}(r)(\exp (-2 \lambda r)-1)\left(-\frac{d^{2}}{d r^{2}} \delta f_{0}(r)+\frac{2 m}{\hbar^{2}} v(r) \delta f_{0}(r)\right) d r \\
& \quad-\lambda^{2} \int_{0}^{\infty}\left[\delta f_{0}(r)\right]^{2} \exp (-2 \lambda r) d r \\
& \quad+2 \lambda \int_{0}^{\infty} \exp (-2 \lambda r) \delta f_{0}(r) \frac{d}{d r} \delta f_{0}(r) d r
\end{aligned}
$$

where we have defined $f_{0}$ by

$$
\psi_{0}=\frac{1}{(4 \pi)^{\frac{1}{2}}} \frac{f_{0}(r)}{r}
$$

since we are dealing with s-wave scattering. For simplicity we have taken $V(\mathbf{r})=$ $V(r)$. As $\lambda \rightarrow 0$,

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} I\left[\delta \psi_{0}^{t}(\mathbf{r}) e^{-\lambda r}\right]-I\left[\delta \psi_{0}^{t}(\mathbf{r})\right]=0 \tag{3.36}
\end{equation*}
$$

and from (3.30, 3.33, 3.36), the condition

$$
\begin{equation*}
a_{e x} \leq a_{t}+I\left[\psi_{0}^{t}(\mathbf{r})\right] \tag{3.37}
\end{equation*}
$$

is obtained.
Thus it can be seen that the scattering length satisfies the minimum principle, the object is to make the right hand side of equation (3.37) as small as possible.

Although in most instances, the Kohn variational principle for scattering at positive energies does not in principle satisfy the bound principle, it is found in practice (Schwartz, 1961a) that the phase shifts do monotonically converge as more terms are added to the trial function. Also, as more terms are added to the wave function, the agreement between the phase shift calculated by the Kohn and inverse Kohn variational methods improves and the difference between the stationary and trial phase shift lessens. With a suitable choice of the form of the trial functions the convergence in the stationary phase shifts can be quite rapid, so that it is possible to extrapolate to an infinite number of parameters and obtain essentially exact phase shift. One possible way of doing this is describedf3.7.
3.3 The suitability of the variational method to describe the scattering of low-energy electrons by positronium.

The problem of scattering of low energy electrons by positronium, below the $\mathrm{n}=2$ threshold should be well treated by a variational approach, since:
(a) the target ( Ps ) wave function is known exactly,
(b) $e^{-}$-Ps is basically a very simple system,
(c) we are only considering one channel, that of elastic scattering.
(d) the variational method was successful for the corresponding $e^{ \pm}-H$ scattering problems (Schwartz, 1961 abb, Humberston 1982,4). Resonance structure was revealed in $\mathrm{e}^{-}-\mathrm{H}$ scattering in the vicinity of the $\mathrm{n}=2$ and $\mathrm{n}=3$ thresholds of hydrogen (Callaway, 1978).

The $\mathrm{e}^{-}$-Ps system closely resembles the $\mathrm{e}^{-}-\mathrm{H}$ system in that both systems consist of two electrons and a positive charge and that the target atom is degenerate. $\mathrm{Ps}^{-}$and $\mathrm{H}^{-}$are weakly bound ions and have only one bound-state. Thus, the form of the trial function for $\mathrm{e}^{-}-\mathrm{H}$ should presumably be suitable for the $\mathrm{e}^{-}$-Ps system, although extra care needs to be taken in the $\mathrm{e}^{--} \mathrm{H}$ scattering problem since the centre of mass does not coincide with a particle.

The trial wave function used for singlet ( + ) and triplet ( - ) s-wave scattering takes the form (Schwartz, 1961a):

where

$$
\begin{gathered}
\psi=\left(1 \pm P_{12}\right) \frac{1}{\sqrt{2}} \frac{1}{(4 \pi)^{1 / 2}} \phi_{H_{1}}\left(r_{2}\right)\left[\frac{\sin k r_{1}}{k r_{1}}+\tan \delta_{0}^{t} \frac{\operatorname{coskr_{1}}}{k r_{1}}\left(1-e^{-\mu_{2} r_{1}}\right)\right] \\
X=\frac{1}{\sqrt{2}} \times \frac{1}{\sqrt{\pi}} \times \frac{1}{4 \sqrt{\pi}} \sum_{2 m, n} C_{L m n} e^{-\mu / 2\left(r_{1}+r_{2}\right)} r_{12}^{l}\left(r_{1}^{m} r_{2}^{n} \pm r_{1}^{n} r_{2}^{m}\right) \\
k_{i}+l_{i}+m_{i} \leq \omega, \quad k_{i}, l_{i}, m_{i} \in[0,1,2, \ldots \ldots, \omega]
\end{gathered}
$$

and $\phi_{H}\left(r_{2}\right)$ is the normalized exact ground state wave function of hydrogen. $P_{12}$ is the operator which interchanges the spatial co-ordinates $\mathrm{r}_{1}, \mathrm{r}_{2}, \mathrm{r}_{i}(i=1,2)$ being the position vectors of the two electrons with respect to the proton.

The non-linear parameter $\mu$ can be used to investigate the quality of the results. The short-range correlation term $\chi$ of the wave function $\chi$ of the wave function $\Psi$ is that which was used so successfully by Hylleraas to describe the bound- state of 2-electron system.

For the normalization of the wave-function, equation (3.39), the appropriate form for the Kohn variational principle is:

$$
\begin{equation*}
\tan \bar{\delta}_{K}=\tan \delta_{0}^{t}-k \int \Psi L \Psi d \tau_{1} d \tau_{2} \tag{3.40}
\end{equation*}
$$

Humberston $(1982,4)$ has calculated the K matrix elements for the s-wave scattering of positrons by atomic hydrogen in the ore gap. (The ore gap is the energy and the $1^{*}$ excitationlecal cf interval between the Ps-formation threshold $\wedge$ the target atom). This is a two channel problem: elastic scattering and Ps formation. Much of the formulation for the Ps formation channel can readily be adapted to the problem of $\mathrm{e}^{-}$-Ps scattering.
3.4 Choice of trial function for the elastic scattering of s-wave electrons by positronium, below the $n=2$ threshold.

The trial function $\Psi_{0}^{t}$ should be carefully chose, from physical consideration, so that the error in the stationary phase shift $(\langle\delta \psi L \delta \psi\rangle)$ will be small, otherwise spurious results could occur. It is important that the wave function is flexible so that it can represent well the various physical processes such as electron correlation, exchange and distortion of the target atom.

The trial wave function must be well behaved over all required space and satisfy the boundary conditions:

$$
\begin{gathered}
\psi_{0}^{t}(\rho \rightarrow 0) \text { is finite, } \\
\psi_{0}^{t}(\rho) \underset{\rho \rightarrow \infty}{\sim} \sqrt{\frac{k}{2}} \frac{1}{(4 \pi)^{1 / 2}}\left\{\frac{\sin k \rho}{k \rho}+\tan \delta_{0}^{t} \frac{\cos k \rho}{k \rho}\right\} \phi_{p_{5}}\left(r_{2}\right), \\
(341)
\end{gathered}
$$

(see fig. 2.5 for the co-ordinate diagram) which is the correct normalization of the asymototic boundary condition for the Kohn variational principle in the form

$$
\begin{equation*}
\bar{R}_{K}=R_{t}-I\left[\psi_{l}^{t}\left(\mathbf{r}_{2}, p_{\lambda}\right),\right. \tag{3.42}
\end{equation*}
$$

The $\frac{1}{\sqrt{2}}$ terms in (3.41) arises because of exchange and the positronium wave function $\phi_{P s}\left(\mathbf{r}_{2}\right)$ is normalized so that:

$$
\begin{equation*}
\int \phi_{P s}^{*}\left(\mathbf{r}_{2}\right) \phi_{P s}\left(\mathbf{r}_{2}\right) d \mathbf{r}_{2}=1 \tag{3.43}
\end{equation*}
$$

In constructing a suitable trial function for $\mathrm{e}^{-}-\mathrm{Ps}$, we made use of the experience gained by other workers who studied the scattering problems of $\mathrm{e}^{ \pm}-\mathrm{H}$ (Schwartz, $1961 \mathrm{a}, \mathrm{b}$ ), $\mathrm{e}^{+}-\mathrm{H}$ (Humberston, 1982,4), neutron-deuteron (Humberston, 1964).

Asymptotically, the wave function must be the product of the target wave function and the wave function of the scattered electron, suitably antisymmetrized.

We therefore chose to add a term of this form explicitly into the wave function and to let the other terms in the wave function to vanish asymptotically.

Our trial function, which contains three non-linear parameters $(\alpha, \gamma, \mu)$, is of the form:

$$
\begin{aligned}
& \Psi_{0}^{ \pm t}\left(r_{1}, r_{2}, r_{3}\right)=\frac{1}{\sqrt{2}} \frac{1}{(4 \pi)^{1 / 2}}\left[( 1 \pm P _ { 1 2 } ) k ^ { 1 _ { 2 } } \phi _ { r _ { 3 } } ( r _ { 2 } ) \left\{\frac{\sin k \rho}{k \rho}\right.\right. \\
& \left.+\tan \delta_{0}^{ \pm t} \frac{\operatorname{cosk\rho }}{k \rho}\left(1-e^{-\mu \rho}\right)^{3}\right\}+\sum_{i=1}^{N^{\prime}} C_{i}^{ \pm} e^{-\left(\alpha s+\gamma r_{3}\right)} s^{\left.k_{i} t^{L_{i} r_{3} m_{i}}\right]}
\end{aligned}
$$

where $s=r_{1}+r_{2}, t=r_{1}-r_{2}, r_{3}$ are the Hylleraas co-ordinates, see fig. 2.5 for the $\left(\mathbf{r}_{1}, \mathrm{r}_{2}\right),\left(\mathrm{r}_{2}, \rho\right)$ coordinate system.

The condition

$$
k_{i}+l_{i}+m_{i} \leq \omega, \quad k_{i}, l_{i}, m_{i} \in[0,1,2, \ldots \omega]
$$

was satisfied and $l_{i}$ was taken to be even for the singlet state and odd for the triplet. The number of linear parameters $N^{\prime}$ in the singlet and in the triplet wave function for a given value of $\omega$ is shown in table 2.1. This wave function is correctly normalized to satisfy the boundary condition given by (3.41).

Using abbreviations, the wave function can be written in the form:

$$
\begin{equation*}
\Psi_{0}^{ \pm}=S+\tan \delta_{0}^{ \pm^{t}} C+\chi \tag{3.48}
\end{equation*}
$$

where $\chi$ is the closed channel component, and given by

$$
\begin{gather*}
\chi=\sum c_{i}^{ \pm} \phi_{i} \\
\phi_{i}=(2)^{-\frac{1}{2}}(4 \pi)^{-\frac{1}{2}} e^{-\left(\alpha s+\gamma r_{3}\right)} s^{k_{i}} t^{l_{i}} r_{3}^{m_{i}} . \tag{3.49}
\end{gather*}
$$

The open channel component is,

$$
\begin{equation*}
\left(S+\tan \delta_{0}^{ \pm^{t}} C\right) \tag{3.50}
\end{equation*}
$$

where $S=S_{1} \pm S_{2}, \quad C=C_{1} \pm C_{2}, S_{1}$ and $C_{1}$ are the direct terms

$$
\begin{gathered}
S_{1}=(2)^{-\frac{1}{2}}(4 \pi)^{-\frac{1}{2}} k^{\frac{1}{2}} \phi_{P s}\left(r_{2}\right) \frac{\sin k \rho}{k \rho} \\
C_{1}=(2)^{-\frac{1}{2}}(4 \pi)^{-\frac{1}{2}} k^{\frac{1}{2}} \phi_{P s}\left(r_{2}\right) \frac{\cos k \rho}{k \rho}\left(1-e^{-\mu \rho}\right)^{3}, \quad \text { and }
\end{gathered}
$$

$S_{2}$ and $C_{2}$ are the exchange terms.
The term $\left(1-e^{\mu \rho}\right)^{n}$, where $n=3$, is known as the shielding function and it tends to unity for $\rho \sim \infty$. Its purpose is to remove the singularity in the wave function which would otherwise be present. It is essential that the wave function is well behaved at the origin and that the condition,

$$
\Psi_{0}^{ \pm} \sim \rho^{l}(l=0), \text { as } \rho \rightarrow 0,
$$

is satisfied. The value of $n$ is determined by ensuring that the wave function and kinetic energy is finite at the origin and the derivatives of these quantities with respect to the distance $\rho$ is smooth, (see Humberston, 1964). This is especially important in the $\mathrm{e}^{-}$-Ps scattering problem because there is no particle at the centre of mass.

The value of $\mu$ is chosen so that the shielding function acts for a sensible range of $\rho$. Obviously the value of $\mu$ is dependent on the selected value of $n$. It is important that the shielding function does not 'kill' the irregular solution at too large a distance and thus prevent the short range correlation terms having an effect. Also, since the wave function is to be well-behaved, the shielding function must not come into action as such small distances to cause the wave function to have a steep slope near the origin $(\rho \rightarrow 0)$. A careful choice of $\mu$ is required.

The short-range terms, the closed channel component of the total wave function are to describe the interaction when the three particles are close together, such as electron correlation, exchange and distortion of the target atom. Since the total wave function must satisfy the boundary conditions, equation (3.45) and (3.46), it is essential that the short-range correlation terms vanish asymptotically.

Suitable forms for the short-range terms are:

$$
\begin{equation*}
\chi_{l m n}=\sum_{l, m, n} d_{l m n}^{ \pm} e^{-\alpha\left(r_{1}+r_{2}\right)} e^{-\gamma r_{3}}\left(r_{1}^{m} r_{2}^{n} \pm r_{1}^{n} r_{2}^{m}\right) r_{3}^{l} \tag{3.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi l m n=\sum_{i=1}^{N^{\prime}} c_{i}^{ \pm} e^{-\alpha s} e^{-\gamma r_{3}} s^{k_{i}} t^{l_{i}} r_{3}^{m_{i}}, \tag{3.52}
\end{equation*}
$$

where the interparticle distances $r_{1}, r_{2}, r_{3}$ are illustrated in fig. 2.5.
(The two forms, equation (3.51) and (3.52) are identical for the same value of $\omega$.) In most scattering and bound-state calculations, the non-linear parameter $(\gamma)$ has been set to zero. However, Humberston (1982) found that relatively little extra work is involved in including the term $e^{-\gamma r_{3}}$. The advantage of this term is that it gives extra flexibility to the wave function and allows for electron correlation through the electron-electron distance $r_{3}$. This is especially important for weakly bound systems such as $\mathrm{H}^{-}$and $\mathrm{Ps}^{-}$.

These short-range correlation terms were very successful in describing the bound-state of two electron systems. It, therefore, seems reasonable to use these terms in the total scattering wave function to represent the behaviour of the particles at close interparticle distances. Schwartz (1961a,b) used the form given by equation (3.51) in his $\mathrm{e}^{-}-\mathrm{H}$ scattering wave function and Humberston (1964) used the form given by equation (3.52) in the wave function to describe neutron-deutron scattering.

We chose to use the second form, given by equation (3.52) for the $e^{ \pm}-\mathrm{Ps}_{s}$ scattering problem. This form for the short-range correlation term is probably easier to compute since with the other form you have to ensure that you do not include terms in the summation which give zero contribution. The $n=1, n=2$ radial wave functions for positronium are proportional to $e^{-0.5 r_{2}}, e^{-0.25 r_{2}}$ respectively. Therefore, a sensible value for the non-linear parameter $\alpha$ would lie between 0.25 and 0.5 . Initially we set $\alpha=0.40$.

The forms for the short-range term (equations 3.51 and 3.52 ) are convenient since it allows the wave function to be systematically improved by adding more terms in the expansion. As the set of functions,

$$
e^{-\alpha s} e^{-\gamma r_{3}} s^{k_{i}} t^{l_{i}} r_{3}^{m_{i}}
$$

form a complete set, in principle the inclusion of all such terms $(i=1 \rightarrow \infty)$ would yield the exact eigenfunction and phase shift.

### 3.5 Calculation

In determining the matrix element,

$$
\left(\Psi_{0}^{ \pm} L \Psi_{0}^{ \pm}\right)
$$

the following individual matrix elements need to be evaluated:

$$
\text { (a) }(S L S),(C L S),(S L C),(C L C)
$$

(b) $\left(S L \phi_{i}\right),\left(C L \phi_{i}\right),\left(\phi_{i} L S\right),\left(\phi_{i} L C\right)$,

$$
(c)\left(\phi_{i} L \phi_{j}\right)
$$

where the wave function is written in the form,

$$
\Psi_{0}^{ \pm}=\left\{S+\tan \delta_{0}^{t} C+\sum_{i=1}^{N^{\prime}} c_{i}^{ \pm} \phi_{i}\right\}
$$

and

$$
S=S_{1} \pm S_{2}, C=C_{1} \pm C_{2}
$$

see equation (3.48).
The components of the wavefunction $S_{1}, C_{1}, \phi_{i}$ are given by equations (3.49) and (3.50). $S_{2}$ and $C_{2}$ being the exchange terms. These matrix elements are classified into groups (a), (b), (c).

Group (a) : open-open channel matrix elements.
These are matrix elements of $L$ constructed between open channel components of the wave function. In terms of the direct and exchange part of the wave function, they are given by:

$$
\begin{aligned}
& (S L S)=2\left\{\left(S_{1} L S_{1}\right) \pm\left(S_{2} L S_{1}\right)\right\} \\
& (C L S)=2\left\{\left(C_{1} L S_{1}\right) \pm\left(C_{2} L S_{1}\right)\right\} \\
& (S L C)=2\left\{\left(S_{1} L C_{1}\right) \pm\left(S_{2} L C_{1}\right)\right\}
\end{aligned}
$$

where $\left(S_{1} L S_{1}\right),\left(C_{1} L S_{1}\right),\left(S_{1} L C_{1}\right),\left(C_{1} L C_{1}\right)$ are formed from direct direct continuum functions, and $\left(S_{2} L S_{1}\right),\left(C_{2} L S_{1}\right)\left(S_{2} L C_{1}\right),\left(C_{2} L C_{1}\right)$ from exchange-direct functions. It is important to note that the open-open and the direct-direct matrix elements are not hermitian, so that and $(S L C) \neq(C L S)$ and $\left(S_{1} L C_{1}\right) \neq\left(C_{1} L S_{1}\right)$. The direct direct matrix elements are of long-range, the integrand falling of as $\frac{1}{\rho^{2}}$ and not exponetially. Therefore, these matrix elements are evaluated analytically since convergence with the number of integration points using numerical quadrature would be slow.

Now

$$
\begin{equation*}
L S_{1}=\frac{4}{3}\left(\frac{1}{r_{3}}-\frac{1}{r_{1}}\right) S_{1} \tag{3.53}
\end{equation*}
$$

so that $\left(S_{1} L S_{1}\right)=\left(C_{1} L S_{1}\right)=0$ by symmetry in $r_{1}$ and $r_{3}$.
It can easily be shown that

$$
\begin{equation*}
\left(S_{1} L C_{1}\right)=\left(C_{1} L S_{1}\right)+0.5 \tag{3.54}
\end{equation*}
$$

by using Green's Theorm and thus

$$
\begin{gather*}
(S L C)=(C L S)+1 \\
\left(S_{1} L C_{1}\right)=0.5 \tag{3.55}
\end{gather*}
$$

and

$$
(S L C)=1.0
$$

$$
\left(C_{1} L C_{1}\right)
$$

Integrating the term ${ }^{\wedge}$ was straightforward.
The exchange direct matrix elements are hermitian; when Green's theorem is applied, the surface term vanishes. This can be readily understood, since ${ }^{\text {uhen } \rho} \rightarrow \infty$ in the direct term, the exchange term will vanish and conversely as $\dot{\rho} \rightarrow \infty$. These integrations were performed using Gauss-Laguerre quadrature with 40 points.

Group (b): open-closed channel matrix elements.
These matrix elements of $L$ are constructed from open channel functions with closed channel functions. They are hermitian, so that

$$
\left(S L \phi_{i}\right)=\left(\phi_{i} L S\right)
$$

$$
\left(C L \phi_{i}\right)=\left(\phi_{i} L C\right)
$$

We found it easier to compute $\left(\phi_{i} L S\right),\left(\phi_{i} L C\right)^{\text {rather }}$ than the equivalent terms. The integrations were performed using Gauss-Laguerre quadrature with 40 points.

Group (c): closed-closed channel matrix elements.
These matrix elements of $L$ are constructed from closed channel functions with closed channel functions. The term $L \phi_{j}$ was evaluated by expressing the hamiltonian $H$ in the form:

$$
\begin{aligned}
& H=-\frac{1}{\left(s^{2}-t^{2}\right) r_{3}}\left\{\left(3 s^{2}-t^{2}-2 r_{3}^{2}\right) r_{3} \frac{\partial^{2}}{\partial s^{2}}+8 s r_{3} \frac{\partial}{\partial r_{3}}\right. \\
& +\left(s^{2}-3 t^{2}+2 r_{3}^{2}\right) r_{3} \frac{\partial^{2}}{\partial t^{2}}-8 r_{3} t \frac{\partial}{\partial t} \\
& +\left(s^{2}-t^{2}\right) r_{3} \frac{\partial^{2}}{\partial r_{3}^{2}}+2\left(s^{2}-t^{2}\right) \frac{\partial}{\partial r_{3}}+\left(r_{3}^{2}-t^{2}\right) 2 s \frac{\partial^{2}}{\partial s \partial r_{3}} \\
& \left.+\left(s^{2}-r_{3}^{2}\right) 2 t \frac{\partial^{2}}{\partial r_{3} \partial t}\right\}-\frac{2}{(s+t)}-\frac{2}{(s-t)}+\frac{1}{r_{3}}
\end{aligned}
$$

Since $\phi_{i} L \phi_{j}$ is a polynomial of $r_{1}, r_{2}, r_{3}$, the integration can be performed exactly by Gauss-Laguerre quadrature (Froberg, 1979).

Once the components of ( $\Psi_{0}^{ \pm} L \Psi_{0}^{ \pm}$) are formed, the linear parameters ( $c_{i}, i=$ $1,2, \ldots N)$, including the tangent of the trial phase shift, are evaluated by performing the operations,

$$
\begin{align*}
& \frac{\partial I}{\partial c_{i}}=0, \quad i=1,2, \ldots N \\
& \frac{\partial I}{\partial R}=1, \quad\left(R=\tan \delta^{t}\right) \tag{3.57}
\end{align*}
$$

which leads to solving the matrix equation,

|  |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |

$$
A X=-B
$$

(3.58)
where matrix $A$ is symmetrical. In obtaining the matrix equation (3.58), the various symmetries of the individual matrix elements were used, such as equations (3.54), (3.55) and the hermitian properties of some of the matrix elements.

After determining the linear parameters and the trial phase shifts, the stationary phase shift, which is exact up to the 1st order term, is calculated from the Kohn variational principle, equation (3.24),

$$
R_{K}=R_{t}-I\left[\psi_{l}^{t}\left(\mathrm{r}_{2}, \rho\right)\right]
$$

since $R_{t}$ and $I$ are now known quantities.

Volume element and method of integration.
The volume element over all space is $d \mathbf{r}_{1} d \mathbf{r}_{2}$ in terms of the $\left(\mathrm{r}_{1}, \mathrm{r}_{2}\right)$ coordinate system and $d \mathbf{r}_{2} d \rho$ in terms of the ( $\mathbf{r}_{2}, \rho$ ) coordinate system. Since the s-wave function is spherically symmetric, this greatly simplies the necessary integration which has to be performed.

For the direct direct matrix element where the integration was performed analytically, $d \mathbf{r}_{2}, d \rho$ is the more convenient form of volume element to be used. These integrations are of the form,

$$
\int f\left(r_{2}, \rho\right) d \tau
$$

and the volume element reduces to

$$
d \tau=(4 \pi)^{2} r_{2}^{2} d r_{2} \rho^{2} d \rho
$$

For the integration of the other matrix elements, the volume element $d \mathbf{r}_{1} d \mathbf{r}_{2}$ is used. Care has to be taken because of the presence of $r_{3}$ and the mixed co-ordinate systems, $\left(\mathbf{r}_{2}, \rho\right),\left(\mathbf{r}_{1}, \boldsymbol{\rho}\right)$ and $\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$.

All of the matrix elements can be expressed in the form,

$$
\int g\left(r_{1}, r_{2}, r_{3}\right) d \tau
$$

Consider the volume element,

$$
\begin{gathered}
d \tau_{1}=r_{1}^{2} d r_{1} \sin \theta_{1} d \theta_{1} d \phi_{1} r_{2}^{2} d r_{2} \sin \theta_{2} d \theta_{2} \phi_{2} \\
d \tau_{1}=8 \pi r_{1} r_{2} r_{3} d r_{1} d r_{2} d r_{3},
\end{gathered}
$$

where the ranges of integration are given by:

$$
0 \leq r_{1} \leq \infty, 0 \leq r_{2} \leq \infty,\left|r_{1}-r_{2}\right| \leq r_{3} \leq\left|r_{1}+r_{2}\right|
$$

Defining new variables $x, y, z$ which are linear functions of $r_{1}, r_{2}, r_{3}$ the range of integration simplifies. The volume element becomes:

$$
d \tau_{1}=\frac{8 \pi^{2}}{4} r_{1} r_{2} r_{3} d x d y d z
$$

where

$$
\begin{aligned}
& x=r_{1}+r_{2}-r_{3}, \\
& y=r_{2}+r_{3}-r_{1}, \\
& z=r_{3}+r_{1}-r_{2}
\end{aligned}
$$

and the range of integrations are,

$$
0 \leq x \leq \infty, 0 \leq y \leq \infty, 0 \leq z \leq \infty
$$

Thus, the 6 -dimensional integrals are reduced to 3 -dimensional integration over the interparticle distances (or simple functions of them).

This integration, for all the matrix elements (except the direct direct matrix element) is performed numerically using the Gauss-Laguerre quadrature.

### 3.6 Structure of program and computational details.

(i) Flow chart of program

(ii) Layout and function of the sub programs.


DATA

NS = number of integration points to use in exchange-direct matrix elements, of subroutine single.
$N C=$ number of integration points to use in open-channel matrix elements, of subroutine column.
$\alpha, \gamma, \mu$, non-linear parameters, see equation (3.43)
$\omega$ - see text
IP: used to switch on or off the write statement for ( $\phi_{i} L \phi_{j}$ )

| SUBROUTINE CONST. |
| :---: |
| Calculates various constants which are required in program <br> Call subroutine LWTS (which calculates weights and abscissa for a given NS, NC) <br> Generates $N$ (the total number of linear parameters), and the set $\left\{k_{i}, L_{i}, m_{i}\right\}$ $i=1, N$ <br> Select members of this set in which $l_{i}$ is even for singlet <br> (or odd for triplet). <br> Determines total number of linear parameters, $N^{\prime}$, in this selected subset of $\left\{k_{i}, l_{i}, m_{i}\right\}$ reads in the number of energies to be considered (NK), and the values of $k$, the wave number of the electrons in the C.O.M. frame. |

## SUBROUTINE SINGLE

Evaluates open-open channel matrix elements
$(S L s),(C L s),(s L C),(c(C)$
(a) The direct-direct matrix element
$\left(\left(S_{1} L S_{1}\right),\left(C_{1} L S_{1}\right),\left(S_{1} L C_{0}\right),\left(c_{i} \epsilon_{i}\right)\right)$ are set to their values.
(b) The integration with respect to the variables $x, y, z$ for the exchange-direct matrix elements $\left(\left(s_{2} L s_{1}\right),\left(c_{2} L s_{1}\right),\left(s_{2} L c_{1}\right),\left(c_{2} L c_{1}\right)\right)$ is performed using Gauss-Laguerre quadrature with NS intergration points. The weights and abscissa are supplied by LWTS via subroutine const.

## SUBROUTINE COLUMN

Evaluates open-closed channel matrix elements, $\left(\phi_{i} L S\right),\left(\phi_{i} L C\right)$.
The integration with respect to $x, y, z$ is performed using Gauss-Laguerre quadrature with NC number of integration points.

## SUBROUTINE SQUARE

Evaluates closed-closed channel matrix elements, ( $\phi_{i} L \phi_{j}$ ) and ( $\phi_{i}-\phi_{j}$ ).

The integration with respect to $x, y, z$ is performed using Gauss-Laguerre quadrature. No. of integration points used $=\omega^{+} 2$

## SUBROUTINE LWTS

Calculates weights and abscissa for GaussLaguerre quadrature for a given number of integration points.

## SUBROUTINE RMAT

Constructs matrix $A$ and $B$ (see equation (3.58) from the indididual matrix elements. Solves $A X=B$ to determine the linear parameters ( $c_{i}, i=1, \ldots N$ ) and tan $\delta_{0}^{ \pm t}$ Obtains stationary phase shifts from using: $\tan \bar{\delta}_{k}=\tan \delta_{t}-I\left[\psi_{0}^{t}\left(\underline{r}_{2}, p\right)\right]$, see equation (2.24)
Also calculates $\tan \delta_{t}(I K), \tan \bar{\delta}(I k)$ from using the Inverse Kohn variational method.

From the stationary phase shifts, calculates s-wave partial elastic cross section.
(ii) Computational details

The structure of this program was based on that which was used by Humberston $(1982,4)$ for the $\mathrm{e}^{\boldsymbol{t}}-\mathrm{H}$ variational calculation. Details of the $\mathrm{e}^{\boldsymbol{+}}-\mathrm{H}$ program can be found in Brown (1986). The calculations were performed on the U.L.C.C. Cray1s.
3.7 s-wave scattering results (for $k \leq 0.5 a_{0}^{-1}$ ) together with a discussion.
(i) The tangent of the s-wave stationary phase shift, as $\omega$ is increased from 2 to 7 , is shown in table 3.2, fig. 3.1 for the singlet case and in table 3.3, fig. 3.2 for the triplet. Reasonable convergence is obtained over most of the energy range with the choice of non-linear parameters,

$$
\alpha=0.40, \gamma=0.05, \mu=0.5
$$

These non-linear parameters have not been optimized since it was felt that the convergence was sufficiently good and it has been stated by Humberston (1982,4), that it is better to invest the computational effort in increasing the number of linear parameters. However, optimized non-linear parameters would undoubtely improve the convergence. It is noted that the convergence is fairly slow for k in the range $0.10 \leq k \leq 0.25 a_{0}^{-1}$ for the singlet scattering and for $k$ in the range $0.30 \leq k \leq 0.40 a_{0}^{-1}$ for the triplet. At $k=0.5 a_{0}^{-1}$ the results are somewhat peculiar and this is to be expected since it corresponds to threshold energy. Very close to threshold, the convergence deteriotes. The reason for this being:
(a) the presence of Feshbach resonances (Ho, 1979,84) and
(b) as explained by Schwartz (1961a), the wave function needs to allow for longrange effects near the threshold, and this cannot properly be done with the set of short-range terms. Above the $\mathrm{n}=2$ threshold, the wave function will have a term $e^{i \dot{k} r}$, where $\dot{k}=(k-0.5) a_{0}^{-1}$ so that just below threshold, $\mathrm{k}^{\prime}$ is a small imaginary number which means that the true wave function will have a long-range tail.

We followed Humberston $(1982,4)$ in extrapolating the phase shifts to infinite $\omega$, using an assumed power law behavior, namely:

$$
\begin{equation*}
\tan \delta(\omega)=\tan \delta(\omega=\infty)+\frac{c}{\omega^{p}}, \tag{3.59}
\end{equation*}
$$

where $p$ and $c$ are estimated empirically and depend on the energy and whether it is singlet or triplet state. For our results, the value of $p$ lies in the range, $1 \leq p \leq 4.5$. The higher the value of $p$, the more rapid the convergence enabling $\tan \delta$ to be extrapolated to infinite $\omega$ with confidence. Convergence is slow if $p=1$, and $p=2$
corresponds to 'acceptable' convergence. Fig.3.3 displays the results for $k=0.40 a_{0}^{-1}$ and for the triplet state, where a linear relationship is obtained for $p=2$. The singlet and triplet phase shifts calculated with $\omega=7$ and the extrapolated phase shifts are shown in table 3.4 for the range of wavenumbers $0.05 \leq k\left(a_{0}^{-1}\right) \leq 0.50$.

In fig. 3.4, the extrapolated singlet and triplet phase shifts are plotted as a function of the wave number $k$. For the triplet phase shifts, $\pi$ has been added in order to display the triplet results on the same graph as the singlet. In fig. 2.1, the s-wave singlet and triplet s-wave variational results for $\mathrm{e}^{-}-\mathrm{H}$, calculated by Schwartz (1961 a,b), are illustrated for $k$ below the $\mathrm{n}=2$ threshold ( $k=0.866 a_{0}^{-1}$ ). It is remarkable the close similarity between the $\mathrm{e}^{-}-\mathrm{H}$ and the $\mathrm{e}^{-}-\mathrm{Ps}$ systems. The Kohn variational method determines the tangent of the phase shift, and not the phase shift directly. We learnt from the static-exchange results, Chapter 2, that the singlet results tend to $\pi$ as $k$ goes to zero which is in accord with Levinson's theorem since $\mathrm{Ps}^{-}$has one bound-state which is a singlet state. The same is true for singlet $\mathrm{e}^{-}-\mathrm{H}$ scattering. However, it should be noted that the triplet phase shift tend to zero for the $\mathrm{e}^{-}-\mathrm{Ps}$ as $k$ tends to zero, and not to $\pi$ which is the case for $\mathrm{e}^{-}-\mathrm{H}$. The reason for this is discussed in Chapter 2.
(ii) Singlet and triplet scattering lengths.

At very low energies, $k \leq 0.1 a_{0}^{-1}$, the convergence of $\tan \delta$ with respect to $\omega$ is slow. Even by $\omega=10$, the phase shifts have not reached their fully converged values, see figs. 3.5 and 3.6 and table 3.6. This means that the value of the extrapolated phase shift is predicted with a large degree of uncertainity. In fig. 3.7 and 3.8 we show that a linear relationship is established between $\tan \delta$ and $\frac{1}{\omega^{p}}$ when $p=1$ for the singlet case at $k=0.01 a_{0}^{-1}$ (fig. 3.7) and for the triplet case at $k=0.03 a_{0}^{-1}$ (Fig.3.8). To obtain the scattering lengths, we used the effective range formula ( O'Malley et al, 1961)

$$
\begin{equation*}
\tan \delta_{0}=A k+B k^{2}+C k^{3} \ln k \tag{3.60}
\end{equation*}
$$

and fitted this to the phase shift obtained at $k=0.01,0.02,0.03 a_{0}^{-1}$ to obtain the constants $A, B, C$. The phase shift evaluated at $\omega=10$ and $\omega=\infty$ were used to determine the scattering length $(-A)$, these results being shown in table 3.5.

The terms $\tan \delta_{0}$ and $A k$ are of comparable size. This means that the constants $B$ and $C$ are very sensitive to the actual value of the phase shifts. Thus, although we believe our estimate of the scattering length to be reliable, we can not confidently determine the constants $B$ and $C$ until the phase shifts at these very low energies is improved. In fact, we were unable to predict the values of $B$ and $C$ given by O'Malley for the effective range formula, namely:

$$
B=-\frac{\pi}{3} \alpha_{d}, \quad C=\frac{4}{3} \alpha_{d} A
$$

In table 3.5, a comparison is made of our singlet scattering length with the value calculated by Bhatia and Drachman (1985) using their $\mathrm{Ps}^{-}$bound-state wavefunction (Bhatia and Drachman, 1983).

The singlet scattering length satisfies the formula,

$$
\begin{equation*}
\frac{1}{a}=\gamma-\frac{1}{2} r_{0} \gamma^{2} \tag{3.61}
\end{equation*}
$$

where $\epsilon_{b}=\frac{3 \gamma^{2}}{4}$ a.u. is the binding energy in a.u., $r_{0}$ is the effective range (a.u.) and is determined from

$$
\begin{equation*}
r_{0}=\frac{1}{\gamma}-\frac{1}{4 \pi C^{2}} \tag{3.62}
\end{equation*}
$$

$C$ being a constant evaluated from the normalization of the bound-state wave function.

Our estimation of the scattering length $(-A)$ and the constants $B$ and $C$ could probably be improved by using a least square fit to formulas (3.60). The extrapolated phase shifts with the smallest degree of uncertainity being weighed the most heavily. A technique to perform this operation is described by McDowell (1971).

However, it would be better to perform a zero-energy calculation, such as that by Humberston and Wallace (1972) for $\mathrm{e}^{+}-\mathrm{H}$ and by Spruch (1960) and Schwartz (1961a) for $\mathrm{e}^{ \pm}-\mathrm{H}$, since this would provide a strict bound on the scattering length. The zero-energy wave function should allow for long-range polarization (Schwartz, 1961b). This is discussed in more detail at the end of chapter 4.
$3.8^{1,3} \mathrm{~S}$ resonances.

The $\mathrm{Ps}^{-}$ion supports a system of doubly excited states which occur just below the various thresholds of the Ps atom. Like for $\mathrm{H}^{-}$, the dipole potential between the ns-np degenerate states of the parent atom is responsilbe for the occurence of the autoionizing resonances. The dipole polarizability of Ps is large, $36 a_{0}^{3}$, which is eight times that for hydrogen.

Ho $(1979,1984)$ has calculated some low-lying doubly excited resonances of $\mathrm{Ps}^{-}$associated with the $\mathrm{n}=2$ up to $\mathrm{n}=5 \mathrm{Ps}$ thresholds. He used the complex rotational method (1983b) together with the use of the stabilzation method (Hazi and Taylor, 1970; Fels and Hazi 1972).

The position of the ${ }^{1,3} \mathrm{~S}$ resonances, in terms of energy, for $\mathrm{Ps}^{-}$is scaled by the reduced mass of Ps compared to the corresponding resonaces found in $\mathrm{H}^{-}$. However, Ho (1984) noted that the singlet resonances have lower energies than the triplet counterparts when they have the same dominant configuration. The reverse is true for $\mathrm{H}^{-}$and He . This difference can be explained by the fact that the polarization potential, which is atttractive, is much larger for Ps than for H and $\mathrm{He}^{+}$.

Botero and Greene (1985) have determined the lowest ${ }^{1} \mathrm{~S}^{e}$ resonance of $\mathrm{Ps}^{-}$ using the adiabatic treatment in hyperspherical coordinates. This method provided upper and lower bounds on the energy, although they are not true bounds for doubly excited states.

Using the 'core pair' approximation, Arifov et al (1977) has also calculated the lowest ${ }^{1} \mathrm{~S}^{e}$ resonance associated with the $\mathrm{n}=2$ threshold of Ps.

In all these calculations, the bound-state part of the full wave function has been used to determine the resonance parameters. This is valid provided the interaction of the doubly excited state with the continuum can be neglected. Since these resonances are extremely narrow, this is shown to be the case.

We expected that our s-wave scattering wave function would reveal some resonance structure in $\mathrm{e}^{-}$-Ps scattering. This wavefunction is very flexible, the inter-electronic distance is explicity included by the term $r_{3}^{n} e^{-\gamma r_{3}}$. The lowest ${ }^{1} \mathrm{~S}^{e}$ resonance was detected by running the program with a very fine energy mesh ( $\Delta k \sim$
0.0001 ) and with $\omega=7$ which corresponds to 70 linear parameters in the singlet wave function. In fig. 3.9, this resonance is shown.

Our method does not easily enable us to classify the configurations of the resonances associated with the various thresholds of Ps. We followed Ho (1979, 1984) by using the configuration obtained from the corresponding $\mathrm{H}^{-}$system. The lowest ${ }^{1} \mathrm{~S}^{e}$ resonance has the configuration $(2 s)^{2}$. However, it should be realized that a single particle classificaion scheme is not really suitable to describe the doubly excited resonances for a system such as $\mathrm{Ps}^{-}$. A description of more appropriate classification scheme is discussed by Herrick (1982), Lin (1983) and Botero and Greene (1985).

We calculated the position and width of the ${ }^{1} \mathrm{~S}^{e}$ resonance by using a program written by Dr. L.A. Morgan. In this program, the Breit-Wigner formula is used in the form,

$$
\begin{equation*}
\dot{\delta}(E)=\tan ^{-1} \frac{\Gamma_{\text {res }}}{2\left(E-E_{\text {res }}\right)}+\sum_{i=0}^{2} a_{i}(E)^{i} \tag{3.63}
\end{equation*}
$$

where

$$
\delta^{r e s}=\tan ^{-1} \frac{\Gamma_{\text {res }}}{2\left(E-E_{\text {res }}\right)},
$$

$E_{r e s}=$ position of the resonance (units of energy) and $\Gamma_{\text {res }}=$ width of the resonance (full width at half height).

The summation in equation (3.63) is to represent the slowly varying, nonresonant phase shift, i.e the background phase shift.

An initial guess of the quantities $E_{\text {res }}, \Gamma_{\text {res }}, a_{0}, a_{1}, a_{2}$ needs to be made, and then the program, by using the NAG (mark 11, 1983) routine E04 FDF, calculates the minimum of the function,

$$
\dot{\delta}(E)-\delta(E)
$$

where $\delta(E)$ is the total phase shift obtained from our scattering calculation. Thus, the resonance parameters $a_{0}, a_{1}, a_{2}$ are determined by a least square fit.

In table 3.7, a comparison is made of the resonance parameters which we calculated for the lowest ${ }^{1} \mathrm{~S}^{e}$ resonance with the results of other authors. In this table, the energy position is measured from the ground state energy.

Reasonable agreement is obtained in the position and width of the resonance determined from the various methods. As can be seen, the widths of the resonance is extremely narrow, about 40 times smaller than the widths of the corresponding resonance in $\mathrm{H}^{-}$.

Probably, the most reliable determination of the position of the $(2 s)^{2}{ }^{1} \mathrm{~S}^{e}$ resonance is due to Ho ( 1979,84 ), (see table 3.7) because although he only used 1 non-linear parameter, this was optimized to the $\mathrm{n}=2$ state. He also used 203 terms in the Hylleraas wavefunction.

We could probably improve our determination of the resonance parameters for the ${ }^{1} \mathrm{~S}^{e}$ resonance, as well as increasing our chance of detecting other resonances, by increasing $\omega$ and optimizing the two non-linear parameters appropriate to the $\mathrm{n}=2$ threshold.

There are other ways in which our present wave function could be improved in the vicinity of the $\mathrm{n}=2$ threshold, for instance:
(a) adding more flexibilty into the short-range terms by having non-linear parameters associated with the two electrons. A possible short-range term would be of the form

$$
\begin{equation*}
\left(e^{-\alpha r_{1}} e^{-\beta r_{2}} r_{1}^{l} r_{2}^{m} \pm e^{-\beta r_{1}} e^{-\alpha r_{2}} r_{1}^{m} r_{2}^{l}\right) r_{3} e^{-\gamma r_{3}} \tag{3.64}
\end{equation*}
$$

and this would be suitable to use in search of resonances of the configuration 2 sns, where $n \neq 2$.
(b) Adding long-range terms suggested by Seiler et al (1971),

$$
\frac{\sin k \rho}{\rho^{2}}, \quad \frac{\cos k \rho}{\rho^{2}} .
$$

However, we feel that it would be better to spend this extra effort by adding the $\mathrm{n}=2$ states of positronium explicity to the wave function.

### 3.9 Binding energy of $\mathrm{Ps}^{-}$.

The short-range correlation terms of the full s-wave scattering wave function was used to represent the bound-state. The total ground-state energy was calculated by using the Rayleigh Ritz variational method and the NAG (mark 11, 1983) routine F02 AEF which solves the matrix equation

$$
\begin{equation*}
A X=\lambda B X \tag{3.65}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{i j} & =\left\langle\phi_{i} H \phi_{j}\right\rangle \\
B_{i j} & =\left\langle\phi_{i} / \phi_{j}\right\rangle,
\end{aligned}
$$

$X_{i}$ the eigenvectors, and $\lambda$ the eigenvalues, the lowest of these being the groundstate energy. Also, $\phi$ was normalized so that

$$
\begin{equation*}
\left\langle\phi_{i} / \phi_{j}\right\rangle=1 \tag{3.66}
\end{equation*}
$$

This calculation was performed for two reasons, namely:
(1) It provided a check on subroutine square, which is the subroutine which evaluates the closed closed channel matrix element. The binding energy has been independently determined by Ho (1983a) and Bhatia and Drachman (1983) among others.
(2) a very good bound-state wave function is required for the photodetachment cross section.

Table 3.8 compares our value for the binding energy with that determined by other workers. Our most accurate value agrees to within $0.004 \%$ of the best value to date which is that obtained by Bhatia and Drachman (1983).

For this calculation, we varied the non-linear parameters $\alpha$ and $\gamma$ using 70 linear parameters in the wave function in order to optimize the binding energy. Our optimum choice for the non-linear parameter is:

$$
\alpha=0.30, \gamma=0.048
$$

and in table 3.8 the variation of the binding energy with $\omega$ for this choice of nonlinear parameters is shown. Even by $\omega=8$, the binding energy has not reached its fully converged result.

### 3.10 Conclusions.

In this chapter, accurate singlet and triplet phase shiftsfor the scattering of low energy electrons by positronium, below the $n=2$ thresholds havebeen presented. Our value for the singlet scattering length is in good agreement with that calculated independently by Bhatia and Drachman (1985). The bound-state part of the full scattering wave function predicts a value for the binding energy of $\mathrm{Ps}^{-}$which agrees to within $0.004 \%$ of the best value to date (Bhatia and Drachman, 1983). This bound-state wave function should be good enough to use in the photodetachment calculation where the cross section is very sensitive to the value of the electron affinity predicted by the wave function.

At very low energies, convergence could be improved by adding long-range energy dependent terms which take into account polarization effects. This would improve our determination of the scattering length. However, it would be worthwhile to do a zero-energy calculation in order to obtain a true bound on the scattering length.

Very close to the $\mathrm{n}=2$ threshold convergence started to deteriote and this was due to the present wave function being insufficiently good to describe the longrange behaviour which arises because of the presence of the threshold. Possible long-range terms to add to the wave function, are of the form (Seiler et al. 1971),

$$
\frac{\sin k \rho}{\rho^{2}}, \quad \frac{\cos k \rho}{\rho^{2}} .
$$

It is worthwhile to improve the wave function in this energy region in the hope of revealing some more of the resonance structure. With the present wave function, the lowest ${ }^{1} \mathrm{~S}^{e}$ resonance was detected and reasonable agreement was obtained with Ho $(1979,84)$ for the resonance parameters. The resonance was extremely narrow ( $\approx 1 \mathrm{meV}$ ). Methods to improve the wave function in the vicinity of the $\mathrm{n}=2$ threshold have been discussed in section 3.8. Probably the most significant improvement to make would be to explicity include the $n=2$ states of positronium. This would enable the present calculation to be extended up to the $n=3$ threshold.

## Chapter 4

> p-wave variational calculation and possible long-range energy dependent terms.

### 4.1 Introduction.

The elastic scattering of low-energy p-wave electrons by positronium, below the $\mathrm{n}=2$ threshold has been investigated by the Kohn and inverse Kohn variational methods. This calculation was performed since:
(a) An accurate ${ }^{1} \mathrm{P}$ continuum wavefunction is required in the determination of the photodetachment cross section.
(b) From the S.E. 1 and S.E. results (chapter 2), it was seen that the dominant contribution to the total and differential cross section over most of the energy range came from the ${ }^{1,3} \mathrm{P}$ phase shifts. Therefore, these phase shifts need to be accurately determined.

Since our primary aim in this investigation of the $\mathrm{Ps}^{-}$system was to evaluate reliably the photodetachment cross section, we concentrated in the p-wave study in producing an accurate ${ }^{1} \mathrm{P}$ wave function.

The theory of the Kohn variational method, which was developed in section 3.2 is applicable to the p-wave. Much of the p-wave calculation to determine the phase shift is very similar to the s-wave calculation discussed in section 3.4. Therefore in this chapter, I shall just outline where the p-wave differs from the s-wave. This is done in section 4.2, where a description of the ${ }^{1,3} \mathrm{P}$ wavefunction is given.

In section 4.3 , the variation of the ${ }^{1} \mathrm{P}$ phase shift with the non-linear parameters and the convergence of the ${ }^{1,3} \mathrm{P}$ phase shifts with the number of linear parameters is examined. Our best results are presented, discussed and compared with those obtained for $\mathrm{e}^{-}-\mathrm{H}$ scattering (Armstead, 1968).

The convergence of the p-wave phase shifts at very low energies, with respect to the number of linear parameters in the trial function, was found to be slow. In section 4.4, a discussion is given of possible long-range energy dependent terms which could be added to the wave function to improve convergence. Long-range
energy dependent terms would be useful for other partial waves, not just the p-wave. It is especially interesting to consider the effect of long-range terms for zero-energy s-wave scattering, since the scattering length is a bound quantity and thus such a calculation could be used to determine the quality of the long-range terms.

In section 4.5 , the behaviour of the ${ }^{1} \mathrm{P}$ phase shifts just below the $\mathrm{n}=2$ threshold is examined. Possible ${ }^{1,3} \mathrm{P}$ resonancesare reported together with a brief discussion on how our variational wave function could be improved to describe the $\mathrm{n}=2$ threshold more adequately.

Finally, in section 4.6, conclusions are stated and suggestions are made on where further work is required.

### 4.2 The ${ }^{1,3} \mathrm{P}$ trial function and the p -wave calculation.

The p-wave function contains one unit of angular momentum, and needs to be symmetric under interchange of the two electrons for the singlet state and antisymmetric for the triplet state. Also, the scattering is symmetric about the $\mathrm{y}-\mathrm{z}$ plane, where the z-direction is parallel to the direction of the incoming particle, although it does depend on the polar angle $\theta$.

Our p-wave trial function is of the form (Ward et al,1986 a,b,c)

$$
\begin{aligned}
& \Psi_{1}^{ \pm}\left(r_{1}, r_{2}, r_{3}\right)=2^{-1_{2}}\left(1 \pm P_{12}\right) k^{1_{2}} \phi_{p_{3}}\left(r_{2}\right) Y_{10}(\hat{f}) \\
& \quad\left[1,(k \rho)-\tan \delta_{1}^{ \pm t} n_{1}(k \rho)\left(1-e^{-\mu p}\right)^{n}\right] \\
& +2^{-1 / 2}\left[Y_{10}(\hat{f}) p \pm Y_{10}\left(\hat{f}^{\prime}\right) \rho^{\prime}\right] \sum_{i=1}^{N_{1}^{-1}} C_{i}^{ \pm} e^{-\gamma^{t} r_{3}-\alpha^{ \pm} s} s^{k_{i}} t^{l_{i} r_{3} m_{i}} \\
& +2^{-Y_{2}}\left[Y_{10}(\hat{f}) \rho \mp Y_{10}\left(\hat{f}^{\prime}\right) p^{\prime}\right] \sum_{j=N_{1}}^{N} d_{j}^{ \pm} e^{-\gamma^{ \pm} r_{3}-\alpha^{ \pm} s} s^{k_{i} t^{L i} r_{3} m_{i}}
\end{aligned}
$$

where $\mathrm{n}=5$,

$$
k_{i}+l_{i}+m_{i} \leq \omega, \quad k_{i}, l_{i}, m_{i} \in[0,1,2, \ldots \omega]
$$

and $l_{i}$ must be even in the first summation and odd in the second. In this expression, the upper (lower) sign refers to the singlet (triplet) state and the coordinates
used are described in section 3.4 and shown in fig.2.5. The total number of linear parameters N is shown in table 3.1 for a given $\omega$, the number of terms of even $l_{i}\left(=N_{1}-1\right)$ corresponds to the total number of terms in the singlet s-wave function for that value of $\omega$. We optimized the three non-linear parameters contained in this wavefunction, for the singlet state.

The wave function is correctly normalized for the Kohn variational principle written in the form:

$$
\begin{equation*}
\bar{R}_{K}=R_{t}-I\left[\psi_{l}^{t}\left(\mathbf{r}_{2}, \boldsymbol{p}\right)\right] \tag{4.2}
\end{equation*}
$$

(see equations (3.21) and (3.44) and the boundary conditions, which are

$$
\begin{gather*}
\Psi_{1}^{ \pm}(\rho \rightarrow 0) \sim \rho^{l}  \tag{4.3}\\
\Psi_{1}^{ \pm} \underset{\rho \rightarrow \infty}{\sim 2^{-\frac{1}{2}}} k^{\frac{1}{2}} \phi_{P s}\left(r_{2}\right) Y_{10}(\hat{\rho})\left[j_{1}(k \rho)-\tan \delta_{1 t}^{ \pm} n_{1}(k \rho)\right]
\end{gather*}
$$

are satisfied.
We took $\mathrm{n}=5$ in the shielding function to ensure that the wave function and kinetic energy was well behaved at the origin. For the short-range terms, the distance $\rho$ multiplied by the spherical harmonic since it is essential that as $\rho \rightarrow 0$ the wave function is single valued. As with the s-wave, the interaction between the two electrons is represented by the term $e^{-\gamma r_{3}} r_{3}^{m_{i}}$.

The wave function can be written in the abbreviated form:

$$
\begin{equation*}
\Psi_{i}^{ \pm}=S Y+\tan \delta_{1 t}^{ \pm} C Y+\chi \tag{4.4}
\end{equation*}
$$

where

$$
\begin{gathered}
S Y=S_{1} Y_{1} \pm S_{2} Y_{2}, \quad C Y=C_{1} Y_{1} \pm C_{2} Y_{2}, \\
S_{1} Y_{1}=\sqrt{\frac{k}{2}} \phi_{P s}\left(r_{2}\right) Y_{10}(\hat{\rho}) j_{1}(k \rho), \\
S_{2} Y_{2}=\sqrt{\frac{k}{2}} \phi_{P s}\left(r_{1}\right) Y_{10}\left(\hat{\rho} \nmid j_{1}(k \hat{\rho}),\right. \\
C_{1} Y_{1}=-\sqrt{\frac{k}{2}} \phi_{P s}\left(r_{2}\right) Y_{10}(\hat{\rho}) n_{1}(k \rho)\left(1-e^{-\mu \rho}\right)^{5}, \\
C_{2} Y_{2}=-\sqrt{\frac{k}{2}} \phi_{P s}\left(r_{1}\right) Y_{10}(\hat{\rho}) n_{1}(k \hat{\rho})\left(1-e^{-\mu \rho}\right)^{5},
\end{gathered}
$$

$$
\begin{aligned}
x= & 2^{-1 / 2}\left[Y_{10}(\hat{f}) \rho \pm Y_{10}\left(\hat{\rho}^{\prime}\right) \Gamma^{\prime}\right] \sum_{i=1}^{N 1-1} f_{i} \\
& +2^{-1 / 2}\left[Y_{10}(\hat{f}) f_{\mp} Y_{10}\left(\hat{\rho}^{\prime}\right) \rho^{\prime}\right] \sum_{i=N 1}^{N} f_{i},
\end{aligned}
$$

where $f_{i}=c_{i} e^{-\alpha s-\gamma r_{3}} s^{k_{i}} t^{l_{i}} r_{3}^{m_{i}}, \quad l_{i}$ even for $i=1 \rightarrow N 1-1$, odd for $i=N 1 \rightarrow$ $N$. As with the s-wave case, the individual matrix elements to consider for the determination of $\left(\Psi_{1}^{ \pm} L \Psi_{1}^{ \pm}\right)$when the wavefunction is written in the form (4.4), can be classified into three groups, namely:

Group (a): open-open channel matrix elements.

$$
\begin{align*}
& (S Y L S Y)=2\left\{\left(S_{1} Y_{1} L S_{1} Y_{1}\right) \pm\left(S_{2} Y_{2} L S_{1} Y_{1}\right)\right\} \\
& (S Y L C Y)=2\left\{\left(S_{1} Y_{1} L C_{1} Y_{1}\right) \pm\left(S_{2} Y_{2} L C_{1} Y_{1}\right)\right\}  \tag{4.5}\\
& (C Y L S Y)=2\left\{\left(C_{1} Y_{1} L S_{1} Y_{1}\right) \pm\left(C_{2} Y_{2} L S_{1} Y_{1}\right)\right\} \\
& (C Y L C Y)=2\left\{\left(C_{1} Y_{1} L C_{1} Y_{1}\right) \pm\left(C_{2} Y_{2} L C_{1} Y_{1}\right)\right\}
\end{align*}
$$

Group (b): open-closed channel matrix elements

$$
\begin{aligned}
& \left(\left(Y_{10}(\hat{f}) \rho+Y_{10}\left(\hat{f}^{\prime}\right) \rho^{\prime}\right) f_{i} L s_{1}\right)=\left(s_{1} L\left(Y_{10}(\hat{p}) \rho+Y_{10}\left(\hat{q}^{\prime}\right) \rho^{\prime}\right) f_{i}\right) \\
& \left(\left(Y_{10}(\hat{f}) p-Y_{10}\left(\hat{f^{\prime}}\right) \rho^{\prime}\right) f_{i} L S_{1}\right)=\left(S_{1} L\left(Y_{10}(\hat{f}) p-Y_{1}(\hat{f}\} p^{\prime}\right) f_{i}\right) \\
& \left(\left(Y_{10}(\hat{f}) \rho+Y_{10}\left(\hat{f}^{\prime \prime}\right) \rho^{\prime}\right) f_{i} L C_{1}\right)=C C_{1} L\left(Y_{10}(\hat{f}) \rho+Y_{10}(\hat{p} \mid \rho) f_{i}\right) \\
& \left(\left(Y_{10}(\hat{p}) p-Y_{10}\left(\hat{p^{\prime}}\right) p^{\circ}\right) f_{i} L C .\right)=\left(c_{1} L\left(Y_{1}(\hat{p}) p-Y_{10}(\hat{q})^{\prime} p\right) f_{i}\right)
\end{aligned}
$$

(c)closed-closed channel matrix elements

$$
\begin{aligned}
& \left(\left(Y_{10}(\hat{f}) p+Y_{10}\left(\hat{f}^{\prime}\right) p^{\prime}\right) f_{i} L\left(Y_{10}(\hat{f}) p+Y_{10}\left(\hat{f}^{\prime}\right) p^{\prime}\right) f_{i}\right) \\
& \left(\left(Y_{1-}(\hat{f}) p+Y_{10}\left(f^{\prime}\right) \rho^{\prime}\right) f_{i} L\left(Y_{1}(\hat{p}) p-Y_{10}\left(\hat{f^{\prime}}\right) \rho^{\prime}\right) f_{i}\right) \\
& \text { (4.7) } \\
& \left(\left(Y_{10}(\hat{f}) \rho-Y_{10}\left(\hat{f^{\prime}}\right) \rho^{\prime}\right) f_{i} L\left(Y_{10}(\hat{f}) \rho+Y_{10}\left(\hat{f^{\prime}}\right)(\cdot) f_{i}\right)\right. \\
& \left.\left.\left(\left(Y_{10} C_{f}\right) p-Y_{10}\left(\hat{f^{\prime}}\right) \rho \cdot\right) f_{i} L\left(Y_{1} C_{\hat{f}}\right) \rho-Y_{10}\left(\hat{f^{\prime}}\right) \rho^{\prime}\right) f_{i}\right)
\end{aligned}
$$

The direct direct matrix elements had to be performed analytically because they were of long-range.

Since

$$
L S_{1}=\frac{4}{3}\left(\frac{1}{r_{3}}-\frac{1}{r_{1}}\right)
$$

and

$$
\left(C_{1} Y_{1} L S_{1} Y_{1}\right)=\left(S_{1} Y_{1} L C_{1} Y_{1}\right)-0.5
$$

we have

$$
\begin{equation*}
\left(S_{1} Y_{1} L S_{1} Y_{1}\right)=\left(C_{1} Y_{1} L S_{1} Y_{1}\right) \equiv 0 \tag{4.8}
\end{equation*}
$$

and

$$
\left(S_{1} Y_{1} L C_{1} Y_{1}\right)=0.5
$$

The analytical integration required for ( $C_{1} Y_{1} L C_{1} Y_{1}$ ) was straight forward.

In the evaluation of the other matrix elements we made maximum use of the s-wave analysis and program as well as the various symmetries of the p-wave problem. The internal variables of integration used in the s-wave program were $r_{1}, r_{2}, r_{3}$. We therefore used:

$$
d \boldsymbol{\tau}=d \mathbf{r}_{1} d \mathbf{r}_{2}
$$

as the volume element over all space rather than the equivalent form of $d \boldsymbol{f}=d \mathbf{r}_{\mathbf{2}} d \boldsymbol{\rho}$. When this form of volume element $d \boldsymbol{r}$ is used and integration is performed over the external variables in a manner discussed below, then the remaining integral for the closed-closed channel matrix element will be a polynomial in $r_{1}, r_{2}, r_{3}$. Hence, this integration with respect to $r_{1}, r_{2}, r_{3}$ (or $x, y, z$ ) for the closed-closed channel matrix elements can be performed exactly by Gauss-Laguerre quadrature.

We note that

$$
\left(Y_{10}\left(\hat{f^{\prime}}\right) p+Y_{10}\left(\hat{f}^{\prime}\right) p^{\prime}\right)=\sqrt{\frac{3}{4 \pi}} \frac{1}{2}\left(r_{1} \cos \theta_{1}+r_{2} \cos \theta_{2}\right)
$$

(4.9)
and

$$
\left(Y_{1} o\left(\hat{f}^{\prime}\right) \rho^{\prime}-Y_{1}\left(\hat{f}^{\prime}\right) \rho^{\prime}\right)=\sqrt{\frac{3}{4 \pi}} \frac{3}{2}\left(r_{1} \cos \theta_{1}-r_{2} \cos \theta_{2}\right)
$$

Using the co-ordinate system ( $\mathbf{r}_{1}, \mathbf{r}_{2}$ ), the kinetic-energy operator can be written in
the form:

$$
\hat{T}=-\nabla_{r_{1}}^{2}-\nabla_{r_{2}}^{2}-\nabla_{r_{1}} \cdot \nabla_{r_{2}}
$$

so that

$$
\begin{aligned}
& \hat{T}\left(Y_{10}(\hat{f}) \rho+Y_{10}\left(\hat{f}^{\prime}\right) f^{\prime}\right) f: \\
= & \sqrt{\frac{3}{4 \pi}} \frac{1}{2}\left\{\left(r_{1} \cos \theta_{1}+r_{2} \cos \theta_{2}\right) \hat{T} f_{i}-\cos =\left.\theta_{1} 3 \frac{\partial f_{i}}{\partial r_{i}}\right|_{r_{2}}-\left.\cos \theta_{2} 3 \frac{\partial f_{i}}{\partial r_{2}}\right|_{r_{1}}\right\}
\end{aligned}
$$

and

$$
(4,10)
$$

$$
\begin{aligned}
& \hat{T}\left(Y_{10}(\hat{f}) p-Y_{10}\left(\hat{f^{\prime}}\right) p^{\prime}\right) f_{i} \\
= & \sqrt{\frac{3}{4 \pi}} \frac{3}{2}\left\{\left(r_{1} \cos \theta_{1}-r_{2} \cos \theta_{3}\right) \hat{T} f_{i}-\cos \theta_{1}\left(\left.\frac{\partial f_{i}}{\partial r_{1}}\right|_{r_{2}} ^{r_{3}}+\left.\frac{2 r_{0}}{r_{3}} \frac{\partial f}{\partial r_{3}}\right|_{r_{1}}\right)\right. \\
& +\cos \theta_{2}\left(\left.\frac{\partial f}{\partial r_{2}}\right|_{r_{1}}+\left.\frac{2 r_{2}}{r_{3}} \frac{\partial f}{\partial r_{3}}\right|_{r_{1}}\right)
\end{aligned}
$$

where

$$
f_{i}=c_{i} e^{-\alpha s-\gamma r_{3}} s^{k_{i}} t^{l_{i}} r_{3}^{m_{i}}
$$

and $T f_{i}$ has been coded for the s-wave program.
All of the integrals required for the exchange direct, open closed and closed closed chanel matrix elements are of the type $I_{1}, I_{2}, I_{3}$ defined by:

$$
\begin{gather*}
I_{1}=\int \cos ^{2} \theta_{1} F\left(r_{1}, r_{2}, r_{3}\right) d \tau \\
I_{2}=\int \cos ^{2} \theta_{2} F\left(r_{1}, r_{2}, r_{3}\right) d \tau  \tag{4.12}\\
I_{3}=\int \cos \theta_{1} \cos \theta_{2} F\left(r_{1}, r_{2}, r_{3}\right) d \tau
\end{gather*}
$$

where $F\left(r_{1}, r_{2}, r_{3}\right)$ is some function of the integral variables $r_{1}, r_{2}, r_{3}$ and

$$
\cos \theta_{\rho}=\frac{1}{\rho}\left(r_{1} \cos \theta_{1}-\frac{1}{2} r_{2} \cos \theta_{2}\right)
$$

$$
\cos \theta_{\dot{\rho}}=\frac{1}{\dot{\rho}}\left(r_{2} \cos \theta_{2}-\frac{1}{2} r_{1} \cos \theta_{1}\right)
$$

Consider the volume element,

$$
\begin{gathered}
d \tau=d \mathbf{r}_{1} d \mathbf{r}_{2} \\
d \tau=r_{1}^{2} d r_{1} \sin \theta_{1} d \theta_{1} d \phi_{1} r_{2}^{2} d r_{2} \sin \theta_{2} d \theta_{2} d \phi_{2}
\end{gathered}
$$

The integration with respect to these six variables is quite complicated since the integrand is expressed in terms of the mixed co-ordinates $\left(\mathbf{r}_{1}, r_{2}\right),\left(r_{2}, \rho\right)$ as well as the interelectronic distance $r_{3}$. To make this integration easier, the integration was performed in a definite order and use was made of the symmetry at the system. Whilst performing the integration over $\mathrm{r}_{2}, \mathbf{r}_{1}$ is considered to be the $z$-axis, and the volume element becomes:

$$
\begin{gathered}
d \mathbf{r}_{1} d \mathbf{r}_{2}=2 \pi r_{1}^{2} d r_{1} \sin \theta_{1} d \theta_{1} r_{2}^{2} d r_{2} \sin \theta_{12} \theta_{12} d \dot{\phi}_{2} \\
d \mathbf{r}_{1} d \mathbf{r}_{2}=2 \pi r_{1} r_{2} r_{3} d r_{1} d r_{2} d r_{3} \sin \theta_{1} d \theta_{1} d \dot{\phi}_{2}
\end{gathered}
$$

where $\theta_{12}=\cos ^{-1} \hat{\mathbf{r}}_{1} \cdot \hat{\mathbf{r}}_{2}$ and $\dot{\phi}_{2}$ is the azimuthal angle of $\mathbf{r}_{2}$ with respect to $\mathbf{r}_{1}$. Hence, there are now only two external variables at intergration to consider, $\theta_{1}, \dot{\phi}_{2}$, and the integrals $I_{1}, I_{2}, I_{3}$ reduce to

$$
\begin{aligned}
& I_{1}=\frac{2}{3}(2 \pi)^{2} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} F\left(r_{1}, r_{2}, r_{3}\right) r_{1} r_{2} r_{3} d r_{1} d r_{2} d r_{3} \\
& I_{2}=\frac{2}{3}(2 \pi)^{2} \int_{0}^{\infty} \int_{0}^{\infty} \int_{1}^{\infty} r_{1} r_{1}+r_{1}+r_{2} \\
& r_{1} \\
& \left.r_{1}, r_{2}, r_{2}\right) r_{1} r_{2} r_{3} d r_{1} d r_{2} d r_{3} \\
& I_{3}=\frac{2}{3}(2 \pi)^{2} \int_{0}^{\infty} \int_{0}^{\infty} \int_{1}^{r_{1}+r_{2}} F\left(r_{1}, r_{2}, r_{3}\right) \cos \theta_{12} r_{1} r_{2} r_{3} d r_{1} d r_{2} d r_{3}
\end{aligned}
$$

where $r_{1}, r_{2}, r_{3}$ are internal variables.

As in the s-wave problem, the dummy variables $x, y, z$ defined by :

$$
\begin{aligned}
& x=r_{1}+r_{2}+r_{3} \\
& y=r_{2}+r_{3}-r_{1} \\
& z=r_{3}+r_{2}-r_{1}
\end{aligned}
$$

are introduced so that the limits of integration are simplified,

$$
0 \leq x \leq \infty, \quad 0 \leq y \leq \infty, \quad 0 \leq z \leq \infty
$$

and

$$
d r_{1} d r_{2} d r_{3}=\frac{1}{4} d x d y d z
$$

Integration with respect to these variables is performed using Gauss-Laguerre quadration with 35 integration points for the exchange direct and open closed channel matrix elements and with $(\omega+4)$ points for the closed closed channel matrix elements.

The structure of the p-wave program is based on that which was used for the s-wave (§3.6). In subroutine const, for a given $\omega$, the value of N and N 1 are calculated and the values at $k_{i}, l_{i}, m_{i}$ are determined so that $l_{i}$ is even for $i=1 \rightarrow N 1-1$ and odd for the remaining values of $i$. In subroutine single, the open open channel matrix elements are evaluated and in subroutine column, the open closed channel matrix elements are evaluated. The closed closed channel matrix elements are calculated in subroutine square. In subroutine RMAT, the matrix equation (3.58) is solved and the stationary phase shift (3.24) evaluated.
4.3 Results and discussion.
(1) Variation of non-linear parameters, $\alpha, \gamma, \mu$

For our initial choice of non-linear parameters, we used the same set of non-linear parameters which were used in the s-wave trial function, namely: $\alpha=0.40, \gamma=0.05$, ( $\mu=0.5$ )
${ }^{\wedge}$ (Ward et al. 1986c). However, at very low energies, the phase shifts and their slope (with respect to $k$ ) should be positive in accordance with the effective range formula (O'Malley et al, 1961), and this was not the case for the ${ }^{1} \mathrm{P}$ phase shifts. It was, therefore, necessary to optimize the non-linear parameters in the ${ }^{1} \mathrm{P}$ wave function and we did this at $\omega=5$. Fig. 4.1 to 4.9 and tables 4.1 to 4.6 show the variation of the phase shifts $\left(\tan \delta_{1}^{+}\right)$with the non-linear parameters, and from these results, we note that the very low energy results, $k \leq 0.1 a_{0}^{-1}$ are much more dependent on the choice of non-linear parameters, then for the energy interval corresponding to $0.1<k\left(a_{0}^{-1}\right)<0.5$.

In fig. 4.1, table 4.1, the variation of the low-energy phase shifts with $\omega$ is illustrated. The best value of $\alpha$ lies at small values, which indicates that the shortrange terms are trying to represent the long-range behaviour due to the polarization potential. These short-range terms have difficulty in doing this, and this is noticed by the fact that the optimum value in the Kohn results lie at different positions to the optimum value for the inverse Kohn. We chose the value $\alpha=0.15$ for $k<0.1 a_{0}^{-1}$.

In Fig. 4.2, it can be seen that the variation of the phase shifts with $\alpha$ is much flatter for the higher values of $k,\left(0.1 \leq k\left(a_{0}^{-1}\right)<0.5\right)$ and good agreement was obtained between the Kohn and inverse Kohn results. For these values of $k$, we chose $\alpha=0.30$.

From table 4.1, it is clear that the optimum value for $\alpha$ is 0.3 for $k=$ $0.1,0.2,0.3 a_{0}^{-1}$. For $k=0.4 a_{0}^{-1}$, the optimum value is $\alpha \geq 0.4$. The slope of the phase shifts with $\alpha$, for $\alpha$ in the range $0.2 \leq \alpha \leq 0.4$. is positive for $k=0.4 a_{0}^{-1}$ but negative for the threshold value of $k$ of $0.5 a_{0}^{-1}$. A dipole potential is created by the coupling of the $2 s-2$ p degenerate states and this potential at large $\rho$ is proportional to $\frac{1}{\rho^{2}}$. This means that the true wave function for values of $k$ just below and at
threshold will have a long tail. The short-range terms attempt to represent this long-range behaviour by showing a preference forsmaller values of $\alpha$.

At threshold, $k=0.5 a_{0}^{-1}$, the first inelastic channel opens. The electron has just enough energy to excite the Ps atom, and since the electron will be left with no kinetic energy, we expect the wave function to be flat. Thus, it seems reasonable at $k=0.5 a_{0}^{-1}$ to have a low value of $\alpha$ or even a negative value. However, our present wave function does not include explicity the $n=2$ states of Ps , and thus we should confine ourselves to scattering below threshcld. (The inverse Kohn value at $\alpha=0.2$ for $k=0.5$ could be a Schwartz singularity).

In figs. 4.3, 4.4, 4.5, 4.6 and tables 4.2, 4.3, the variation of the phase shifts with $\gamma$ is displayed, using $\alpha=0.15$ for $k<0.1 a_{0}^{-1}$ and $\alpha=0.30$ for the range $0.1 \leq k\left(a_{0}^{-1}\right)<0.5$. The variation of the very low energy ( $k<0.05 a_{0}^{-1}$ ) phase shift with $\gamma$ is shown in fig. 4.3. It is apparent that the short-range terms are inadequate to describe the entire physical situation at these very low energies, i.e. long-range polarization effects as well as short-term correlation. The 'optimum' value of $\gamma$ is hard to select, the optimum value is different for the Kohn and inverse Kohn results and is very energy dependent. We chose the value of $\gamma=0.01$ for $k<0.05 a_{0}^{-1}$, but perhaps a negative value of $\gamma$ would be more suitable. By $k=0.05 a_{0}^{-1}$, the variation with $\gamma$ is more steady and an 'optimum' value of $\gamma$ can be chosen (figs. 4.4, 4.5, 4.6). For the range $0.05 \leq k\left(a_{0}^{-1}\right)<0.1$, we chose $\gamma=0.03$ and for $0.1 \leq k\left(a_{0}^{-1}\right)<0.5$ the value of $\gamma=0.06$. It is reasonable that the value of $\gamma$ is larger for the higher energies because the long-range polarization effects become less important. The variation of the phase shift with $\gamma$ for $k>0.1 a_{0}^{-1}$ is very smooth and good agreement is achieved between the Kohn and inverse Kohn results.

The optimum value of $\mu$ which is the non-linear porameter appearing in the shielding function increases as $k$ increased (see fig.4.7, 4.8, 4.9 tables 4.4, 4.5, 4.6.) For $k<0.1 a_{0}^{-1}$, the optimum value is probably less than 0.3 , although it is difficult to determine and for $k>0.1 a_{0}^{-1}$ the value of 0.3 seems suitable. This dependancy of $\mu$ on $k$ is reasonable since the shielding function takes longer to reach unity (in terms of distance) for a small value of $\mu$ and will have more effect on the wave function if $k$ is large since a large value of $k$ corresponds to a short wavelength and thus more oscillations in the wave function for a given distance. It is undesirable
for the shielding function to 'kill' the wave function over too large a distance and thus destroy any effect that the short-range terms may have. (Remember that the asymptotic region is determined by the value of $k \rho$, not just $\rho$.) Therefore, if $k$ is large, a large value of $\mu, \mu>0.1$ is required. We chose $\mu=0.3$ for the entire energy range, i.e. for $k \leq 0.5 a_{0}^{-1}$.

The optimum choice at the three non-linear parameters for the ${ }^{1} \mathrm{P}$ wave function was:

$$
\begin{gathered}
\alpha=0.15, \quad \gamma=0.01, \quad \mu=0.3 \quad k<0.05 a_{0}^{-1} \\
\alpha=0.15, \quad \gamma=0.03, \quad \mu=0.3 \quad 0.05 \leq k\left(a_{0}^{-1}\right)<0.1, \\
\alpha=0.3, \quad \gamma=0.06, \quad \mu=0.3, \quad 0.1 \leq k\left(a_{0}^{-1}\right)<0.5 .
\end{gathered}
$$

with these choice of parameters, the ${ }^{1} \mathrm{P}$ phase shifts were positive at very low energies as required.

Although the optimum value for the triplet is not necessarily the same as for the singlet state, we used the same set of non-linear parameters for convenience. This set of non-linear parameters gave better results for the triplet than the previous set ( $\alpha=0.40, \gamma=0.05, \mu=0.5$ ) and the convergence with respect to $\omega$ was sufficiently good.
(ii) Convergence of the ${ }^{1,3} \mathrm{P}$ phase shifts with respect to $\omega$.

The convergence of the p-wave phase shifts is shown in figs 4.10 to 4.16 and tables 4.7 to 4.12 . At very low energies, $k<0.1 a_{0}^{-1}$ (figs. 4.10, 4.11, 4.13, 4.14), the rate of convergence with $\omega$ is slow. This is to be expected since the long range polarization effects are more important for very low energies, and the short-range terms which vanish exponetially for large $\rho$, have difficulty in representing the long range behaviour.

From figs. 4.10, 4.13, we see that at $k=0.02,0.03,0.04 a_{0}^{-1}$ the rate of convergence in the ${ }^{1,3} \mathrm{P}$ phase shifts is very slow and there is some disagreement between the Kohn and inverse Kohn results over the whole range of $\omega$ considered ( $2 \leq \omega \leq 9$ ). Even by $\omega=9$, the results have not fully converged, and the agreement between Kohn and inverse Kohn results is less than $2 \%$.

However, as $k$ is increased, the rate of convergence in the ${ }^{1,3} \mathrm{P}$ phase shifts improves and there is much better agreement between Kohn and inverse Kohn results. This agreement is to within $0.06 \%$ for the range $0.06 \leq k\left(a_{0}^{-1}\right) \leq 0.10$ and to within $0.02 \%$ for the range $0.1<k<0.5$ when $\omega=9$. For the triplet, there were anomolies in some of the Kohn results. This anomaly appears at only one value of $\omega$ and moved to lower energies as $\omega$ is increased (fig. 4.14). Very close to the threshold, the rate of convergence deteriates somewhat, and this is due to the presence of the incomingthreshold. This region was examined in more detail and has been discussed in section 4.5, where we report some possible ${ }^{1,3} \mathrm{P}$ resonances.

In table 4.13, 4.14 we give our best results for the ${ }^{1,3} P$ phase shifts evaluated at $\omega=9$. The Kohn and inverse Kohn results agree to the number of figures quoted and better. From the convergence graphs and tables, we estimated the fully converged result $\left(\delta_{1}^{ \pm}(\omega=\infty)\right)$. The behaviour of the phase shift $\left(\delta_{1}^{ \pm}(\omega=9)\right)$ as a function of $k$ is illustrated in fig. 4.17, 4.18, 4.19 for the singlet, and in fig. 4.20, 4.21 for the triplet. At very low energies, where the dominant potential is that from polarization, both singlet and triplet results are positive, in accord with the form of the effective range formula (O'Malley, 1961).

$$
\begin{equation*}
\tan \delta_{1}=\frac{\pi}{15} \alpha k^{2}+A_{1} k^{3}+O\left(k^{4}\right) \tag{4.14}
\end{equation*}
$$

By $k=0.03 a_{0}^{-1}$, the singlet phase shift has reached its maximum and at $k=$ $0.047 a_{0}^{-1}$ they became negative. The phase shifts continue to decrease as $k$ increases, until very close to the $n=2$ threshold where there is a sudden rise in the phase shifts at $k=0.484 a_{0}^{-1}$. In $\S 4.4$, we attempt to explain this behaviour. However, the triplet phase shifts are positive over the entire energy range of $k$ considered, the maximum being at $k=0.25 a_{0}^{-1}$.

The variational results calculated by Armstead (1968) for $\mathrm{e}^{-}-\mathrm{H}$ scattering, below the $n=2$ threshold are shown in figs. $2.2 \mathrm{a}, \mathrm{b}$. The shape of the singlet phase shift curve closely resembles that for $\mathrm{e}^{-}-\mathrm{Ps}$. As $k$ increases from zero, the phase shift become positive, reaching the maximum at $k \approx 0.3 a_{0}^{-1}$ and then steadily decreases, going through zero at $k=0.49 a_{0}^{-1}$. At $k=0.7 a_{0}^{-1}$, the phase shift rapidly increase and go positive, the $\mathrm{n}=2$ threshold is at $k=0.866 a_{0}^{-1}$. However, the singlet phase shift are betureenoneanduc $\begin{gathered}\text { orders of magnitude smaller then the } \mathrm{e}^{-}-\text {Ps phase shifts. The }\end{gathered}$ triplet phase shifts for $\mathrm{e}^{-}-\mathrm{H}$ scattering steadily increase from zero as $k$ increases but does not show a maximum. Very close to the $\mathrm{n}=2$ threshold, a ${ }^{3} \mathrm{P}$ resonance is seen. The triplet phase shifts for $\mathrm{e}^{-}-\mathrm{H}$ and $\mathrm{e}^{-}-\mathrm{Ps}$ scattering are the same order of magnitude.

In table 4.15, the ${ }^{1} \mathrm{P}$ phase shifts for the $\mathrm{e}^{-}-\mathrm{Ps}$ scattering evaluated at $\omega=9$ using $n=3,4,5,6,7$ in the shielding function are shown. The phase shifts are stable to a change of $\mathrm{n}=4$ to $\mathrm{n}=7$ for $k$ in the range $0.15 \leq k\left(a_{0}^{-1}\right) \leq 0.40$, and thus the value of $n=5$ seems to be suitable. At $k=0.10 a_{0}^{-1}$, a larger value of $n$ might be more appropriate, although as noticed by the convergence and the agreement between Kohn and inverse Kohn results, the phase shifts for $k=0.10 a_{0}^{-1}$ seem somewhat strange, indicating a possible Schwartz singularity in the vicinity of this energy.

Table 4.16 shows the variation of the phase shifts with NS, the number of integration points used in the determination of exchange-direct and open-closed channel matrix elements. For $k$ in the range $0.15 \leq k\left(a_{0}^{-1}\right) \leq 0.35$, the phase shifts have reached their fully converged results to within four significant figures by $\mathrm{NS}=$ 25 , and for $k=0.05,0.10,0.40,0.45 a_{0}^{-1}$ to within three figures for this value of NS. Close to the $\mathrm{n}=2$ threshold, $k \geq 0.46 a_{0}^{-1}$, the rate of covergence is slower, agreement being obtained to at least three figures for $N S=35$ and 40 , but only to two figures in increasing NS from 25 to 40 . This energy region needs further investigation.
4.4 Behaviour of the p-wave phase shifts at very low energies ( $k \leq 0.1 a_{0}^{-1}$ ), and possible long-range energy dependent terms for the s- and p-waves.

We saw in the last section, from the results of the variation of the phase shifts with the non-linear parameters and the rate of convergence with $\omega$, that for very low values of $k, k<0.1 a_{0}^{-1}$, the short-rangeneffects caused by the polarization potential which is proportional to $\frac{1}{\rho^{4}}$ for large $\rho$. Long-range terms, which effectively generate the long-range polarization potential, need to be added to the wave function for zero and low energies. These terms are important in the region where the short- range terms of a given $\omega$ are negligibly small and the asymptotic region has not been reached. Positronium has a large polarizability $36 a_{0}^{3}$, which is eight times that of hydrogen.

Although these long range terms can take any form since we are using a variational approach, presumably better results and more rapid convergence will be obtained if these terms represent the physical situations and then $\delta \psi$ (see chapter 3) will be small. Also, since we already have three non-linear parameters in our scattering wave function, we do not want to introduce any non-linear parameters in the long-range term. The Kohn variational method solves a set of $(N+1)$ linear simultaneous equations to determine the $(N+1)$ unknowns which are linear in the wave function. However, the non-linear parameters are obtained by optimization, and this procedure as well as being time consuming in terms of computer time, suffer from the disadvantage that there is no guarantee that the apparent optimum values are in fact the true optimum.

Suitable long range terms have been reported in the literature for zero energy s-wave scattering. Spruch et al (1960) have shown that at zero-energy and for a target of polarizibility $\alpha_{d}$, the asymptotic wave function for the free particle is

$$
\begin{equation*}
\left(1-\frac{a}{r}-\frac{\alpha_{d}}{2 r^{2}}\right) \tag{4.15}
\end{equation*}
$$

where $a$ is the scattering length and $\frac{\alpha}{r^{4}}$ is the asymptotic polarization potential.
Schwartz (1961d for zero energy s-wave electron scattering by hydrogen, used

$$
\phi=\left(1 \pm P_{12}\right) 2 e^{-r_{2}}\left[1-\frac{a}{r_{1}} f_{1} \frac{-2.25}{r_{1}^{2}} f_{2}-\frac{\cos \theta_{2}\left(r_{2}+r_{2}^{2} / 2\right)}{r_{1}^{2}} f_{3}\right] / 4 \pi \sqrt{2}
$$

where the f's are functions used to shield the singularities as $r \rightarrow 0$. The second term in the wave function is the long range term obtained by Spruch et al (1960). However, it had little effect in improving the convergence of the scattering length.

The third term was derived by Temkin and Lamkin (1961) who used the polarized orbital approximation. In this approximation, allowance is made for both exchange and polarization in the total scattering wave function. The wave function is written as the product of the distorted target wave function and the wave function for the scattering electron and is properly (anti)-symmetrized. First order perturbation theory is used to calculate the distorted target wave function, the perturbation being that due to the free static electron and this is known as the adiabatic approximation. Temkin and Lamkin (1961) only retained the $l=1$ component of this first order wave functions, since this is the dominant contribution. This is known as the dipole approximation. They also introduced a step function so that when the scattered electron is closer to the nucleus than the target, this first order wave function vanishes. The polarized orbital method is explained more fully by Temkin (1959), Temkin and Lamkin (1961), Drachman (1972) and Bransden (1983, pg. 212-220). Schwartz noticed that the inclusion of this adiabatic term in his zero-energy scattering variational wave function greatly improves convergence. In fact, for the zero energy $\mathrm{e}^{+}$- H system, Housten and Drachman (1971) only included this dipole adiabatic term in their variational wave function and neglected the monopole polarization term of Spruch.

Humbertston and Wallace (1972) used a very flexible variational wave function for the zero energy $\mathrm{e}^{+}-\mathrm{H}$ scattering and they investigated the effect of the
various correlation terms. Their wave function is of the form:

$$
\begin{aligned}
& \underline{\Psi}_{t}=\frac{1}{(4 \pi)}\left\{\left(1-\frac{a_{t}\left(1-e^{-\delta r_{1}}\right)}{r_{1}}+\frac{b_{1}\left(1-e^{-\delta r_{1}}\right)^{2}}{r_{1}^{2}}\right.\right. \\
& \left.+b_{2}\left(r_{2}+r_{2}^{2} / 2\right) \cos \theta \frac{\left(1-e^{\left.-\delta r_{1}\right)^{3}}\right.}{r_{1}^{2}}\right) 2 e^{-r_{2}} \\
& +\exp \left\{-\left(\alpha_{1} r_{1}+\beta_{1} r_{2}+\gamma_{1} r_{3}\right)\right\} \sum_{i} c_{i} r_{1}^{l_{i} r_{2} m_{i} r_{2}^{n_{i}}} \\
& \left.+\exp \left\{-c \alpha_{2} r_{1}+\beta_{2} r_{2}+\gamma_{2} r_{2}\right)\right\} \sum_{i} d_{i} r_{1}^{l i} r_{2}^{m_{i} r_{3} n_{i}} \\
& \quad=f-a_{t} g+b_{1} x+b_{2} x_{2}+\sum_{i} c_{i} \mathscr{F}_{i}+\sum_{i} d_{i}
\end{aligned}
$$

where $\phi_{i}$ and $\xi_{i}$ are short-range terms which have been discussed earlier in the chapter and $\cos \theta=\hat{\mathbf{r}}_{1} \cdot \hat{\mathbf{r}}_{2}$. The linear parameters of the long range terms, $b_{1}, b_{2}$, . 1 were determined by the variational method, although $b_{1}=-2.25$ and $b_{1}=1.0$ from the adiabatic approximation. (A fuller description of the various terms of this wave function together with a co-ordinate diagram is provided in their paper.) They found like Schwartz that the dipole adiabatic polarization term greatly improved convergence but the other long range term has much less effect. Humberston (1973) using a very similar form of wave function, with success for zero energy positron helium scattering.

Based on the $\mathrm{e}^{+}-\mathrm{H}$ wave function of Humberston and Wallace, a possible
wave function to use for zero energy s-wave $\mathrm{e}^{-}$-Ps scattering is of the form:

$$
\begin{aligned}
& \Psi_{0}^{ \pm}\left(r_{1}, r_{2}, r_{3}\right)=\frac{1}{\sqrt{2}}\left(1 \pm P_{12}\right) \frac{1}{(4-\pi)^{-1 / 2}}\left[\phi _ { P _ { s } } ( r _ { 2 } ) \left\{1-\frac{a_{t}}{\rho}\left(1-e^{n} t\right)^{n}\right.\right. \\
& \left.+\frac{b_{1}}{\rho^{2}}\left(1-e^{-\gamma_{p}}\right)^{n+1}+\left(b_{2} r_{2}+b_{3} r_{2}^{2}\right) \cos \alpha\left(1-e^{-1+p}\right)^{n+2}\right\} \\
& \left.+\sum_{i} c_{i} e^{-\alpha s} e^{-\gamma r_{3}} s^{k_{i}} t^{(i} r_{3}^{m i}\right]
\end{aligned}
$$

where $\cos \alpha=\hat{\mathbf{r}}_{2} \cdot \boldsymbol{\rho}$, and $n=3$. An extra linear parameter $b_{3}$ has been introduced since there is no reason to confine $b_{3}=\frac{1}{2} b_{2}$ which is obtained from the adiabatic approximation. This flexibility was also used by Humberston for the $\mathrm{e}^{+}$-He system. The scattering length is defined as

$$
\begin{equation*}
a^{ \pm}=-\lim _{k \rightarrow 0} \frac{\tan \delta_{0}^{ \pm}}{k} \tag{4.19}
\end{equation*}
$$

and the normalization of the wave function is correct for the Kohn variational principle written in the form

$$
\begin{equation*}
\bar{a}=a_{t}+\left\langle\Psi_{t} L \Psi_{t}\right\rangle \tag{4.20}
\end{equation*}
$$

It is useful to perform the zero energy s-wave calculations since this will enable a bound on the scattering length to be obtained. Also, since we intend to include energy dependent long range terms into the s-(and p-) wave function, it will enable us to check the reliability of the wave function at zero energy by comparing with the scattering length results of ${ }^{\boldsymbol{A}}$ zero energy calculation, where we know the form of a suitable s-wave function.

For scattering at small positive energies, I do not know of any published work on possible energy dependent long range terms, suitable for low energies, which
(a) generate the polarization potential ( $\sim 1 / \rho^{4}$ ) and can be added to a variational wave function of any order of angular momentum.
(b) reduce to the zero energy s-wave form, for example that given by Schwartz (1961), equation (4.16).

Callaway (1978) reviewed the various terms which have been added to the wave function for $\mathrm{e}^{-}\left(\mathrm{e}^{+}\right)$-atom scattering in which the target atom is degenerate, to improve convergence just before the $\mathrm{n}=2$ threshold. The long range behaviour of the correct wave function is the vicinity of the $n=2$ threshold, is due to the dipole interaction between the $2 \mathrm{~s}-2 \mathrm{p}$ degenerate (or nearly) degenerate target atom. This potential falls of asymptotically as $\frac{1}{r^{2}}$. Seiler et al (1971) considered $\mathrm{e}^{+}-\mathrm{H}$ scattering and added terms of the form

$$
\begin{align*}
& \left(1-e^{\beta r}\right)^{l+2} \frac{\sin k r}{r^{2}}  \tag{4.22}\\
& \left(1-e^{\beta r}\right)^{l+2} \frac{\cos k r}{r^{2}}
\end{align*}
$$

to the wave function for energies above the $\mathrm{n}=2$ threshold. This greatly improved the accuracy and convergence of the results in this energy region. As $k \rightarrow 0$, the form of first long-range term of (4.16) is obtained (i.e. $\frac{1}{r_{1}^{2}}$ ) but not the second term ( $\cos \mathrm{O}_{12} \frac{\left(r_{2}+r_{2}^{2} / 2\right)}{r_{1}^{2}}$ ) which was the most important of these two terms in improving convergence at zero energy scattering.

We require some energy dependent long range terms to add to our $\mathrm{e}^{-}, \mathrm{Ps}$ wave function which would satisfy the following conditions:
(a) contain only linear parameters and are simple in form,
(b) can be used for partial waves of any order I,
(c) represent adequately the polarization of the target, the polarization potential falls asymptotically as $\frac{1}{\rho^{4}}$
(d) reduce to the zero energy wave function, given by equation (4.18) as $k$ goes to zero, since this form of wave function was suitable for $\mathrm{e}^{+}-\mathrm{H}$, and
(e) which are able to describe the long range effects due to the dipole potential which is created by the $2 \mathrm{~s}-2$ p degenerate states and fall off asymptotically as $\frac{1}{\rho^{2}}$. This would enable convergence near the $n=2$ threshold to be improved. Positronium has a large polarizability, $36 a_{0}^{3}$, which means that suitable long range terms are needed in the wave function in order to improve convergence at very
low energies and close to the $n=2$ threshold. Long range terms which meet these requirements would presumably be suitable for other systems where polarization effects are important.

Since the polarized orbital wave functions have been successful for systems such as $\mathrm{e}^{-}-\mathrm{H}, \mathrm{e}^{-}-\mathrm{He}$, and $\mathrm{e}^{-}$-Alkali atom scattering at positive energies, and that the adiabatic term was useful to include in a variational wave function for zero $e^{+}-4 e$ energy $\mathrm{e}^{ \pm}-\mathrm{H}$, scattering, we decided to investigate whether the polarized orbital approach could be used to construct suitable long range terms which could be used in the $\mathrm{e}^{ \pm}$-Ps variational wave function.

The polarized orbital wave function for $\mathrm{e}^{-}-\mathrm{Ps}$ is written in the form:

$$
\begin{equation*}
\Psi_{t}^{ \pm}\left(\mathbf{r}_{2}, \rho\right)=\left[1 \pm P_{12}\right]\left[\phi_{P s}\left(\mathbf{r}_{2}\right)+\phi_{\text {pol }}\left(\mathbf{r}_{2}, \rho\right)\right] F^{ \pm}(\rho) \tag{4.23}
\end{equation*}
$$

where $F^{ \pm}(\rho)$ is the free electron wave function. Following through the analysis of Temkin and Lambkin (1961) which is explained in detail by Branden (1983, pg. 212-220), it can be shown that a possible trial function for s-wave scattering is of the form:

$$
\begin{aligned}
& \underline{\Psi}_{0}^{ \pm}=\sqrt{\frac{k}{2}}\left(1 \pm P_{12}\right) \frac{\phi_{p_{3}}\left(r_{2}\right)}{(4 \pi)^{1 / 2}}\left[\left\{\frac{\sin k p}{k p}+\tan \delta_{0}^{ \pm} \frac{\operatorname{coskp}}{k p}\left(1-e^{-\mu \rho}\right)^{3}\right\}\right. \\
& +b_{1} \frac{\sin k p}{p^{2}}\left(1-e^{-\mu p}\right)^{4}+c_{1} \frac{\operatorname{coskp}}{p^{2}}\left(1-e^{-\mu p}\right)^{4} \quad(4.24) \\
& \left.+b_{2}\left(r_{2}+b_{3} r_{2}^{2}\right) \cos \alpha \frac{\sin k p}{k p^{3}}\left(1-e^{-\mu p}\right)^{5}\right] \\
& +\frac{1}{\sqrt{2}} \frac{1}{(4 \pi)^{1 / 2}} \sum_{i} d_{i} e^{-\alpha^{ \pm} s} e^{-\gamma^{ \pm} r_{3}} s^{k_{i}} t^{l_{i}} \Gamma_{3}^{m i}
\end{aligned}
$$

where we have also included long-range terms suggested by Sailer et al. (1971):

$$
\frac{\sin k \rho}{\rho^{2}}, \quad \frac{\cos k \rho}{\rho^{2}} .
$$

in the hope of also improving convergence near the $n=2$ threshold. In the wave function, equation(4.24), we have left $b_{1}, b_{2}, b_{3}, c_{1}$ as linear parameters to be variational determined. At zero-energy, this wave function reduces to that given by Spruch ef al. (1960) and by Humberston and Wallace (1972), suitably modified for $\mathrm{e}^{-}-\mathrm{Ps}$. These long-range terms are treated in the same way as the short-range terms, and it can be readily seen how such a wave function can be generalized to the p - and d-waves.

### 4.5 Behaviour of the ${ }^{1,3} \mathrm{P}$ phase shifts close to the $\mathrm{n}=2$ threshold.

Ho $(1979,84)$ stated that he would expect Feshbach resonances to be present in $\mathrm{e}^{-}$-Ps scattering. These type of resonances which are associated with the threshold of the target atom are present in the corresponding $\mathrm{e}^{-}-\mathrm{H}$ system. Positronium, like hydrogen, is degenerate, but the polarizability of positronium is eight times that of hydrogen. Recently, (possible) ${ }^{1,3} \mathrm{P}$ resonances for the $\mathrm{e}^{-}$-Ps system have been theortically predicted (Botero and Greene (1986) and Ward et al. (1986b)).
(i) ${ }^{3} \mathrm{P}$ phase shifts.

The deterioration of the convergence in the ${ }^{3} \mathrm{P}$ phase shifts, with respect to $\omega$, suggested the possibilty of finding resonances using our variational wave function. We set $\alpha=0.25$ which corresponds to the value in the exponential of the $\mathrm{n}=2$ radial wave function. The other non-linear parameter $\gamma$ was suitably optimized, we chose $\gamma=0.00$. By scaling down the position of the ${ }^{3} \mathrm{P}$ resonances found in $\mathrm{e}^{-}-\mathrm{H}$ scattering by the reduced mass of positronium, we had some indication of the energy region of where to search for these resonances. We used a very narrow energy mesh ( $\Delta k=0.00$ ol ) and the lowest resonance was detectable for $\omega \geq 5$. Using $\omega=9$ and the resonance fit formula described in the last chapter, we predicted the position and width of this resonance (table 4.17, fig.4.21). We verified this resonance by the stabilization method, (Hazi and Taylor, 1970) in which the hamiltonian is diagonalized using the bound-state part of the full scattering wave function and a stable eigenvalue is looked for as $\omega$ is increased. An eigenvalue of value $\mathrm{E}=0.35329$

Ryd was stable as $\omega$ was increased from 3 to 7 (fig. 4.22). Unfortunately, we could not increase $\omega$ to 9 since there was some rounding off errors, causing the matrix with elements $\left\langle\phi_{i} / \phi_{j}\right\rangle$ not being positive definite for $\omega \geq 8$.

At a slightly higher energy, there appeared to be another resonance (fig. 4.21) but the value of $\omega=9$ had to be used in the full scattering wave function to detect this resonance. It was therfore not possible for us to confirm this resonance by the stabilization technique. In table 4.17, we give the position and width of this apparent resonance. Both these ${ }^{3} \mathrm{P}$ resonances agree well with the position of the corresponding resonances found in $\mathrm{H}^{-}$, scaled by $\mu_{P s}\left(=\frac{1}{2} a . u\right)$. To investigate this region in more detail it is necessary to include explicity the $n=2$ states of positronium.
(ii) ${ }^{1} \mathrm{P}$ phase shifts.

Using the non-linear parameters optimized for the energy range corresponding to $0.1 \leq k\left(a_{0}^{-1}\right)<0.5$, the phase shifts decrease with increasing $k$ for $k<$ $0.484 a_{0}^{-1}$ (fig. 4.18). At $k=0.484 a_{0}^{-1}$, there is a sudden rise in the phase shifts up to the $\mathrm{n}=2$ threshold (fig. 4.19).

This feature 'looks' very similar to the behaviour of the ${ }^{1} \mathrm{P}$ phase shifts of $\mathrm{e}^{-}$- Alkali scattering calculated by Moores (1976). Threshold behaviour has been described in a paper by Wigner (1948). For potentials which are of short-range, Ross and Shaw (1961) have shown that the reactance matrix may be written in the form:

$$
R^{L}=k^{l+\frac{1}{2}}(M)^{-1} k^{l+\frac{1}{2}}
$$

where $k^{l+\frac{1}{2}}$ represents a diagonal matrix with elements

$$
\left(k^{l+\frac{1}{2}}\right)_{m_{i}}=\delta_{m_{i}} i_{i}^{l_{i}+\frac{1}{2}} .
$$

The matrix $M$ is slowly varying as a function of energy. It is analytic about the threshold, and may be expanded as a power series in $E$ about threshold at $E=E_{0}$

$$
M(E)=M\left(E_{0}\right)+\frac{1}{2} R_{0}\left(E-E_{0}\right)
$$

where $R_{0}$ is the effective range matrix. This multi-channel effective range formula reduces to the usual single channel effective range formula when $M=k^{2 l+1} \cot \delta_{l}$
for short-range potentials. It is important to note that the flux must be conserved across a threshold. For the p-wave, the elastic cross section decreasesimmediately above threshold and the inelastic cross section starts to rise (see equations (4) and (5) given by Moores (1976)). The elastic cross section will have an infinite derivative at threshold, for this partial wave, in the form of a cusp or a step. For Li and Na , a cusp is obtained in the ${ }^{1} \mathrm{P}$ elastic cross section and this effect is enhanced by the presence of a resonance in the ${ }^{1} \mathrm{P}$ phase shifts. This feature will be noticed in the photodetachment cross section since the final state is ${ }^{1} \mathrm{P}$.

A fundamental difference exists betweeen the $\mathrm{e}^{-}$-Alkali and the $\mathrm{e}^{-}$-Ps system in that the Ps atom is degenerate. The potential terms arising from the coupling between the degenerate s and p states are proportional to $\frac{1}{\rho^{2}}$ for large $\rho$ (see Bransden (1983), chapters 5 and 7, Callaway (1978)). This is a long-range intearaction, and the normal effective range formula, either for multi-channel or single channel scattering, breaks down for long-range potentials (Spruch et al ,1960). Therefore, we cannot use the same argument to explain the behaviour of the ${ }^{1} \mathrm{P}$ phase shifts and the elastic cross section for the $\mathrm{e}^{-}-\mathrm{Ps}$ system as was used for the $\mathrm{e}^{-}$- Alkali system. Rather, because of the coupling between the $2 \mathrm{~s}-2 \mathrm{p}$ degenerate states, we would expect an infinite series of Feshbach resonames.converging onto the $\mathrm{n}=2$ thresholds as is the case for $\mathrm{e}^{-}-\mathrm{H}$ (Bransden (1983), pg 328). This would result in the phase shifts rising sharply to infinity as the $\mathrm{n}=2$ threshold is approached (Greene, 1986).

However, since we have not explicity included the $\mathrm{n}=2$ states of positronium in our wave function, we cannot expect to obtain a good description of the resonant structure associated with the $\mathrm{n}=2$ threshold from our calculation. The convergence of the phase shifts with respect to $\omega$ in the vicinity of the $n=2$ threshold is poor (table 4.18). Also, somewhat surprisingly, the rate of convergence with respect to the number of integration points (NS) for the exchange direct and open closed channel matrix element is slow (table 4.16). (However, since we are working below the $n=2$ threshold our results should still provide a bound on the true phase shifts).

As is seen from fig. 4.18, the ${ }^{1} \mathrm{P}$ phase shifts determined in our calculation do show a sharp rise close to the threshold and it seems that our wave function is attempting to describe the correct behaviour. The $n=2$ states are partly included implicity via the short-range terms.

We therefore decided to investigate this region more carefully. By setting $\alpha=0.25$, optimizing the non-linear parameter $\gamma$ and running the program with a very fine energy mesh $(\Delta k=0.00001)$, we were able to locate the lowest ${ }^{1} \mathrm{P}$ resonance. Unfortunately, since this resonance was only detectable with $\omega \geq 9$, we were unable to verify it by using the stabilization technique. Also, we noticed that the position of this resonance and the agreement between Kohn and inverse Kohn results were very sensitive to the choice of $\gamma$. We chose $\gamma=-0.02$ since the apparent resonance was very narrow we only quote a value for its position (table. 4.17). Botero and Greene (1986) by using the adiabatic treatment in hyperspherical coordinates were able to predict a weak series of narrow Feshbach resonances lying just below the $\mathrm{n}=2$ threshold and a shape resonance just above. Our value for the position of the lowest ${ }^{1} \mathrm{P}$ resonance agrees reasonably well with their result and with the corresponding resonance in $\mathrm{H}^{-}$scaled down by $\mu_{P s}\left(=\frac{1}{2}\right.$ a.u. $)$

In the last section, we stated that terms of the form

$$
\frac{\sin k \rho}{\rho^{2}}, \quad \frac{\cos k \rho}{\rho^{2}}
$$

(Seiler et al ,1971) would hopefully improve convergence of the phase shift close to the $\mathrm{n}=2$ threshold, which is desirable. By intoducing another non-linear parameter in the short-range terms, so that $r_{1}$ and $r_{2}$ could have different non-linear parameters associated with them, we might increase our chance of detecting resonances.

However, the real improvement would be made by intoducing the $n=2$ states of positronium explicity in the wave function. With our present wave function, all that we can confidently say is that there appears to be some ${ }^{1} \mathrm{P}$ resonance structure associated with the $\mathrm{n}=2$ threshold and some possible ${ }^{3} \mathrm{P}$ resonances.

### 4.6 Conclusions.

We have presented very accurate ${ }^{1,3} \mathrm{P}$ phase shifts determined by the Kohn and inverse Kohn variational methods for the scattering of low-energy electrons by positronium below the $\mathrm{n}=2$ threshold. Some possible ${ }^{1,3} \mathrm{P}$ resonances have been detected.

The present calculalation could be improved by
(a) taking into account the polarization of the target at very low energies, for instance by including long-range terms of the form discussed in section 4.4, and
(b) by explicity including the $\mathrm{n}=2$ states of positronium.

This would enable the calculation to be extended up to the $\mathrm{n}=3$ threshold as well as hopefully revealing some more resonance structure.

## Chapter 5

The elastic scattering of slow electrons by positronium:
A comparison of the results evaluated by various methods and the total and differential cross sections for the scattering process.

### 5.1 Introduction.

In the $e^{-}-H$ system, the effect of polarization of the target was significant for partial waves $l \geq 2$ (see chapter 2). The adiabatic exchange method (Drachman and Temkin,1972) produced results which agree reasonably well with the accurate phase shifts determined by variational method for the partial waves $l=0,1,2$. Since the polarizibility of positronium is eight times that of hydrogen namely $36 \mathrm{a}_{0}^{3}$, it is important to make some allowance for the distortion of positronium in the $\mathrm{e}^{-}-\mathrm{Ps}$ system. This we did by using the adiabatic exchange (A.E) approximation which is discussed in section 5.2.

A comparision is made of the ${ }^{1,3} \mathrm{~S},{ }^{1,3} \mathrm{P}$ phase shifts and scattering lengths determined by the approximate methods (static exchange (S.E), adiabatic exchange ) with the very accurate variational results, in section 5.3. (The static exchange method has been described in chapter 2, the variational method in chapters 3 and 4).In section 5.3, the A.E results are compared with the S.E results for the higher partial waves. The behaviour of the $\mathrm{e}^{-}-\mathrm{Ps}$ results is compared with those obtained for $\mathrm{e}^{-}-\mathrm{H}$.

Total elastic, momentum-transfer, ortho-para conversion and elastic differential cross sections are presented in section 5.4 for scattering below the $\mathrm{n}=2$ threshold of positronium. For the evaluation of these cross sections, the accurate $s$ and $p$-wave variational phase shifts are used together with the A.E phase shifts for the higher partial waves until convergence with the Born polarization term is obtained. These cross sections have also been determined by using the S.E phase shifts for $l \geq 2$ up to a value of $l$ where the phase shifts are negligibly small. In section 5.5. the conclusions of this chapter are given.

### 5.2. Adiabatic-exchange method applied to the $\mathbf{e}^{-}$-Ps system.

Asymptotically, the polarization potential is of the form:

$$
\begin{equation*}
V_{p o l}(\rho) \sim-\frac{\alpha_{P s}}{\rho^{4}} \tag{5.1}
\end{equation*}
$$

where $\alpha_{P s}$ is the polarizability of positronium, $36 a_{0}^{3}$. This term (5.1), with a suitable cut-off function, is added to the static exchange integro-differential equation (2.48) to give:

$$
\begin{align*}
\left(\frac{d^{2}}{d \rho^{2}}+k^{2}-\frac{l(l+1)}{\rho^{2}}\right) u_{l}^{ \pm}(k, \rho) & =\mu_{P s}-V_{p o l}(\rho) w(\rho) u_{l}^{ \pm}(k, \rho) \\
& +\int_{0}^{\infty} k_{l}^{ \pm}(\rho, \dot{\rho}) u_{l}^{ \pm}(k, \dot{\rho}) d \dot{\rho} \tag{5.2}
\end{align*}
$$

where $w(\rho)$ is the cut-off term which is used to prevent a singularity at the origin and is such that $w(\rho) \rightarrow 1$ as $\rho \rightarrow \infty$. It is to be noted that the polarization term has to be multiplied by the reduced mass of the $\mathrm{Ps}^{-}$system, namely $\mu_{\mathrm{Ps}^{-}}=\frac{2}{3} a . u$.

We followed Peach(1980) in our choice of cut-off function:

$$
w(\rho)=\left[1-\sum_{j=0}^{2} \frac{x^{j}}{j!} e^{-x}\right]^{2}
$$

where $x=\beta \rho$. The parameter $\beta$ was determined by matching the adiabatic exchange triplet $p$-wave phase shifts with the very accurate variational results at $k=0.3 a_{0}^{-1}$. We chose $\beta$ in this manner because we noted from the S.E., S.E. 1 and A.E. 1 (chapter 2) phase shifts, that the dominant contribution to the total and differential cross section for scattering below the $\mathrm{n}=2$ threshold, came from the triplet p -wave. Using this value of $\beta(\beta=0.803354)$ we solved equation (5.2) to obtain the partial waves and phase shifts for $l \rightarrow l_{\text {max }} l_{\text {max }}$ is the value of $l$ where the adiabatic exchange phase shifts have converged to a sufficient accuracy with the Born-polarization term:

$$
\begin{equation*}
\tan \delta_{l}\left(k^{2}\right)=\frac{\mu_{P s} \alpha_{P s} \pi k^{2}}{(2 l-1)(2 l+1)(2 l+3)} \tag{5.4}
\end{equation*}
$$

For higher partial waves, phase shifts evaluated from the Born-polarization term are used in the calculation of the various cross sections. The adiabatic exchange results are presented in the next section where they are compared with the static exchange and variational results.
5.3. Comparison of the results determined by various methods.
(1) s-wave.

In fig. 5.1 and table 5.1, the singlet and triplet s-wave phase shifts determined by: (a) the static-exchange S.E. (b) the adiabatic exchange and (c) the variational method are shown. For display, $\pi$ has been added to the triplet results, although in fact the triplet phase shifts tend to zero as $k$ tends to zero for reasons explained in chapter 2. As in the $\mathrm{e}^{-}-\mathrm{H}$ problem, (fig.2.1) the triplet phase shifts from the S.E. method are in close agreement with, but below, the variational result and the singlet phase shift from the S.E. method are considerably below. The staticexchange approximation is a better approximation in the triplet case where the wave function is anti-symmetrical. In table 5.3, the singlet and triplet scattering lengths and the zero-energy cross section calculated by the two methods are shown. The binding energy of $\mathrm{Ps}^{-}$determined by the S.E. wave function is 0.003075 a.u., determined by the short-range correlation part of the full Kohn variational wave function with $\omega=8$ is 0.1200462 a.u. compared to the most accurate value to date (Bhatia and Drachman, 1983) of $0.1200506 a . u$.. Obviously the Kohn variational wave function is much superior to the static exchange wave function and describes reasonably well electron correlation.

Since different cut-off functions were used for the $\mathrm{e}^{-}-\mathrm{Ps}$ and $\mathrm{e}^{-}-\mathrm{H}$ systems in the adiabatic exchange approximation, it is unwise to compare the agreement between the A.E. and variational results between the two systems. For $\mathrm{e}^{-}-\mathrm{Ps}$, in the singlet case, the adiabatic exchange method with $\beta=0.8003354$ provides phase shifts, which although are still lower than the variational results, are a better estimate to the accurate variational results than the S.E. phase shifts. This value of $\beta$ was obtained by matching the adiabatic exchange phase shifts with the triplet p-wave variational results. With $\beta=0.8003354$, the tangent of the phase shift ( $\tan \delta_{0}^{-}$) agreed well with the static exchange and variational results. However, the adiabatic exchange phase shift went to $\pi$ as $k$ tends to zero, rather than to zero. With a lower value of $\beta, \beta=0.2961558$, excellent agreement was obtained between the adiabatic exchange and variational results as can be seen from fig 5.1 and table 5.1. The adiabatic-exchange phase shifts correctly tends to zero as k tends to zero.
(2) p-wave.

In table 5.1 figs. 5.2 and 5.3 , singlet and triplet p-wave phase shifts for the elastic scattering of slow electrons by positronium, below the $n=2$ theshold, are shown. These phase shifts have been evaluated by: (a) the static exchange (S.E.). (b) the adiabatic exchange A.E. and (c) the Kohn variational methods.

Consider the singlet p-wave which is shown in fig 5.2. Very good agreement is obtained between the static exchange and variational phase shifts over the entire energy range considered, $0 \leq E(e V)<5.102 \mathrm{eV}$. In the $\mathrm{e}^{-}-\mathrm{H}$ case (figs. $2.2 \mathrm{a}, \mathrm{b}$ ), the agreement between the phase shifts obtained by these two methods is nowhere near as good. However, the variational phase shifts have the same general behaviour in the two systems: positive at very low energies, becoming negative and decreasing at a larger energy, and a sharp rise near the $n=2$ threshold. Also, the general behaviour of the static exchange results in the two systems is very similar: dedeasing rapidly with increasing energy and are negative. For the $e^{-}-$Ps system, the adiabatic exchange results, obtained using $\beta=0.8003354$ are a reasonable estimate to the 'true' phase shifts, although they are larger than the accurate variational results over the whole energy range. For this partial wave, ${ }^{1} \mathrm{P}$, the static exchange is in better agreement with the variational results than the A.E. phase shift.

In fig. 5.3, the triplet p-wave results for the $\mathrm{e}^{-}$-Ps system are illustrated. Although the static exchange results have the same basic shape as the variational results, the maximum being at the same position in energy ( $k \approx 0.275$ ), they are somewhat lower, showing the need to allow for the distortion of the target atom. In fact, by including a polarization potential in the way described in §5.2, varying $\beta$ excellent agreement between the adiabatic exchange and variational results can be established. The adiabatic exchange phase shifts, in which $\beta=0.8003354$ was used, is shown in the figure.

It is convenent to represent the error in the S.E. and A.E. phase shifts, $\delta_{l}^{ \pm}(S . E$.$) and \delta_{l}^{ \pm}(A . E$.$) , relative to the accurate variational values by the ratios$ (for method ' X ')

$$
\begin{equation*}
R_{l}^{ \pm}(X)=\left(1-\frac{\delta_{l}^{ \pm}(X)}{\delta_{l}^{ \pm}(V)}\right) \tag{5.5}
\end{equation*}
$$

which is known as the Quality Factor. These ratios are compared in Table 5.4 for
$X=$ S.E. and $X=A . E$. The A.E. results are in general superior to the S.E. results except for the ${ }^{\prime} \mathrm{P}$, suggesting that for this partial wave another value of $\beta$ may be more appropriate.
(3) d-wave.

From the discussion of the $\mathrm{e}^{-}-\mathrm{H}$ system in chapter 2 and from the triplet p-wave results for $\mathrm{e}^{-}$- Ps (fig. 5.3) it is clear that some allowance must be made for the polarization of positronium for partial wave $l \geq 2$. At present, there are no d-wave results determined from the Kohn variational method available.

In fig. 5.4, the singlet and triplet d-wave results which have been evaluated by the static exchange and adiabatic exchange methods are illustrated. These results are tabulated in table 5.1 where they are compared with the phase shifts evaluated by the Born polarization term. In the A.E treatment, exchange and polarization is considered. In the S.E treatment no allowance is made for polarization, only exchange is considered. The Born-polarization (B.P) term is obtained by solving the integro-differential equation:

$$
\left(\frac{d^{2}}{d \rho^{2}}+k^{2}-\frac{l(l+1)}{\rho^{2}}\right) u_{l}^{ \pm}(k, \rho)=-\mu_{P s^{-}} \frac{\alpha_{P s^{-}}}{\rho^{4}} u_{l}^{ \pm}(k, \rho)
$$

(O'Malley et al. 1961), i.e. the only potential considered is that due to polarization.
The behaviour of the d-wave phase shift as a function of $k$ is displayed in fig. 5.4. The singlet phase shifts in both the A.E. and S.E. approximations are positive for all $k \leq 0.5 a_{0}^{-1}$. However, in the triplet case, the phase shifts are positive only for $k \leq 0.15 a_{0}^{-1}$ in the A.E treatment and are negative for all $k$ in the S.E treatment. For both singlet and triplet phase shifts, the A.E. results are larger than the S.E. results.

It is interesting to compare the d-wave for $\mathrm{e}^{-}-\mathrm{Ps}$ with that obtained for $\mathrm{e}^{-}-$ H , see chapter 2, fig 2.3. In the $\mathrm{e}^{-}-\mathrm{H}$ system, the $\mathrm{S} . \mathrm{E}$ singlet and triplet phase shifts are extremely small for $k<0.25 a_{0}^{-1}$. At larger values of $k$, the singlet and triplet phase shift diverge rapidly from each other, the singlet phase shifts become negative and the triplet are positive. This is the reverse of the behaviour for $\mathrm{e}^{-}-\mathrm{Ps}$, where the singlet phase shifts are positive and the triplet phase shift are negative
for $k \geq 0.15 a_{0}^{-1}$. In $e^{-}-\mathrm{H}$, the A.E singlet and triplet phase shifts are positive for all $k>0$.

This difference in the two systems is somewhat surprizing considering that the behaviour of the ${ }^{1,3} \mathrm{~S}, 1,3 \mathrm{P}$ phase shifts in $\mathrm{e}^{-}$-Ps closely resemble that obtained in $\mathrm{e}^{-}-\mathrm{H}$. However, after carefully checking the analysis and programs for the S.E treatment of $\mathrm{e}^{-}-\mathrm{Ps}$, I believe the results to be correct. It must be remembered, that the direct potential which exists for the $\mathrm{e}^{-}-\mathrm{H}$ system is absent in $\mathrm{e}^{-}-\mathrm{Ps}$, and this could explain the differences in the d-wave results in the two systems. In fact, the behaviour of the ${ }^{1,3} \mathrm{D}$ phase shifts for the scattering of low energy of the positronium by hydrogen atoms, where there is no direct potential, is very similar to that obtained for $\mathrm{e}^{-}$-Ps. It is also interesting to note that the ${ }^{3} \mathrm{~S}$ phase shift for o-Ps -H scattering, as for $\mathrm{e}^{-}-\mathrm{Ps}$, tends to zero as $k$ tends to zero.
(4) $1=3$ and higher partial waves.

The static exchange, adiabatic exchange and Born-polarization phase shifts for the partial waves $\mathrm{l}=3$ are shown in table 5.1. It is seen, that the static exchange phase shifts are very small, especially at low energies. The accuracy of these phase shifts is only to the first two figures.

As $l$ increases, the magnitude of the static exchange phase shifts for a given $k$, decreases until exchange effects are so small that the adiabatic exchange results have converged to the phase shifts given by the Born polarization term. We chose $l_{\text {max }}=2$ for $k=0.05 a_{0}^{-1}, 3$ for $k=0.10$ and $0.15 a_{0}^{-1}, 4$ for $k=0.20 a_{0}^{-1}$ and 5 for $k \geq 0.25 a_{0}^{-1}$, where $\left(l_{\max }+1\right)$ is the value of $l$, where to sufficient accuracy we can use the Born polarization term in the evaluation of the cross section. In table 5.2 , the $l=5$ phase shifts for $k=0.25,0.30,0.35 a_{0}^{-1}$ are shown in the adiabatic exchange and Born polarization approximations. However, for this value of $l$, the A.E. phase shifts are not very accuratilybut they do give the order of magnitude of the results.

### 5.4 Total and differential cross sections.

We have calculated accurate total elastic ( $\sigma_{e l}$, ) momentum transfer ( $\sigma_{D}$ ), ortho-para conversion ( $\sigma_{c}$ ) cross sections and (less accurately) elastic differential ( $I_{e l}\left(\theta, k^{2}\right)$ ) cross section for the elastic scattering of slow electrons by positronium, below the $\mathrm{n}=2$ threshold. The formulas for those cross sections are given below:

$$
\begin{gather*}
\sigma_{e l}\left(k^{2}\right)=\frac{4}{k^{2}} \sum_{l=0}^{\infty}(2 l+1) \sin ^{2} \delta_{l}\left(k^{2}\right) \quad \pi a_{0}^{2},  \tag{5.5}\\
\sigma_{D}\left(k^{2}\right)=\frac{4}{k^{2}} \sum_{l=0}^{\infty}(l+1) \sin ^{2}\left(\delta_{l}-\delta_{l+1}\right) \quad \pi a_{0}^{2},  \tag{5.6}\\
\sigma_{c}\left(k^{2}\right)=\frac{1}{4 k^{2}} \sum_{l=0}^{\infty}(2 l+1) \sin ^{2}\left(\delta_{l}^{+}-\delta_{l}^{-}\right) \quad \pi a_{0}^{2},  \tag{5.7}\\
I_{e l}\left(\theta, k^{2}\right)=\left|\sum_{l=0}^{\infty} \frac{1}{2 i k}(2 l+1)\left(e^{2 i \delta_{l}}-1\right) P_{l}(\cos \theta)\right|^{2} \quad a_{0}^{2} S r^{-1},
\end{gather*}
$$

and for the forward direction (Dasgupta and Bhatia, 1984), we used

$$
\begin{align*}
I_{e l}\left(0, k^{2}\right) & =\left.I_{e l}\left(0, k^{2}\right)\right|_{L<L_{0}}+\left[\frac{\pi \mu\left(P_{s}\right) \alpha\left(P_{s}\right) L_{0}}{4 L_{0}^{2}-1}\right]^{2} \sum_{L=0}^{L_{0}-1}(2 L+1) \sin 2 \delta_{l} \\
& +\left[\frac{\pi \mu\left(P s \rightarrow \alpha\left(P_{s}\right) L_{0} k\right.}{4 L_{0}^{2}-1}\right]^{2} \quad(5.8) \tag{5.8}
\end{align*}
$$

where $l_{0}=l_{\text {max }}+1$.
Since in an unpolarized beam of electrons there will be three times as many electrons in the triplet state $(-)$ as in the singlet state $(+)$, the total and differential cross sections for scattering of an unpolarized beam is:

$$
\begin{align*}
& \sigma_{e l}=\frac{1}{4}\left(\sigma_{e l}^{+}+3 \sigma_{e l}^{-}\right) \pi a_{0}^{2}  \tag{5.9}\\
& \sigma_{D}=\frac{1}{4}\left(\sigma_{D}^{+}+3 \sigma_{D}^{-}\right) \pi a_{0}^{2}, \tag{5.10}
\end{align*}
$$

$$
\begin{equation*}
I_{e l}\left(\theta, k^{2}\right)=\frac{1}{4}\left(I_{e l}^{+}\left(\theta, k^{2}\right)+3 I_{e l}^{-}\left(\theta, k^{2}\right)\right) \tag{5.11}
\end{equation*}
$$

To obtain the zero energy limit of these cross sections, we used the variational singlet $\left(a_{0}^{+}\right)$and triplet ( $a_{0}^{-}$) scattering lengths, so that:

$$
\begin{gather*}
\sigma_{e l}(0)=\left[\left(a_{0}^{+}\right)^{2}+3\left(a_{0}^{-}\right)^{2}\right]=\sigma_{D}(0),  \tag{5.12}\\
I_{e l}\left(\theta, k^{2}\right)=\frac{1}{4}\left[\left(a_{0}^{+}\right)^{2}+3\left(a_{0}^{-}\right)^{2}\right] \tag{5.13}
\end{gather*}
$$

It is also worth while to calculate the effective scattering total cross section $R\left(\theta_{0}\right)$ since the detector will in practise subtend a finite angle $\theta$. This cross section is defined by:

$$
\begin{equation*}
R\left(\theta_{0}\right)=\frac{2 \pi}{\sigma_{e l}} \int_{\theta_{0}}^{\pi} I_{e l}\left(\theta, k^{2}\right) \sin \theta d \theta \tag{5.14}
\end{equation*}
$$

where $\theta_{0}$ is the acceptance angle (Bhat:a et al, 1977).
In fig. 5.5 and table 5.5, the total elastic, momentum transfer and orthopara conversion cross sections are given where the $l=0,1$ variational phase shifts, $l=2 \rightarrow l_{\max }$ A.E phase shifts, and higher order phase shifts evaluated by the Born-polarization term were used.

The zero energy total elastic and momentum transfer cross section is $208 \pi a_{0}^{2}$. The dominant contribution to $\sigma_{e l}$ comes from the triplet p-wave. In fact, the s and p-waves account for more than $96 \%$ of the total cross sections for $k \leq 0.3 a_{0}^{-1}$ and for the range $0.3<k\left(a_{0}^{-1}\right) \leq 0.45$ at least $35 \%$. For $k<0.1875 a_{0}^{-1}, \sigma_{D}>\sigma_{e l}$ and for larger values of $k, \sigma_{D}<\sigma_{e l}$. The momentum transfer cross section is a measure of the average forward momentum of the projectile lost in the collision. When scattering is isotropic $\sigma_{D}=\sigma_{e l}$, but if the scattering is concentrated in the backward direction $\sigma_{D}>\sigma_{e l}$ while if it is concentrated in the forward direction $\sigma_{D}<\sigma_{e l}$.

The ortho-para conversion cross section $\sigma_{c}$ is much smaller than $\sigma_{e l}$ or $\sigma_{D}$. In table 5.5, the ratio of $\frac{\sigma_{c}}{\sigma_{e l}}$ is given, the minimum of this quantity being at $k=$ $0.10 a_{0}^{-1} . \sigma_{c}$ has it maximum value at $81 \pi a_{0}^{2}$ at $k=0.175 a_{0}^{-1}$. (This cross section $\sigma_{c}$ has been previously calculated by Baltenko and Segal (1983), but they used the Born-approximation and inappropriate set of co-ordinates).

The effective scattering total cross section $\left(R\left(\theta_{0}\right)\right)$ is illustrated in fig. 5.6 as a function of $k$ for the angles $\theta_{0}=5^{\circ}, 10^{\circ}, 15^{\circ}, 20^{\circ}$. For each angle, as $k$ is increased from zero, $R\left(\theta_{0}\right)$ rises to a maximum at about $k=0.10 a_{0}^{-1}$, and then steadily decreases with further increase in $k$. This rate of decrease in $k$ is much steeper the larger the acceptance angle $\theta_{0}$.

In table 5.6 and in fig. 5.7 for $k=0.1,0.2,0.3 a_{0}^{-1}$ the elastic differential cross section $I_{e l}\left(\theta, k^{2}\right)$ is displayed. The minima which occurs in $I_{e l}\left(\theta, k^{2}\right)$ shifts towards a larger angle as $k$ is increased, and becomes lower in value as can be seen in table 5.7. For $k=0.10 a_{0}^{-1}$, the maximum occurs at $50^{\circ}$ and for $k=0.30 a_{0}^{-1}$, the maximum at $110^{\circ}$. This is consistent with the discussion given on the momentumtransfer cross section, where it was stated that for $k<0.1875 a_{0}^{-1}$, the scattering was concentrated in the backward direction and for larger values of $k$, it is concentrated in the forward direction.

Finally, in fig 5.8, the elastic differential cross section in the forward direction as a function of $k$ is shown where we have used equation (5.8). which is appropriate for our range of $k$. The zero energy limit of $I_{e l}\left(0, k^{2}\right)$ is $52 \pi a_{0}^{2}$, and as $k$ increases, $I_{e l}\left(0, k^{2}\right)$ decreases down to a minimum of $32 \pi a_{0}^{2}$ at $k=0.0875 a_{0}^{-1}$. For larger values of $k, I_{e l}\left(0, k^{2}\right)$ steeply rises and there exists a large polarization peak for $k \geq 0.2 a_{0}^{-1}$. The singlet s-wave phase shift is the dominant contribution to $I_{e l}\left(0, k^{2}\right)$ for very low values of $k$ ( $k<0.1 a_{0}^{-1}$ ) where exchange effects are important. However, by $k=0.1 a_{0}^{-1}$, the triplet p-waves gives the dominant contribution to this cross section for the remaining energy range considered ( $k<0.5 a_{0}^{-1}$ ). Together, the s and p-waves account for over $90 \%$ of $I_{e l}\left(0, k^{2}\right)$ for $k \leq 0.25 a_{0}^{-1}$, and for over $58 \%$ for $k$ in the range $0.25<k \leq 0.45 a_{0}^{-1}$.

We have re-calculated $\sigma_{e l}, \sigma_{D}, \sigma_{c}, I_{e l}\left(\theta, k^{2}\right)$, using the $l=0,1$ variational phase shifts and $l=2, l_{\max }$ S.E. phase shifts, and these cross sections shall be denoted by $\sigma_{e l}^{S . E}, \sigma_{c}^{S . E}, I_{e l}^{S . E}$. It was found that $\sigma_{e l}^{S . E}$ only differs from $\sigma_{e l}$ by less than $1 \%$ for $k$ in the range $0<k\left(a_{0}^{-1}\right) \leq 0.45$. For this range of $k$, the difference between $\sigma_{D}^{S . E}$ and $\sigma_{D}$ was less than $5 \%$ and, $\sigma_{c}^{S . E}$ and $\sigma_{c}$ to less than $2 \%$. The singlet static exchange cross section was smaller than the A.E. cross sections, using $l=0,1$ variational phase shifts in both calculations. However, the reverse situation was true for the triplet case. A larger difference existed between $I_{e l}^{S \cdot E}\left(0, k^{2}\right)$ and
$I_{e l}\left(0, k^{2}\right)$, as expected. The difference being less than $22 \%$ for $k \leq 0.3 a_{0}^{-1}$ and as much as $46 \%$ for the range $0.3<k\left(a_{0}^{-1}\right) \leq 0.45$.

### 5.5 Conclusions.

In this chapter, adiabatic-exchange phase shifts have been reported for the elastic scattering of slow electrons by positronium, below the $n=2$ threshold. Satisfactory agreement was obtained with the accurate $s$ and $p$ variational phase shifts.

Total elastic, momentum transfer, ortho-para and effective scattering total cross sections have been presented as well as the elastic differential cross sections. A series of minima were located in the elastic differential cross section.The position of these minima shifted towards a larger angle as $k$ was increased. We hope that these results will be useful in the future when the experiments are performed. The feasibility of measuring these cross sections is discussed in the concluding chapter of this thesis.

## Chapter 6

'The photodetachment cross section of the positronium negative ion

### 6.1 Introduction.

There are several important reasons for studying the photodetachment of the positronium negative ion, namely:
(1) A monoenergetic beam of Ps, of controllable energy, could be achieved by producing $\mathrm{Ps}^{-}$, accelerating it to a desired energy and then photodetaching the electron. This was suggested by Mills (1981a).
(2) Some doubly excited resonances of $\mathrm{Ps}^{-}$have been theoretically determined (Ho, 1979, 84; Botero and Greene, 1986 and Ward et al. 1986a, b). The experimental verification of these resonances by the conventional method of electron-atom scattering would be very difficult because the widths of the resonances are narrower than the energy resolution of the electron beam. A photodetachment experiment would hopefully reveal ${ }^{1} \mathrm{P}^{0}$ resonances (Feshbach and shape) which are associated with the various thresholds of Ps.

This chapter begins with a section (\$6.2) on the theory used to derive the expressions for the photodetachment cross section and its evaluation. A discussion (§6.3) is given on the photodetachment of $\mathrm{H}^{-}$, which has been extensively studied. It is worthwhile to examine the theoretical treatment of the photodetachment of $\mathrm{H}^{-}$before commencing the calculation for $\mathrm{Ps}^{-}$. This is because the two ions are very similar, for instance
(a) both systems are weakly bound and have only one bound-state,
(b) they consist of two electrons and a particle of charge +e .

From the $\mathrm{H}^{-}$calculations we can learn which type of wave functions will produce the most reliable results, the conditions these wave functions should satisfy, and then apply this information to the $\mathrm{Ps}^{-}$problem.

The various calculations performed for the photodetachment of $\mathrm{Ps}^{-}$are described in $\S 6.4$, the results are given in $\S 6.5$ and a discussion provided in $\S 6.6$. The conclusions presented in $\S 6.7$.

### 6.2 THEORY

The time dependent perturbation theory is used to derive expressions for the photodetachment cross section. To determine this cross section, both bound and continuum wave functions of the negative ion are required.

We have restricted our calculation, of the photodetachment cross section of $\mathrm{Ps}^{-}$(Ward et al,1986 a,b), to low energy photons, so that the residual Ps atom will be left in its ground state. The photons are of wavelength $\lambda$ greater than $2.28310^{3} \AA$ which is equivalent to electron energies less than $5.102 \mathrm{ev}\left(k=0.5 a_{0}^{-1}\right)$. For these wavelengths,(wavelengths much larger than the size of $\mathrm{Ps}^{-}$), the dipole approximation (see Appendix A2) is ualid.

In a theoretical description of the photodetachment process, the negative ion is considered to be interacting with an oscillating dipole electric field. In classical theory, the radiative characteristics of an oscilating dipole can be expressed in terms of its length, its moment, or its acceleration. This lead Chandrasekhar (1945) to express the photodetachment cross section in terms of a length, velocity and acceleration matrix element using quantum theory. In the next section, I have discussed the relative merits of the different forms.

To derive the photodetachment cross section of $\mathrm{Ps}^{-}$, we have to work in the centre of mass frame. With other systems, for example $\mathrm{H}^{-}, \mathrm{He}$, the centre of mass and the lab-frame coincide because of the 'infinitely' heavy nucleus. In the appendix A2, the photodetachment cross section is derived in the centre of mass frame, both in the length and velocity formulation. The length form of the photodetachment cross section is given by:

$$
\begin{equation*}
\sigma_{\lambda}(L)=6.8115 \times 10^{-20} k\left(k^{2}+\gamma^{2}\right)\left|\mu_{z}^{L}\right|^{2} \mathrm{~cm}^{2} \tag{6.1}
\end{equation*}
$$

where $\epsilon_{b}=\frac{\gamma^{2}}{2 \mu_{2}}$ a.u., $\mathrm{k}, \mu_{z}$ are expressed in atomic units and the length matrix element is

$$
\begin{equation*}
\mu_{z}^{L}=\left\langle\Psi_{f}\right|\left(\vec{r}_{2}+\mu_{2} \vec{\rho}_{z-c p t}\left|\Psi_{i}\right\rangle a . u\right. \tag{6.2}
\end{equation*}
$$

with $\mu_{2}$ being the reduced mass of the bound electron with respect to the residual atom. For the coordinates $\vec{r}_{1}, \overrightarrow{r_{2}}, \vec{\rho}$, see coordinate diagram (fig. 2.5). We chose a
coordinate system such that the $z$-direction is arranged to be in the direction of the ejected electron.

The velocity form of the photodetachment cross section is given by:

$$
\begin{equation*}
\sigma_{\lambda}(V)=2.7246 \times 10^{-19} \mu_{2}^{2} \frac{k}{\left(k^{2}+\gamma^{2}\right)}\left|\mu_{z}^{V}\right|^{2} c m^{2} \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{z}^{V}=\left\langle\Psi_{f}\right|\left(\frac{\nabla_{\vec{r}_{2}}}{\mu_{1}}+\nabla_{\vec{\rho}}\right)_{z-c p t}\left|\Psi_{i}\right\rangle \text { a.u. } \tag{6.4}
\end{equation*}
$$

and $\mu_{1}$ is the reduced mass of the bound electron with respect to the positive charge. For $\mathrm{H}^{-}, \mu_{2} \approx \mu_{1} \approx 1 a . u$, thus

$$
\begin{equation*}
\sigma_{\lambda}(L)=6.8115 \times 10^{-20} k\left(k^{2}+\gamma^{2}\right)\left|\mu_{z}^{L}\right|^{2} \mathrm{~cm}^{2} \tag{6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{z}^{L}=\left\langle\Psi_{f}\right|\left(z_{1}+z_{2}\right)\left|\Psi_{i}\right\rangle a . u . \tag{6.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\lambda}(V)=2.7246 \times 10^{-19} \frac{k}{\left(k^{2}+\gamma^{2}\right)}\left|\mu_{z}^{V}\right|^{2} \mathrm{~cm}^{2} \tag{6.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{z}^{V}=\left\langle\Psi_{f}\right|\left(\frac{\partial}{\partial z_{1}}+\frac{\partial}{\partial z_{2}}\right)\left|\Psi_{i}\right\rangle \text { a.u. } \tag{6.8}
\end{equation*}
$$

which are the expressions given by Chandrasekhar(1945). For $\mathrm{Ps}^{-}, \mu_{2}=\frac{2}{3}, \mu_{1}=$ $\frac{1}{2} a . u$,thus

$$
\begin{equation*}
\sigma_{\lambda}(L)=6.8115 \times 10^{-20} k\left(k^{2}+\gamma^{2}\right)\left|\mu_{z}^{L}\right|^{2} \mathrm{~cm}^{2} \tag{6.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{z}^{L}=\left\langle\Psi_{f}\right|\left(z_{2}+\frac{2}{3} \rho_{z}\right)\left|\Psi_{i}\right\rangle a . u . \tag{6.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\lambda}(V)=1.2109 \times 10^{-19} \frac{k}{\left(k^{2}+\gamma^{2}\right)}\left|\mu_{z}^{V}\right|^{2} \mathrm{~cm}^{2} \tag{6.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{z}^{V}=\left\langle\Psi_{f}\right|\left(2 \frac{\partial}{\partial z_{2}}+\frac{\partial}{\partial \rho_{z}}\right)\left|\Psi_{i}\right\rangle a . u \tag{6.12}
\end{equation*}
$$

which are the expressions given by Bhatia and Drachman (1985 a).

As the bound-state of $\mathrm{Ps}^{-}$is a singlet s-state, only the ${ }^{1} \mathrm{P}$ component of the continuum wave function will give a non-vanishing contribution to the matrix element.

Very good bound-state wave functions of $\mathrm{Ps}^{-}$exist, see discussion in chapter 3. The wave function for the final state is equivalent to the wave function which describes the p-wave elastic scattering of slow electrons by positronium, below the $\mathrm{n}=2$ threshold (see chapter 4).

### 6.3 Discussion on the photodetachment of $\mathrm{H}^{-}$.

Since Wildts (1939) discovery that $\mathrm{H}^{-}$ions are the dominant source of opacity in the visible and infra-red radiation regions in the atmospheres of stars of cooler late spectral type, there has been extensive work to determine its photodetachment cross section.

At the start of this present work, October 1983, there had been no published theoretical or experimental work on the photodetachment of $\mathrm{Ps}^{-}$. The $\mathrm{Ps}^{-}$ion closely resembles the $\mathrm{H}^{-}$ion, both consist of two electrons and a particle of positive charge + e. For this reason, it is worthwhile to investigate the calculations which have been performed for $\mathrm{H}^{-}$to extract information such as:
(a) the sensitivity of the cross section on the accuracy of the bound-state and continuum wave function,
(b) the type of wave functions which will lead to the most reliable results,
(c) a criterion for establishing the reliability of a particular calculation, which would provide guidaace on how to tackle the $\mathrm{Ps}^{-}$problem.

There are several detailed review articles on the photodetachment of $\mathrm{H}^{-}$, written for example by Bates (1978), Branscomb (1962), Burke (1976) and Risley (1975). The development on the theoretical considerations of the photodetachment of $\mathrm{H}^{-}$can be divided into four overlapping steps:
(1) The impovement in the bound-state wavefuction by adding more terms in the Hylleraas expansion,
(2) Using the velocity form of the cross section (Chandrasekhar ,1945)
(3) Improvements made to the continuum wavefuction,
(4) Using a bound-state wave function which has the correct asymptotic form, for instance by adding a tail-like function to the Hylleraas expansion (Rotenberg and Stein, 1969).(See $\S 6.4$ for this form of tail function).

Below, I have just outlined some of the work which might be applicable in study of $\mathrm{Ps}^{-}$, since a detailed coverage is provided by the review articles.

The pioneering paper on the photodetachment cross section of $\mathrm{H}^{-}$was by Massey and Bates (1940) who used the Hylleraas-Bethe 3-parameter wave function for the bound-state, and a plane wave for the ejected electron. They used the length form of the photodetachment cross section. The wave functions are given by:

$$
\begin{equation*}
\Psi_{B}\left(\vec{r}_{1}, \vec{r}_{2}\right)=N e^{-\alpha\left(r_{1}+r_{2}\right)}\left\{1+\gamma\left(r_{1}-r_{2}\right)^{2}+\beta r_{12}\right\} \tag{6.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{f}\left(\vec{r}_{1}, \vec{r}_{2}\right)=(2 \pi)^{-\frac{1}{2}}\left\{e^{-r_{1}} e^{i k z_{2}}+e^{-r_{2}} e^{i k z_{1}}\right\} \tag{6.14}
\end{equation*}
$$

In 1942, Williamson stated that the reliability of the bound-state wave function to be used in the photodetachment cross section, should be judged on how well it predicts the electron affinity, rather than the total energy. The 3-parameter Hylleraas-Bethe wave function was inadequate to describe the photodetachment process, and therefore, Williamson (1942) performed a calculation in which he used a 6-parmeter Hylleraas expansion and the plane wave approximation. The wave function predicts a value for the electron affinity which agrees to within $5 \%$ of the value subsequently found by Pekeris(1962) who used a 444-parameter wave function.

A very significant paper was written by Chandreskhar and Krogdahl(1943), who tried to establish some criterion for estimating the reliabity of the cross section calculated with a given bound-state and continuum wave function. They investigated which regions of configuration space gave the dominant contribution to the length form of the matrix element for different wavelengths. The bound-state wave function needed to be accurate out to least 5 bohr, and this was more important for longer wavelengths. However, in determining the bound-state wave function from the Rayleigh-Ritz variational principle, the dominant contribution to the energy
integral comes from distances close to the centre of the ion. The wave function will be poorly determined at large distances. The photodetachment cross section is therefore sensitive to the value of the electron affinity and convergence is slow as more terms in the bound-state wave function are added.

The reliability of the bound-state wave function at distances which contribute domiantly to the cross section and the reliability of the cross section can be established from how well the sum-rules are satisfied. The two relevant sum-rules are:

$$
\begin{equation*}
\frac{m c}{\pi e^{2}} \int_{\nu_{0}}^{\infty} \sigma_{\nu} d \nu \leq N \tag{6.15}
\end{equation*}
$$

and

$$
\frac{m c}{\pi h a_{0}} \int_{\nu_{0}}^{\infty} \nu^{-1} \sigma_{\nu} d \nu \leqslant \frac{2}{3 a_{0}^{2}} \int \Psi_{B}^{*}\left(\sum_{i=1}^{N} \Sigma_{i}\right)^{2} \Psi_{B} d \tau_{1} . d \tau_{N}
$$

where $N=$ number of electrons (Branscomb ,1962). The equality sign applies when $\sigma_{\nu}$ is the total photodetachment cross section. Generally, the contribution to the integral from the excited states of the atom are neglected and then the inequality sign applies. A good discussion of the application of the sum-rules to the photodetachment cross section are found in papers by Chandrasekhar and Krogahl (1943), Dalgarno and Lynn (1957), Dalgarno and Kingston (1959) and in the review article by Branscomb (1962).

Chandrasekhar (1945) obtained expressions for the photodetachment cross section in terms of the length, velocity and acceleration matrix elements, which give identical results if exact wave functions are used or if the wave functions are exact solutions of some model Hamiltonian. The matrix elements emphasize different regions of configuration space, and thus they are not of equal merit if approximate wave functions are used. The acceleration form is dependent on the wave function being accurate at distances very close to the centre of the ion, the length form at distances relatively far. The velocity form is dependent on distances intermediate
between the above two extremes. Which form of the cross section is to be preferred, depends on the choice of the initial and final state wave functions. However, the acceleration form generally will give the poorest results, and the velocity form is to be favoured if the bound-state wave function has to be determined by the RayleighRitz principle. Much more rapid convergence of the cross section with respect to the number of terms in the Hylleraas expansion was obtained when the velocity form of the cross section was used rather than the length form.

Geltman (1962), calculated the photodetachment cross section using the length, velocity and acceleration forms of the matrix element. He made systematic improvements to both the bound-state and continuum wave function and thus was able to predict the reliabilty of his results. He used the 20-parameter Hylleraas (Hart and Herzberg, 1957) and the 70 -parameter Schwartz (unpublished) wave functions for the bound-state. For the continuum wave function, he used a plane wave and a p-wave function which was detemined by the Hulthen-Kohn variational method and allowed for (a) radial correlation, (b) radial and angular correlation. The full correlated p-wave function contained 6 linear and 3 non-linear parameters.

Other calculations have been performed in which the 70 parameter Schwartz wave function was used for the bound-state but with different continuum wave functions. Bell and Kingston (1967) used a polarized-orbital wave function, Doughty et al. (1966) used a Hartree-Fock expansion which included the $1 \mathrm{~s}, 2 \mathrm{~s}, 2 \mathrm{p}, 3 \mathrm{~s}, 3 \mathrm{p}$ and 3d hydrogenic functions.

The next important stage in the development of the photodetachment calculation was to add a tail function to the Hylleraas expansion (Rotenberg and Stein, 1969) to obtain a bound-state wave function of the correct asymptotic form. This made a remarkable difference to the convergence of the length form of the cross section with respect to the addition of terms in the Hylleraas expansion. Ajmera and Chung (1975) used 5,15 , and 33 parameters in the Rotenberg and Stein wave function. The continuum wave function used was derived by the simplified KohnFeshbach variational method. The agreement between the length and velocity forms of the cross section were better for this calculation than for any previous calculation. Resonable agreement was obtained with the experimental data (Smith and Burch, 1959).

It was later recognized that for consistency, the bound-state and continuum wave function used in the cross section calculation should be derived by the same technique. The various methods used were:
(a) the multichannel J-matrix technique to obtain pseudostate close coupling expressions (Broad and Reinhardt ,1976)
(b) the perturbation variation method (Stewart, 1978)
(c) the close coupling pseudostate expansion with the addition of the Hylleraastype correlation terms (Wishart, 1979).

Wishart claims that his results are accurate to within $1 \%$ for incident photon wavelengths in the range $16300 \AA \rightarrow 1250 \AA$.

Some of the photodetachment cross section results are displayed in figs.6.1, 6.2, 6.3, 6.4.

In fig. 6.1, a comparison is made of the length formulation of the photodetachment cross section in which different bound-state wave functions are used, namely:
(a) the 2-parameter Chandrasekhar wave function, (see Bransden and Joachain, 1983 pg. 275)
(b) the 3-parameter Hylleraas-Bethe wave function, (Massey and Bates, 1940)
(c) the 70-parameter Schwartz wave function (Geltman, 1962) but the same continuum wave function that of a plane wave to represent the outgoing electron.

The 2-parameter bound-state wave function is completely inadequate to describe the photodetachment process. As the number of parameters in the boundstate wave function is increased from 3 to 70 , the peak in the cross section shifts towards the red, and the cross section is much larger in magnitude. The photodetachment cross section calculated by using the 3-parameter wave function is not sufficiently accurate at long wavelengths for $\lambda>4000 \AA$. Yet the electron affinity predicted by this wave function differs by only $9 \%$ from the value predicted by the 70-parameter wave function. It is concluded that the cross section is very sensitive to the accuracy of the bound-state wave function.

Geltmans (1962) length formulation results are illustrated in fig. 6.2 in which he used Schwartz 70 parameter bound state wave function together with a plane wave for the final state and a 6 linear parameter p-wave continuum wave function which allowed for radial and angular correlation.

It is noted that:
(1) the plane-wave representation is a reasonably good approximation, especially at the longer wavelengths,
(2) the plane-wave approximation calculation overestimates the size of the cross section over most of the energy range.

For comparison, Ajmera and Chung (1975) results are shown in this figure.
The length and velocity photodetachment cross section results in which the 70-parameter Schwartz bound-state and the full correlated 6-linear parameter pwave continuum function, Geltman(1962), are given in fig. 6.3. For short wavelengths, $\lambda<6000 \AA$, there is good agreement between these two forms of cross section. The peak in the velocity form of the cross section is further to the red than for the length form, and the peak height is slightly lower. For $\lambda>10,000 \AA$ there is some discrepancy between the length and velocity results.

Ohmura and Ohmura (1960) calculated the photodetachment cross section of $\mathrm{H}^{-}$using the 'loosely' bound approximation (Bethe and Peierls,1935, Bethe and Longmire, 1950). In this approximation, the asymptotic form of a very good boundstate wave function is used, together with a plane wave to represent the ejected electron. The full bound-state wave function is that given by Pekeris (1958) and it contains 202 adjustable parameters. Their results are $A$ compared with the cross section calculated by Ajmera and Chung (1975),fig.6.4. As shown, the 'loosely' bound approximation is a very good approximation for long wavelengths, $\lambda>10,000 \AA$.
6.4 Calculations of the photodetachment cross section of $\mathrm{Ps}^{-}$

$$
P s^{-}+h \nu \rightarrow P s(1 s)+e^{-}
$$

We calculated the photodetachment cross section for the positronium negative ion, below the $n=2$ threshold of positronium, using both the length and velocity formulation. Several different type of bound-state and continuum wave functions have been used. In our most accurate calculation, we used our best bound-state and p-wave continuum variational wave functions which have been descr:'odin Chapters 3 and 4. For the bound-state and continuum p-wave wave functions, the maximum number of linear parameters we used was 95 and 220 respectively. The number of linear parameters in the wave functions could easily be varied.

In the Appendix A3, the expression for the photodetachment cross section, in terms of both the length and velocity formulations, is given for these variational type bound-state and continuum wave functions. The length form of the photodetachment cross section being:

$$
\begin{equation*}
\sigma_{\lambda}(L)=6.8115 \times 10^{-20} k\left(k^{2}+\gamma^{2}\right)\left|\mu_{z}^{L}\right|^{2} \mathrm{~cm}^{2} \tag{6.17}
\end{equation*}
$$

where

$$
\mu_{z}^{L}=\frac{2}{3} \hat{\mathrm{k}} \cdot\left\langle\Psi_{f}\left(\mathbf{r}_{1}+\mathbf{r}_{2}\right) \Psi_{i}\right\rangle, \epsilon=\frac{3 \gamma^{2}}{4},
$$

and in the velocity form:

$$
\begin{equation*}
\sigma_{\lambda}(V)=1.2109 \times 10^{-19} \frac{k}{\left(k^{2}+\gamma^{2}\right)}\left|\mu_{z}^{V}\right|_{c}^{2} m^{2} \tag{6.18}
\end{equation*}
$$

where

$$
\mu_{z}^{V}=2 \hat{\mathbf{k}} \cdot\left\langle\Psi_{f}\left(\nabla_{\mathbf{r}_{1}}+\nabla_{\mathbf{r}_{2}}\right) \Psi_{i}\right\rangle .
$$

In equations (6.17), (6.18), the bound-state wave function is of the form:

$$
\begin{equation*}
\Psi_{i}=\frac{1}{\sqrt{2}} \frac{1}{\sqrt{(4 \pi)}} \sum_{j=1}^{N} g_{j} \tag{6.19}
\end{equation*}
$$

where

$$
g_{j}=d_{j} e^{-\alpha r_{3}} e^{-\beta s} s^{k_{j}} t^{l_{j}} r_{3}^{m_{j}}
$$

$$
\left.\left.k_{j}+l_{j}+m_{j} \leq \omega_{b}, k_{j}, l_{j}, m_{j} \in\right\rfloor 0,1,2, \ldots \omega_{b}\right],
$$

where $l_{j}$ is even for all $j$,

$$
s=r_{1}+r_{2}, t=r_{1}-r_{2}
$$

and $\Psi_{i}$ satisfies

$$
\int\left|\Psi_{i}\right|^{2} d \tau=1
$$

(A description of $\Psi_{i}$ is given in chapter 3 and Appendix A3). The p-wave continuum wave function which we used, and is described in chapter 4 and Appendix A3, is of the form:

$$
\begin{aligned}
& \Psi_{f}^{+}=\left(\frac{12 \pi}{k}\right)^{1 / 2}\left[\left(1+P_{12}\right) \sqrt{\frac{k}{2}} \phi_{p_{i}} G_{2}\right) Y_{10}(\hat{f})\left(J_{1}(k \rho)-\tan \delta_{1}^{+} n_{1}(k \rho)\right. \\
& {\left.[1-\exp (-\mu \rho)]^{5}\right\} }+\frac{1}{\sqrt{2}}\left(Y_{10}(\hat{p}) \rho+Y_{10}\left(\hat{f^{\prime}}\right) \rho^{\prime}\right) \sum_{i=1}^{N-1} C_{i} e^{-a r_{3}} e^{-b s} s^{k i} t^{(i} r_{3}^{m_{i}} \\
& \text { even } L_{i}
\end{aligned}
$$

where $l_{i}$ is even for $i=1 \rightarrow N 1-1$, odd for $i=N 1 \rightarrow N$. It is to be noted that the p-wave scattering function has been multiplied by $\sqrt{\frac{12 \pi}{k}}$ so that the normalization condition

$$
\left\langle\Psi_{f} \nmid \Psi_{f}\right\rangle=(2 \pi)^{3} \delta\left(\mathrm{k}^{\prime}-\mathrm{k}\right)
$$

is satisfied. (More details is given in Appendices A2, A3).
By setting $\tan \delta_{1}^{+}=0$ and $c_{i}=0(i=1, \ldots N)$ in (6.20) in the p-wave function we obtained the photodetachment cross section in the plane-wave approximation, $\Psi_{f}$ being the p-wave component of :

$$
\begin{equation*}
\Psi_{f}=\frac{1}{\sqrt{2}}\left(\phi_{P s}\left(r_{2}\right) e^{i \mathbf{k} \cdot \boldsymbol{P}}+\phi_{P s}\left(r_{1}\right) e^{i \mathbf{k} \cdot \boldsymbol{\rho}}\right) \tag{6.21}
\end{equation*}
$$

but with a very accurate bound-state wave function.
The photodetachment cross section has also been calculated in the length formulation using the plane wave approximation (Ward et al, 1986a,b,c) together with very simple bound-state wave function given by Ferrante and (1970). The expiression for the length form of the matrix element in which Ferrantes 2-parameter wave function is used for the bound-state,

$$
\begin{equation*}
\Psi_{B}=N\left(e^{-\alpha r_{1}-\beta r_{2}}+e^{-\beta r_{1}-\alpha r_{2}}\right) \tag{6.22}
\end{equation*}
$$

with

$$
N=3.9318 \times 10^{-3}, \alpha=0.519584, \beta=0.141599
$$

is given by:

$$
\begin{align*}
& \mu_{z}^{L}(2)=\frac{256 \pi^{2} i N}{3 \sqrt{\pi}}\left\{F^{\prime}(\alpha, k,(\beta+1 / 2),-k / 2)\right. \\
& +F^{\prime}(\beta, k,(\alpha+1 / 2),-k / 2)+F^{\prime}((\alpha+1 / 2),-k / 2, \beta-k) \\
& \left.+F^{\prime}\left(\left(\beta+y_{2}\right),-k / 2, \alpha, k\right)\right\} \tag{6.23}
\end{align*}
$$

where

$$
\begin{equation*}
F^{\prime}(\gamma, A, \delta, B)=\frac{A \gamma \delta}{\left(\gamma^{2}+A^{2}\right)^{3}\left(\delta^{2}+B^{2}\right)^{2}} \tag{6.24}
\end{equation*}
$$

When the 3-parameter wave function (Ferrante, 1970) is used for the boundstate,

$$
\begin{gather*}
\left.\Psi_{B}=N\left(e^{-\alpha r_{1}-\beta r_{2}}+e^{-\beta r_{1}-\alpha r_{2}}\right) r_{3} e^{-\gamma r_{3}}\right)  \tag{6.25}\\
N=1.9056 \times 10^{-3}, \alpha=0.518928, \beta=0.141372,
\end{gather*}
$$

the matrix element is given by:

$$
\begin{aligned}
& \mu_{2}^{L}(3)=\frac{\pi^{2} N_{i}}{k \sqrt{\pi}} \int_{0}^{\infty} \int_{0}^{\infty}\left(e^{-\alpha r_{1}-\beta r_{2}}+e^{-\beta r_{1}-\alpha r_{2}}\right) e^{-r_{2} / 2} e^{-\gamma r_{3}} \frac{r_{1} r_{2} r_{3}^{2}}{\rho} \\
& \left(r_{2} \cos \alpha+\frac{2}{3} \rho\right)\left(\cos k \rho-\frac{\sin k \rho}{k \rho}\right) d x d y d 3 \quad(6.26)
\end{aligned}
$$

where $\alpha=\cos ^{-1} \hat{\mathbf{r}} . \hat{\rho}$. The integration techniques discussed in the Appendix A3 have been used to derive $\mu_{z}^{L}(3)$. The remaining integration is performed by using

Gauss-Laguerre quadrature. The 2-parameter wave function predicts a value for the electron affinity of $0.00665144 \mathrm{a} . \mathrm{u}$. and the 3 -parameter wave function predicts a value of 0.00 939454a.u..

Bhatia and Drachman (1985 a,b) have calculated the photodetachment cross section by using the plane-wave approximation together with two different types of bound-state wave functions.

In their first calculation (which I shall denote by calculation A) they used the 'loosely' bound approximation in which they took the asymptotic form of a 220-parameter wave function (Bhatia and Drachman, 1983). A similar calculation has been performed by Ohmura and Ohmura (1960) for $\mathrm{H}^{-}$, and has proved to be successful especially at long wavelengths.

The full 220-parameter wave function is given by:

(6.27)
where $\gamma, \delta$ are 'optimized' non-linear parameters. This wave function predicts a value for the electron of 0.012005057 a.u., which is the best value to date.

The asymptotic form of the wave function is

$$
\Psi_{i}=\frac{C e^{-\gamma \rho_{j}}}{\rho_{j}} \psi_{i_{s}}\left(r_{j}\right)\left\{\begin{array}{l}
j=1, \rho ;=\rho-r_{j}=r_{2}  \tag{6.28}\\
j=2, \rho ;=\rho^{\prime}-r_{j}=r_{1}
\end{array}\right\}(6
$$

(Bhatia and Drachman ,1985a) where $\epsilon_{b}=\frac{3 \gamma^{2}}{4}$ a.u.
The photodetachment cross section is obtained in an analytical form

$$
\begin{equation*}
\sigma_{\lambda}(L, V)=1.32 \times 10^{-18} \frac{k^{3}}{\left(k^{2}+\gamma^{2}\right)^{3}} \mathrm{~cm}^{2} . \tag{6.29}
\end{equation*}
$$

Note, that in this approximation in which the model hamiltonian has been used, the length and velocity forms of the cross section are identical.

Bhatia and Drachman (1985b) have also calculated the photodetachment cross section at very low energies, $k^{2}<0.002$ Ryd, by using the full 120 termHylleraas wave function (Bhatia and Drachman, 1983) together with a plane wave for the final state. This calculation I shall refer to as calculation B.

The sum-rule $S_{-1}$ is written as

$$
\begin{aligned}
S_{-1}=\frac{1}{2 \pi^{2} \alpha a_{0}^{2}} \int_{0}^{\lambda_{0}} \frac{\nabla_{\lambda}}{\lambda} d \lambda & =\frac{8}{27}\left\langle\Psi_{B}\right|\left(\underline{r}_{1}+\underline{r}_{2}\right)^{2}\left|\Psi_{B}\right\rangle \\
& =\frac{8}{27}\left[4\left\langle r_{1}^{2}\right\rangle-\left\langle r_{12}^{2}\right\rangle\right]
\end{aligned}
$$

$$
(6.30)
$$

for the photodetachment of $\mathrm{Ps}^{-}$(Bhatia and Drachman, 1985a), where $\lambda_{0}$ is the threshold wavelength for the process.

Since in our variational calculations, we have only considered below the $\mathrm{n}=2$ threshold, the left-hand side of equation (6.30) is re-written as:

$$
\begin{aligned}
S_{-1} & =\frac{1}{2 \pi^{2} \alpha a_{0}^{2}}\left\{\int_{0}^{\lambda(n=2)} \frac{\sigma_{\lambda}}{\lambda} d \lambda+\int_{\lambda(n=2)}^{\lambda_{0}} \frac{\sigma_{\lambda}}{\lambda} d \lambda\right\}(6.31) \\
& =S_{-1}^{(1)}+S_{-1}^{(2)}
\end{aligned}
$$

and the contribution to the sum-rule, $S_{-1}^{(1)}$, for wavelengths in the range $0<\lambda<$ $\lambda(n=2)$ is calculated using (6.29).

The expectation values $\left\langle r_{1}^{2}\right\rangle,\left\langle r_{12}^{2}\right\rangle$ have been calculated by Kolos et al (1960) which gives an independent check on the right hand side of equation ( 6.30 ). They used 50 terms in a wave function of the form

$$
\begin{equation*}
\psi=\text { const } \exp \left(-\alpha_{12} r_{12}-\alpha_{23} r_{23}-\alpha_{31} r_{31}\right) P\left(r_{12} r_{13} r_{23}\right) \tag{6.32}
\end{equation*}
$$

where P is a polynomial and $\alpha_{12}, \alpha_{23}, \alpha_{31}$ are 'optimized' non-linear parameters.
6.5 Results.
(1) Sensitivity of the photodetachment cross section on the bound-state wave function

Our most accurate p-wave continuum wave function was used, which contained three 'optimized' non-linear and 220 linear parameters. The number of linear parameters in the variational bound-state wave function was varied, but the same set of optimized non-linear parameters were used for each value of $\omega_{b}$. The values of $\omega_{b}$ used were $1,3,5,7,8$ which correspond to $3,13,34,70,94$ linear parameters respectively. The variation of the cross section on the number of linear parameters in the bound-state wave function is shown in table 6.1 , fig. 6.5. for the length formulation and table 6.2 , fig. 6.6 for the velocity formulation. Tables 6.1 and 6.2 give the value of the electron affinity predicted from each bound-state wave function.

In fig. $6.7,6.8,6.9,6.10,6.11$, the length and velocity results of the cross section are shown for each value of $\omega_{b}\left(\omega_{b}=1,3,5,7,8\right)$. The most accurate results obtained are shown in table 6.3, fig. 6.11 in which 95 linear, 2 non-linear parameters have been used in the variational bound-state wave function, and 220 linear, 3 nonlinear parameters have been used in the $p$-wave continuum wave function. The bound-state wave function predicts a value for the electron affinity of 0.012004615 a.u. compared to the most accurate value of 0.012005057 a.u. by Bhatia and Drachman (1983). (These photodetachment results are an improvement on that reported by Ward et al (1986a) since a better bound-state wave function has been used in which $\omega_{b}$ was increased to 8 and the non-linear parameters were optimized.)

The trial Kohn phase shift have been used in the p-wave function rather than the stationary Kohn phase shifts. Table 6.4 compares the cross section, in both the length and velocity forms, at a few wavelengths, for which the trial and stationary phase shifts have been used.
(2) Sensitivity of the photodetachment cross section on the continuum wave function.

The 95 linear parameter bound-state wave function was used and the number of linear parameters in the p-wave continuum wave function was varied. The
variation in the cross section with respect to the value of $\omega_{c}$ used in the p-wave continuum wave function is shown in table 6.5 for the length formulation and table 6.6 for the velocity formulation.

Note, the cross section calculated with $\omega_{c}=3$ are unreliable for the region $21.0<\lambda\left(10^{3} \AA\right)<25$ since the trial phase shift differ in sign and magnitude from the Kohn results, and a schwartz singularity could be present.

A comparison is made in table 6.7 of the length and velocity results when a plane wave has been taken for the final wave function with the accurate results calculated with the 220 -linear parameter p-wave. In both cases, the 95 -linear parameter bound-state wave function has been used. In fig. 6.12, the length and velocity cross section calculated using the plane wave approximation are illustrated.
(3) Length formulation of the cross section calculated using the simple bound- state wave functions.

In table 6.8 and fig. 6.13, the photodetachment cross section is shown in the length form, where
(a) 2-parameter Ferrante wave function,
(b) 3-parameter Ferrante wave function,
(c) 95 linear parameter variational wave function, have been used for the initial state and the plane wave approximation has been used for the final state.

These results are compared with the accurate calculation in which the 220 linear parameter p-wave and the 95 linear parameter bound-state wave functions were used.
(4) Comparison with Bhatia and Drachman (1985a,b) results.

Fig. 6.14 shows the comparison of Bhatia and Drachmans (1985a) results, calculation A with our length formulation results in which we used the 95 linear parameter variational bound-state wave function together with:
(a) a plane wave to represent the ejected electron,
(b) the full 220 linear parameter p -wave for the continuum wave function.

In Table 6.9, a comparison is made between the results of calculation B with our results in which we used the 95 linear parameter bound-state wave function together with two different types of continuum function: a plane wave and a 220 linear parameter p-wave.

In table 6.10, we show how well the sum-rule $S_{-1}$ is satisfied for the photodetachment cross section in which the variational bound-state and continuum wave functions were used. The sum-rule $S_{-1}$ is satisfied to within $0.9 \%$ when the length form has been used, and to within $2 \%$ for when the velocity form was used. In this table, a comparison is made with Bhatia and Drachman's (1985 a) results in which they used the 'loosely' bound approximation (Calculation A) and with the value calculated for the right-hand side of equation (6.30) by using the expectation values $\left\langle r_{1}^{2}\right\rangle,\left\langle r_{12}^{2}\right\rangle$ determined by Kolos et al (1960).

### 6.6 Discussion.

In discussing the results, it must be remembered that the length and velocity forms of the cross section become more dependent on the wave functions being accurate at large distances as the wavelength of the photon is increased. The velocity form of the cross section weighs more heavily the wave function at closer distances to the centre of the ion than the length form. Our accurate bound-state and continuum wave functions have been determined by the variational method and this leads to internal consistency in the evaluation of the matrix elements. Generally, the velocity form of the cross section is to be preferred if the bound-state wave function has been determined by the Rayleigh-Ritz variational principle, but this depends also on the choice of the continuum function.

From fig. 6.5 and 6.6 , it can be seen that both the length and velocity forms of the cross section are very sensitive to the accuracy of the bound-state wave function. The convergence of the cross section with respect to the number of linear parameters in the bound-state wave function is much more rapid for the velocity form of the cross section than for the length form. The velocity results have almost fully converged by $\omega_{b}=7$. The bound-state wave functions corresponding to $\omega_{b}=1,3,5$ are inadequate to describe the photodetachment process especially
at long wavelengths when the length form of the cross section is used. This is evident from figs. 6.7, 6.8, 6.9. As the bound-state wave function is improved, the agreement between the length and velocity forms of the cross section becomes better. By $\omega_{b}=7$ (fig. 6.10), reasonable agreement has been obtained, being to within $4.5 \%$ for $\lambda \leqslant 25 \times 10^{3} \AA$, and to within $20 \%$ in the range $25<\lambda\left(10^{3} \AA\right) \leq 32.5$. By $\omega_{b}=8$ (fig. 6.11, table 6.3), the agreement between the length and velocity forms becomes very good, although there is a slight discrepancy at the longer wavelengths. The agreement is to within $1.6 \%$ for $\lambda \leq 27.5 \times 10^{3} \AA$, and for the range $27.5<$ $\lambda\left(10^{3} \AA\right) \leq 32.5$ to within $7.3 \%$.

The maximum in the cross section occurs at $\lambda=20 \times 10^{3} \AA$ and this value is $66.04 \times 10^{-18} \mathrm{~cm}^{2}$ for the length form, and $65.06 \times 10^{-18} \mathrm{~cm}^{2}$ for the velocity form.

The sharp peak near the $n=2$ threshold corresponds to the rapid rise in the P phase shifts which has been discussed in chapter 4 . The $\mathrm{n}=2$ states of positronium need to be included in the p-wave continuum function to investigate this region. Greene and Botero (1986) have given a description of the resonances associated with the $n=2$ threshold.

As can be seen from table 6.4, there is a slight difference in the cross section results if the stationary Kohn phase shifts are used instead of the trial phase shifts. This slight discrepancy could be reduced by improving the p-wave function by possibly increasing the number of linear parameters and in adding long-range energy dependent terms into the function.

The length and velocity cross section results (table 6.5, 6.6) only change by a very small amount by increasing the number of linear parameters in the p-wave function from 56 to 220 . For $\omega_{c}=3$, some pecularity occurs in the results for wavelengths in the range $21.5 \leq \lambda\left(10^{3} \AA\right) \leq 23.0$, due to the presence of possibly a schwartz singularity in the ${ }^{1} \mathrm{P}$ phase shifts.

The velocity cross section is larger than the length results over the whole energy range considered when the 95 linear parameter bound-state wave function and the plane wave approximation is used (Table 6.7, fig. 6.12). The same pattern has been noticed for $\mathrm{H}^{-}$(Geltman, 1962). The plane-wave treatment is a better approximation at large distances from the centre of the ion, and thus is more ap-
plicable for the long wavelengths. It is for such wavelengths that there is best agreement between length and velocity results. The plane wave approximation is more appropriate for the length formulation of the matrix element than the velocity formulation since the length form weighs more heavily the large distances from the centre of the ion. This can be seen from the results displayed in Table 6.7.

The 2 and 3 parameter wave function (Ferrantêe, 1970), which predicts electron affinity values of 0.00665144 and 0.00939454 a.u respectivly, are totally inadequate to describe the photodetachment process (Table 6.8, fig. 6.13). In fig. 6.14, a comparison is made between the results of calculation A and our length formulation results, in which we used a 95 -linear parameter bound-state wave function together with
(a) a plane wave,
(b) a 220-linear parameter p-wave to represent the final state.

For short wavelengths, there is a significant disagreement in the three sets of results. The maximum in Bhatia and Drachman's cross section (calculation A) occurs at a lower wavelength than for either of our results. However, at longer wavelengths, reasonable agreement is obtained between the various results.

For very low energies, long wavelengths, there is very good agreement between the results of calculation B and our results in which we used a 95 linear parameter bound-state wave function together with a plane wave, and a 220 linear parameter p-wave for the final state (Table 6.9). At these long wavelength, the plane wave approximation is valid.

### 6.7 Conclusions.

The photodetachment cross section has been calculated using a 95 linear parameter bound state wave function, which predicts an electron affinity of 0.012004615 a.u., and a 220 linear parameter p-wave for the continuum wave function for the energy range below the $\mathrm{n}=2$ threshold of $\mathrm{Ps}_{\mathrm{s}}(0 \rightarrow 0.1875 a . u)$. There is very good agreement between the length and velocity forms of the cross section over the energy range considered. (The agreement is to within $1.6 \%$ for $\lambda \leq 27.5 \times 10^{3} \AA$ and to within $15 \%$ for the longer wave lengths.) The sum-rule was satisfied to within $2 \%$. These two points give an indication of the reliability of our results.

Reasonable agreement has been obtained with Bhatia and Drachman's (1985a). calculation in which they used the 'loosely' bound approximation. The bound-state and continuum variational wave functions were systematically improved and this providedan indication of the accuracy of the final result and where there was need for further improvements.

The slight discrepancy between the length and velocity results at long wavelengths could probably be reduced by:
(1) Adding a tail-like function to the Hylleraas type bound-state wave function (Rotenberg and Stein, 1969, Ajmera and Chung, 1975), and
(2) by the inclusion of long-range energy dependent polarization terms to the p-wave function, see chapter 4.

Near the $\mathrm{n}=2$ threshold, convergence in the ${ }^{1} \mathrm{P}$ phase shifts could be improved by adding terms of the form

$$
\frac{\sin k \rho}{\rho^{2}}, \frac{\cos k \rho}{\rho^{2}}
$$

in the p-wave function (Seiler et al, 1971). However, at these very short-wavelengths, the cross section is more dependent on the wave functions being accurate at small and intermediate distances than at large distances from the centre of the ion. Thus, the inclusion of long-range terms into the p-wave function will probably have little effect at these wavelengths.

It would be of interest to extend the calculation beyond the $\mathrm{n}=2$ threshold. The $n=2$ states of positronium would have to be explicity included in the p-wave
function to extend the calculation up to the $n=3$ threshold. Inclusion of the $n=2$ levels of Ps would hopefully reveal some of the resonance structure associated with the $\mathrm{n}=2$ threshold as predicted by Botero and Greene (1986).

Experimental verification of the theoreticallydetermined photodetachment cross section is awaited with interest.

## Chapter 7

## Conclusions

An investigation has been performed to determine the phase shifts and the various cross-sections for the elastic scattering of slow electrons (or positrons) by positronium, below the $\mathrm{n}=2$ threshold. Accurate ${ }^{1,3} \mathrm{~S},{ }^{1,3} \mathrm{P}$ phase shifts were determined by the Kohn and inverse Kohn variational methods. Phase shifts, up to $l=5$, were evaluated by using the static-exchange (S.E.) and adiabatic-exchange (A.E.) treatment. Very good agreement was obtained between the static-exchange ${ }^{3} \mathrm{~S},{ }^{1} \mathrm{P}$ phase shifts with the variational results. When the parameter $\beta$ appearing in the cut-off function of the adiabatic-term, in the integro-differential equation was matched to the ${ }^{3} \mathrm{P}$ variational phase shift, the agreement between the adiabaticexchange and the variational phase shifts was very good for the partial waves ${ }^{1,3} \mathrm{P},{ }^{1} \mathrm{~S}$.

The behaviour of the ${ }^{1,3} \mathrm{~S},{ }^{1,3} \mathrm{P}$ phase shift for the $\mathrm{e}^{-}-\mathrm{Ps}$ system, and the agreement between the S.E. and variational results, is very similar to that obtained for the corresponding $\mathrm{e}^{-}-\mathrm{H}$ system. However, for $\mathrm{e}^{-}-\mathrm{Ps}$, the triplet s-wave goes to zero as $k$ tends to zero, but for $\mathrm{e}^{-}-\mathrm{H}$, it tends to $\pi$ The pattern of the ${ }^{1,3} \mathrm{D}$ staticexchange and adiabatic-exchange phase shifts for the two systems are different. At values of $k$ between zero and that corresponding to the $n=2$ threshold, the triplet (singlet) S.E. phase shift is negative (positive), the reverse is true for $\mathrm{e}^{-}-\mathrm{H}$. This difference is probably due to the fact that the direct potential is absent in $\mathrm{e}^{-}$Ps. The behaviour of the d-wave phase shifts for ortho-positronium scattering by atomic hydrogen, where the direct potential is also absent, is similar to that obtained for $e^{-}$-Ps.

Accurate singlet and triplet scattering lengths were determined for $\mathrm{e}^{-} \mathrm{Ps}$ by using the s-wave variational trial function at low energies, and extrapolating $\tan \delta_{0}^{ \pm} / k$ to zero $k$. The binding energy was evaluated by diagonalizing the hamiltonian with the short-range correlation terms of the full s-wave function. ${ }^{1} \mathrm{~S}^{e}$, ${ }^{1,3} \mathrm{P}$ resonances, close to the $\mathrm{n}=2$ threshold, were found using our variational wave functions. Agreement with results of other authors for the binding energy, singlet scattering length and the ${ }^{1} \mathrm{~S},{ }^{1} \mathrm{P}$ resonance parameters was extremely good.

The total elastic, momentum transfer, ortho-para conversion, elastic differ-
ential cross-sections were calculated for $\mathrm{e}^{-}$-Ps scattering using the s-wave and p wave variational phase shifts, higher order phase shifts evaluated by the adiabaticexchange method and then from the Born-polarization term. In chapter 5, a comprehensive discussion is given of the shape of these cross-sections, their features and the position of the maxima and minima.

Results for the photodetachment cross-section of $\mathrm{Ps}^{-}$, evaluated in both length and velocity forms are presented. The bound-state wave function contained 2 non-linear and 95 linear parameters. We believe these results to be reliable since the agreement between the length and velocity forms was to better than $1.6 \%$ for most of the energy range below the $n=2$ threshold, and the sum-rule $S_{-1}$ was satisfied to within $2 \%$. Close to the $n=2$ threshold, a very sharp rise in the cross-section was noted.

The behaviour of the scattering properties of $\mathrm{e}, \mathrm{Ps}$, the photodetachment cross-section of $\mathrm{Ps}^{-}$, and its sensitivity to the accuracy of the bound-state and continuum wave functionsare very similar to that obtained for the $e^{-}-\mathrm{H}\left(\mathrm{H}^{-}\right)$system. This is quite remarkable since the $\mathrm{Ps}^{-}$system consists of three particles moving about their centre of mass in some complicated manner, whereas in $\mathrm{H}^{-}$, two electrons undergo correlated motion about the "infinitely" heavy nucleus. The $\mathrm{Ps}^{-}$ system is less attractive than $\mathrm{H}^{-}$, and this can be seen from the fact that the binding energy of $\mathrm{Ps}^{-}$is about half that for $\mathrm{H}^{-}$.

With the better, more intense positron beams available, it should be possible to perform an experiment to measure elastic and inelastic cross-sections for $\mathrm{e}^{-}-\mathrm{Ps}$ scattering. From our calculation it is seen that the total elastic cross-section ( $\sigma_{e l}$ ) is large, for instance at zero energy $\sigma_{e l}=208 \pi a_{0}^{2}$ and by $k=0.45 a_{o}^{-1}, \sigma_{e l}=44 \pi a_{0}^{2}$. Charlton and Jacobsen (1986) are contemplating performing such an experiment which, although it will be crude at first due to the limitations of the positron (electron) beams available, will hopefully reveal the general features of the scattering cross-sections. They suggest firing an intense pulsed positron beam from a LINAC, onto a surface to form positronium. An intense pulsed electron beam is used for the scattering part of the experiment. It is essential that the pulse time width is much less than the vacuum lifetime of o-Ps which is $(0.7242 \pm 0.0008) \times 10^{7} \mathrm{~s}^{-1}$ (Stroscio, 1975)

Although such experiments will be worthwhile to perform since ( $\mathrm{e}^{-}-\mathrm{Ps}$ ) is such a fundamental system, it will be in the distant future before it is feasible to detect detailed structure, such as the resonances associated with the positronium threshold, or to measure elastic differential cross-sections. These experiments will have to wait for $\mathrm{e}^{+}$beams of greater intensity and $\mathrm{e}^{+}, \mathrm{e}^{-}$beams of a very narrow energy resolution. At present, the energy resolution of the electron beams ( $\approx 20 \mathrm{meV}$ ) is larger than the widths of autoionizing $\mathrm{e}^{-}$-Ps resonances ( $\approx 1 \mathrm{meV}$ ). However, the ${ }^{1} \mathrm{P}^{0}$ resonance structure might be revealed via a photodetachment experiment (Ho,1984). Sufficiently strong positron sources are now available to measure the photodetachment cross-section (Mill,1981a) of $\mathrm{Ps}^{-}$, and this experiment is awaited with great interest.

The ( $\mathrm{e}^{-}-\mathrm{Ps}$ ) system is very valuable to study both theoretically and experimentally since it is such a simple system and can be used to test many-electron calculation schemes. It is also a purely leptonic system so it can be used in tests of quantum electrodynamics. Therefore, such a system deserves further investigation. Theoretically, the next important step would be to explicitly include the $n$ $=2$ state of positronium in the ${ }^{1,3} \mathrm{~S},{ }^{1,3} \mathrm{P}$ variational wave functions. This would hopefully reveal further resonance structure associated with the $n=2$ threshold and the behaviour of the ${ }^{1} \mathrm{P}$ phase shift close to the $\mathrm{n}=2$ threshold might be better understood. It would also enable the photodetachment cross-section to be extended up to the $\mathrm{n}=3$ threshold.

To improve convergence of the ${ }^{1} \mathrm{P}$ phase shift with respect to the number of parameters and thus their accuracy, at very low energies, long-range terms of the type discussed in chapter 4 could be added to the variational wave function. A zero-energy calculation for the s-wave, which includes long-range terms in the scattering wave function, should be performed to determine singlet and triplet scattering lengths which are bounded. Convergence in the ${ }^{1,3} \mathrm{~S},{ }^{1,3} \mathrm{P}$ phase shifts close to the $n=2$ threshold could be improved by the inclusion of long-range terms (given by Seiler et al 1971) in the variational wave function. These terms have been discussed in chapter 4.

The accuracy of the elastic differential cross-section would be improved by using d-wave phase shifts determined by a very accurate variational calculation. It
would be worthwhile also to extend the static-exchange calculation to a close coupling calculation where the $n=2$ states and possibly the $n=3$ states of positronium are explicity included in the wave function.

## Appendix A1

Test of numerical method for solving Integro-differential equation.
The integro-differential equation for the radial wave function obtained in the static exchange approximation for the $\mathrm{e}^{-}-\mathrm{Ps}$ system, is

$$
\left(\frac{d^{2}}{d \rho^{2}}+k^{2}-\frac{(l(+1)}{\rho^{2}}\right) U_{L}^{ \pm}(k, \rho)=\int_{0}^{\infty} k_{L}^{ \pm}(\rho-\rho) U_{L}^{ \pm}\left(k, \rho^{\prime}\right) d \rho^{\prime}(A 1)
$$

see equations (2.48), (2.49) of chapter 2.
To test the numerical method of solving this equation and the accuracy of the numerical solution, we used a test kernel which gives rise to an analytical solution of A1. It was desirable to have a test kernel and analytical solution which resembles closely the form of the true kernel and the actual solution. For simplicity we took $l=0$ and chose a kernel of the form:

$$
K_{0}^{t}\left(\rho, \rho^{\prime}\right)=\left(A \rho \rho^{\prime}-B\right) e^{-\beta\left(\rho+\rho^{\prime}\right)}
$$

in which the solution of A1 with this kernel is of sinusoidal form. This solution is denoted by: $f_{0}^{t}(\rho)$.

To obtain the exact expression for this solution, we used the Laplace transform technique.

Operating on A1 by the Laplace transform:

where

$$
L\left\{f_{0}^{t}(p)\right\}=\bar{f}_{0}^{t}(p)=\int_{0}^{\infty} e^{-p p} f_{0}^{t}(p) d \rho,
$$

to obtain the Laplace transform of $f_{0}^{t}(\rho)$,

$$
\bar{f}_{0}^{t}(p)=\frac{E}{\left(p^{2}+k^{2}\right)(p+\beta)^{2}}-\frac{F}{(p+\beta)\left(p^{2}+k^{2}\right)}+\frac{f_{0}^{t}(H)}{H} \frac{1}{\left(p^{2}+k^{2}\right)}
$$

since $f_{0}^{t}(0)=0$ and $f_{0}^{t}(0) \approx \frac{f_{0}^{t}(h)}{h}$, provided h is small.

In equation $\mathrm{A} 3, \mathrm{E}$ and F are defined by:

$$
\begin{aligned}
& E=A C=\int_{0}^{\infty} A \rho^{\prime} e^{-\beta \rho^{\prime}} f_{0}^{t}\left(\rho^{\prime}\right) d \rho^{\prime}, \quad(A 4) \\
& F=B D=\int_{0}^{\infty} B e^{-\beta \rho^{\prime}} f_{0}^{t}\left(\rho^{\prime}\right) d \rho^{\prime} \quad(A S)
\end{aligned}
$$

The solution $f_{0}^{t}(\rho)$, in terms of the constants E and F is obtained by applying the inverse Laplace transform of equation A3,

$$
\begin{aligned}
& f_{0}^{t}(\rho)=\frac{E}{\left(\beta^{2}+k^{2}\right)}\left\{\frac { 1 } { C \beta ^ { 2 } + k ^ { 2 } ) } \left\{-2 \beta \cos k \rho+\left(\frac{\left.\beta^{2}-k\right) \sin k \rho}{k}-\rho e^{-\beta \rho}\right\}-\frac{F}{\left(\beta^{2}+k^{2}\right)}\left\{e^{-\beta \rho}-\cos k \rho+\frac{\beta}{k} \sin k \rho\right\}\right.\right. \\
& +2 \beta e^{-\beta \rho}+\frac{f_{0}^{t}(H)}{H} \frac{\sin k \rho}{k}
\end{aligned}
$$

in which

$$
\begin{aligned}
& C=C \not(k, \beta, A, B) \frac{f_{0}^{t}(H)}{H}, \quad(A \neg) \\
& D=D T(k, \beta, A, B) \frac{f_{0}^{t}(H)}{H}
\end{aligned}
$$

where C1, D1 are simple functions of $\beta, k, \mathrm{~A}, \mathrm{~B}$, which are known.
Substituting A7, A8 into A6, setting $\rho=H$, and dividing throughout by $f_{0}^{t}(H)$, it
can be shown:

$$
\begin{align*}
& g(\beta, k, H)=\frac{C 7}{\left(\beta^{2}+k^{2}\right)}\left\{\frac { 1 } { ( \beta ^ { 2 } + k ^ { 2 } ) } \left(-2 \beta \cos k H+\left(\frac{\beta^{2}}{k^{2}}-k\right) \sin k H\right.\right. \\
& \left.\left.+2 \beta e^{-\beta H}\right)+H e^{-\beta H}\right\}-\frac{D T}{\left(\beta^{2}+k^{2}\right)}\left(e^{-\beta H}-\cos k H+\frac{\beta}{k} \sin k H\right) \\
& +\frac{\sin k H}{k}-H=0 \tag{Aq}
\end{align*}
$$

The value of $\beta$, for a given $k$, which satisfies A 9 , is used in equation A6. Setting $f_{0}^{t}(H)=1$, without loss of generality, and using the corresponding value of $\beta$ for a given $k$, the solution $f_{0}^{t}(\rho)$ as a function of $\rho$ is calculated from A6.

With the choice $H=0.01, \mathrm{~A}=10, \mathrm{~B}=0.01$, the agreement between the analytical and numerical solution was to better than 6 figures for $k=0.1$ ( $\beta=5.903$ ), to mainly 6 figures for $k=1(\beta=2.119), k=2(\beta=0.931690)$ and to mainly 5 figures for $k=3$ ( $\beta=0.664366$ ). This agreement between the numerical and analytical solution, especially at low $k$, is entirely satisfactory.

## Appendix A2

Derivation of the formula for the photodetachment cross section
Consider a two-electron system; two electrons and a nucleus of positive charge $+\mathbf{e}$.
The coordinate diagram for this system in the laboratory frame is illustrated in fig. A2.1, and the relative coordinates are shown in fig. 2.5.

The full time-dependent Schroedinger equation for the two-electron system in a electromagnetic field is:

$$
\begin{aligned}
& i \hbar \frac{\partial}{\partial t} \Psi\left(\Gamma_{1}^{\prime}, \Gamma_{2}^{\prime}, r_{3}^{\prime}, t\right)=\left[\frac{1}{2 m_{e}}\left(-i \hbar \nabla_{1}+e \underline{A}\right)^{2}+\frac{1}{2 m_{e}}\left(-i \hbar \nabla_{2}+e \underline{A}\right)^{2}\right. \\
& \left.+\frac{1}{2 M}\left(-i \hbar \nabla_{3}-e \underline{A}\right)^{2}-\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{1}}-\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{2}}+\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{3}}\right] \Psi\left(\underline{r}_{1}^{\prime}, \Gamma_{2}^{\prime}, r_{3}^{\prime}, t\right)
\end{aligned}
$$

where $m_{e}=$ mass of an electron, $M$ is the mass of the third particle of charge $+e$, and

$$
\nabla_{1}=\nabla_{\mathfrak{f}_{1}}, \nabla_{2}=\nabla_{f_{2}}, \nabla_{3}=\nabla_{\mathfrak{f}_{3}}
$$

(see Erring et al., 1946, hp. 8 and Bransden and Joachain, 1983, chp.4)
Expanding the brackets to obtain:

$$
\begin{align*}
& i \hbar \frac{\partial}{\partial t} \underline{\Psi}\left(r_{1}^{\prime}, r_{2}^{\prime}, \underline{r}_{3}^{\prime}, t\right)=\left[\frac{-\hbar^{2}}{2 m_{e}} \nabla_{1}^{2}-\frac{\hbar^{2}}{2 m_{e}} \nabla_{2}^{2}-\frac{\hbar^{2}}{2 M} \nabla_{3}^{2}\right. \\
& \frac{-i e \hbar A \cdot \underline{\nabla}_{1}}{m_{e}}-\frac{i e \hbar \Theta \cdot \underline{\nabla}_{2}}{m e}+\frac{i e h \underline{A} \cdot \nabla_{3}}{M}+\frac{e^{2}|\underline{A}|^{2}}{2 m_{e}}+\frac{e^{2}| |^{2}}{2 m_{e}} \\
& \left.+\frac{e^{2} \mid \underline{A} 1^{2}}{2 M}-\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{1}}-\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{2}}+\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{3}}\right] \mathbb{U}\left(\underline{r}_{1}^{\prime}, \underline{r}_{2}^{\prime}, \underline{r}_{3}^{\prime}, t\right) \tag{A2}
\end{align*}
$$

In the case of a weak field, $|\mathbf{A}|^{2}$ can be neglected since it is small compared to the linear term. Transforming from the coordinates ( $\left.\dot{\mathbf{r}}_{1}, \dot{\mathbf{r}}_{2} \mathbf{r}_{3}\right)$ to $\left(\mathbf{r}_{2}, \boldsymbol{\rho}, \mathbf{R}\right)$, where $\mathbf{r}_{2}, \boldsymbol{P}$
are the relative coordinates and $\mathbf{R}$ is the position vector of the centre of mass from a fixed orgin, to obtain

$$
\begin{aligned}
& i \hbar \frac{\partial}{\partial t} \underline{\Psi}\left(\underline{r}_{2}, f, \underline{R}, t\right)=\left[\frac{-\hbar^{2}}{2 \mu_{1}} \nabla_{r_{2}}^{2}-\frac{\hbar^{2}}{2 \mu_{2}} \nabla_{f}^{2}-i e \hbar \underline{A} \cdot\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\frac{\nabla_{f}}{m_{e}}\right)\right. \\
& \left.\left.\frac{-Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{1}}-\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{2}}+\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{3}}-\frac{\hbar^{2}}{2\left(M+2 m_{e}\right)} \nabla_{R}^{2}-i e \hbar \underline{A} \cdot \nabla_{R}\right] \overline{\left(M+2 m_{e}\right)}\right]\left(r_{2}, f, R, t\right)
\end{aligned}
$$

where $\mu_{1}$ is the reduced mass of the bound electron w.r.t the psitive charge and $\mu_{2}$ is the reduced mass of the free electron w.r.t the residual atom. For $\mathrm{Ps}^{-}, \mu_{1}=\frac{1}{2} m_{e}$, $\mu_{2}=\frac{2}{3} m_{e}, M=m_{e}$ and for $\mathrm{H}^{-}, \mu_{1} \approx \mu_{2} \approx m_{e}, M \rightarrow \infty$. Using the separation of variable technique, the total wave function is expressed as the product of the target wave function and the wave function describing the centre of mass motion,

$$
\bar{\psi}\left(r_{2}, f, \underline{R}, t\right)=\psi\left(\Gamma_{2}, f, t\right) \phi(\underline{R}, t)
$$

So that equation A3 becomes:

$$
\begin{aligned}
& \frac{i \hbar}{\phi(\underline{R}, t)} \frac{\partial}{\partial t} \phi(\underline{R}, t)-\frac{1}{\phi(\underline{R}, t)}\left[\frac{-\hbar^{2}}{2\left(M+2 m_{e}\right)} \nabla_{R}^{2}-\frac{i e \hbar \underline{A}, \nabla_{R}}{\left(M+2 m_{e}\right)}\right] \phi(\underline{R}(t) \\
& =\frac{-i \hbar}{\psi\left(r_{2}, f, t\right)} \frac{\partial}{\partial t} \psi\left(r_{2}, f, t\right)+\frac{1}{\psi\left(r_{2}, f-\theta\right)}\left[\frac{-\hbar^{2}}{2 \mu_{1}} \nabla_{r_{2}}^{2}-\frac{\hbar^{2}}{2 \mu_{2}} \nabla_{f}^{2}\right. \\
& \frac{-Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{1}}-\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{2}}+\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{3}}-i e \hbar \underline{A} \cdot\left(\frac{\left.\left.\nabla_{r_{2}}+\frac{V_{f}}{\mu_{1}}\right)\right]}{\psi\left(\underline{r}_{2}-f, t\right)}\right. \\
& =C
\end{aligned}
$$

where $C$ is independent of the spacial variables $\mathbf{r}_{2}, \boldsymbol{\rho}, \mathbf{R}$.

It is assumed that $\mathbf{A}$ is independent of position, i.e. the wavelength of the radiation is large compared with the size of the atom (ion) (Feynman, 1961). The equation of motion for the centre of mass is obtained from $A_{j}$,

$$
\begin{aligned}
i \hbar \frac{\partial}{\partial t} \phi(\underline{R}, t) & =\left[\frac{-\hbar^{2}}{2\left(M+2 m_{e}\right)} \nabla_{\underline{R}}^{2}-\frac{i e \hbar}{\left(M+2 m_{e}\right)}\right. \\
A & \left.\nabla_{\underline{R}}\right] \phi(\underline{R}, t) \\
& +C \phi(\underline{R}, t)
\end{aligned}
$$

To show that $\mathrm{C}=0$, the substition given by Daniel and Ferrate, (1982) is used:

$$
\phi(\underline{R}, t)=X(\underline{R}) e^{-i E_{c m} t / \hbar} e^{-\beta(t)}
$$

where $E_{c m}=\frac{\hbar^{2} K_{c m}^{2}}{2\left(M+2 m_{e}\right)}$ and $\beta(t)=i \int_{0}^{t} \frac{e}{\left(M+2 m_{e}\right)} \mathrm{K}_{\mathrm{cm}} \cdot \mathbf{A}(\tau) d \tau$, to obtain

$$
\begin{aligned}
& {\left[E_{c m}+\frac{e \hbar}{\left(M+2 m_{e}\right)} \underline{K_{c m}} \cdot \underline{A(t)}\right] X(\underline{R}) e^{-i E_{c m} t / \hbar} e^{-\beta(t)}} \\
& =\left[\frac{-\hbar^{2}}{2(M+2 m e)} \nabla_{\underline{R}}^{2}-\frac{i c \hbar}{(M+2 m e} A \cdot \nabla_{\underline{R}}\right] \times(\underline{R}) e^{-i E_{c m} t / \hbar} e^{-\beta(t)} \\
& +C X(\underline{R}) e^{-i E_{c m} t / \hbar} e^{-\beta(t)} \text {. (Ar) }
\end{aligned}
$$

Now, $\mathrm{k}_{c m}=-i \nabla_{R}$, and in the coulomb gauge

$$
\begin{aligned}
& \nabla \cdot(\underline{A} \Psi)=\underline{A} \cdot(\nabla \Psi)+(\underline{\nabla} \cdot(\underline{\underline{A}}) \Psi=\underline{A} \cdot(\nabla \Psi), \\
& H \text { Hence, } \frac{-\hbar^{2}}{2(M+2 m e)} \nabla_{\underline{R}}^{2} \times(\underline{\Psi})=\left(E_{c m}-C\right) \times(\underline{R}),
\end{aligned}
$$

which is a plane wave equation, $\mathrm{C}=0$ and the solution being:

$$
\chi(\mathbf{R})=e^{i K \cdot \mathbf{R}}
$$

Thus, with $C=0$ and in the approximation that $|A|^{2}$ can be treated as a constant
over the size of the ion, the Schroedinger equation for the relative motion is:

$$
\begin{aligned}
& i \hbar \frac{\partial}{\partial t} \psi\left(r_{2} f, t\right)=\left[-\frac{\hbar^{2}}{2 \mu_{1}} \nabla_{r_{2}}^{2}-\frac{\hbar^{2}}{2 \mu_{2}} \nabla_{f}^{2}-\frac{Z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{1}} \frac{-z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{2}}\right. \\
& \left.+\frac{z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{3}}-i e \hbar A \cdot\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\frac{\nabla_{f}}{m_{0}}\right)\right] \psi\left(r_{2}-f, t\right)
\end{aligned}
$$

This is written as:

$$
\frac{\partial}{\partial t} \psi\left(r_{2}, f, t\right)=\left[H_{0}+H_{1}\right] \psi\left(\underline{r_{2}}, f, t\right)
$$

where $H_{0}$ is unperturbed Hamiltonian

$$
\begin{equation*}
H_{0}=-\frac{\hbar^{2}}{2 \mu_{1}} \nabla_{r_{2}}^{2}-\frac{\hbar^{2}}{2 \mu_{2}} \nabla_{f}^{2}-\frac{z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{1}}-\frac{z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{2}}+\frac{z e^{2}}{\left(4 \pi \varepsilon_{0}\right) r_{3}} \tag{A9}
\end{equation*}
$$

and the perturbed Hamiltonian $H_{1}$ is given by:

$$
H_{1}=-i e \hbar A \cdot\left(\frac{\nabla_{r_{2}}}{M_{1}}+\frac{\nabla_{f}}{m o}\right) \cdot \quad(A, 0)
$$

and is solved by using the time dependent perturbation theory. The wave function $\psi\left(\mathbf{r}_{2}, \rho, t\right)$ is expanded in terms of the unperturbed eigenfunction $\psi_{k}$ which are solutions of

$$
H_{0} \psi_{k}=\epsilon_{k} \psi_{k}
$$

so that

$$
\psi\left(\underline{r_{2}}, f, t\right)=\sum_{k} C_{k}(t) \psi_{k}\left(\underline{r}_{2}-f\right) e^{-i \epsilon_{k} t / \hbar} \quad(A 11)
$$

where the coefficients $c_{k}(t)$ satisfy

$$
\dot{C}_{b}(t)=(i \hbar)^{-1} \sum_{k} H_{b k}^{\prime}(t) C_{k}(\theta) e^{i \omega_{b k} t} \quad \text { Ai) }
$$

where

$$
H_{b k}^{\prime}=\left\langle\psi_{b}\left(\underline{r}_{2}-f\right) /-i e \hbar \underline{A} \cdot\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\frac{\nabla_{f}}{m_{a}}\right) / \psi_{k}\left(r_{2}-f\right)\right\rangle^{(A 3)}
$$ and $\omega_{b \bar{k}} \frac{\left(E_{b}-E_{k}\right)}{\hbar}$.

The system is assumed to be in a well defined stationary state of energy $E_{a}$ described by the wave function $\psi_{a}$, and the pulse of radiation is switched on at time $\mathrm{t}=0$, thus $c_{b}(t \leq 0)=\delta_{k a}$, and $1^{s t}$ order perturbation theory gives:

$$
C_{b}^{(1)}(t)=-e \int_{0}^{t}\left\langle\psi_{b}\left(\underline{r}_{z}-f^{\prime}\right) / \underline{A} \cdot\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\frac{\nabla_{f}}{m_{a}}\right) / \psi_{a}\left(\underline{r}_{2} f^{\prime}\right)\right\rangle e^{i \omega_{b a} t^{\prime}} d t^{\prime}
$$

The vector potential is written as:

$$
\underline{A}(\underline{r}, t)=\int_{\Delta \omega} A_{0}(\omega) \hat{\varepsilon}\left[\exp \left[i\left(k_{\gamma}-\underline{r}-\omega t+\delta_{\omega}\right)\right]+c \cdot c .\right] d \omega
$$

which gives:

$$
\begin{aligned}
& C_{b}^{(1)}(t)=-e \int_{\Delta \omega} d \omega A_{0}(\omega)\left[e ^ { i \delta _ { \omega } } \langle \psi _ { b } | e ^ { i k _ { r } \cdot \Gamma } \hat { \varepsilon } \cdot \left(\frac{\left.\left.\nabla_{r_{2}}+\frac{\nabla_{f}}{\mu_{0}}\right) / \psi_{a}\right\rangle}{t^{\prime}} d t e^{i\left(\omega_{b a}-\omega\right) t^{\prime}}\right.\right. \\
& \left.+e^{-i \delta \omega}\left\langle\psi_{b}\right) e^{i k r \cdot \Gamma} \hat{\varepsilon} \cdot\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\frac{\nabla_{f}}{m_{a}}\right)\left|\psi_{a}\right\rangle \int_{0}^{t} d t^{\prime} e^{i\left(\omega_{b a}+\omega\right) t^{\prime}}\right]
\end{aligned}
$$

The first term corresponds to absorption and the second term to emission. Thus, for absorption, the probability for the system to be in state $b$ at time $t$ is:

$$
\left|C_{b}^{(1)}(t)\right|^{2}=2 \int_{\Delta \omega} d \omega\left[\frac{e A_{b}(\omega)}{m}\right]^{2}\left|M_{b a}(\omega)\right|^{2} F\left(t, \omega-\omega_{b a}\right)
$$

where

$$
M_{b a}(\omega)=m e\left\langle\psi_{b} \left\lvert\, e^{i \frac{k_{r}-\Gamma}{\varepsilon}} \hat{\varepsilon} \cdot\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\frac{\nabla_{f}}{m_{e}}\right) \psi_{a}\right.\right\rangle
$$

and

$$
F\left(t, \omega-\omega_{b a}\right)=\frac{1-\cos \left(\omega-\omega_{b a}\right) t}{\left(\omega-\omega_{b a}\right)^{2}}
$$

Since $F\left(t, \omega-\omega_{b a}\right)$ is strongly peaked and $A_{0}(\omega),\left|M_{b a}(\omega)\right|^{2}$ are slowly varying
functions of $\omega$, equation A 15 becomes:

$$
\left|C_{b}^{(1)}(t)\right|^{2}=2 \pi\left[\frac{e A_{o}\left(\omega_{b a}\right)}{m_{e}}\right]^{2}\left|M_{b a}\left(\omega_{b a}\right)\right|^{2} t
$$

The absorption cross-section is given by:

$$
\nabla_{b a}=\frac{\hbar \omega_{b a}}{I\left(\omega_{b a}\right)} \frac{d}{d t}\left|c_{b}^{(1)}(t)\right|^{2}
$$

where the Intensity $I\left(\omega_{b a}\right)=2 \epsilon_{0} \omega_{b a}^{2} c A_{0}^{2}\left(\omega_{b a}\right)$. Thus,

$$
\nabla_{b a}=\frac{4 \pi^{2} \alpha \hbar^{2}}{m_{e^{2} \omega_{b a}} \quad\left|M_{b a}\left(c_{b a}\right)\right|^{2} \quad \text { (AlE) }}
$$

where

$$
M_{b a}\left(\omega_{b a}\right)=m_{e}\left\langle\psi_{b} \left\lvert\, e^{i k_{\gamma}-\Gamma} \hat{\varepsilon} \cdot\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\frac{\nabla_{f}}{m_{e}}\right) / \psi_{a}\right.\right\rangle .\left(A_{1}\right)
$$

It is assumed that we are dealing with weak fields and that the vector potential $\mathbf{A}$ can be treated as a constant over the size of the atom (ion).
For wave lengths large compared with the size of the atom (ion), ie. for $\left|\mathbf{k}_{\boldsymbol{\gamma}} . \mathbf{r}\right| \ll 1$,

$$
\exp (i \mathbf{k} \cdot \mathbf{r}) \approx 1
$$

(Hilbert, 1978) Taking $\exp (i \mathbf{k} . \mathbf{r})=1$ in equation $A 1 \nabla$ is known as the dipole approximation, and thus ( $\mathrm{A} \mid 8$ )

$$
M_{b a}\left(\omega_{b a}\right)=m_{e}\left\langle\psi_{b}\right| \hat{\varepsilon} \cdot\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\frac{\nabla_{f}}{m_{e}}\right)\left|\psi_{a}\right\rangle
$$

In photodetachment, the electron is emitted in a certain direction $(\theta, \phi)$ and its energy is not quantized. Therfore, to obtain the photodetachment cross section, the absorption cross section is multiplied by the density of final states $\left(\widetilde{\rho}_{b}(\omega)\right)$ and integrated over all particular angles, (Bhatia, 1985),

$$
\sigma=\frac{4 \pi^{2} \alpha \hbar^{2}}{m^{2} \omega} \int_{\Omega}\left|M_{b a}(\omega)\right|^{2} \widetilde{\rho_{b}}(\omega) d \Omega(A \mid 9)
$$

where $\tilde{\rho}_{b}(\omega) d \Omega=\frac{" \mu_{\rho_{5}}-\dot{k}}{\hbar} d \Omega$.

The velocity matrix element $M_{b a}(\omega)$ can be expressed in terms of a length form by using Heisenberg's equation of motion for the dynamical variables $\mathbf{r}_{2}, \rho$.

$$
\begin{aligned}
M_{b a}^{V} & =m_{e}\left\langle\psi_{b} / \hat{\varepsilon} \cdot\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\frac{\nabla_{f}}{m_{e}}\right) / \psi_{a}\right\rangle \\
& =\frac{i m_{e}}{\hbar} \hat{\varepsilon} \cdot\left\langle\psi_{b} /\left(\frac{\vec{P}_{r_{2}}}{\mu_{1}}+\frac{\vec{P}_{f}}{m_{a}}\right) / \psi_{a}\right\rangle \\
& =\frac{i m_{e}}{\hbar} \hat{\varepsilon} \cdot\left\langle\psi_{b} / \dot{\underline{r}}_{2}+\frac{\mu_{2} \dot{\rho}}{m a} / \psi_{a}\right\rangle \\
& =-\frac{m_{e} \omega}{\hbar} \hat{\varepsilon} \cdot\left\langle\left.\psi_{b} / \underline{r}_{2}+\frac{\mu_{2}}{m a} f \right\rvert\, \psi_{a}\right\rangle .
\end{aligned}
$$

Changing the normalization of the final state wave function from

$$
\psi_{b} \approx \underset{p \rightarrow \infty}{ }(2 \pi)^{-3 / 2} e^{i k \cdot f} \text { to } \psi_{f} \sim e^{i k \cdot f}
$$

such that $\left\langle\psi_{f} / \psi_{f}\right\rangle=\delta\left(\mathbf{k}^{-}-\mathbf{k}\right), \sigma$ needs to be multiplied by $(2 \pi)^{3}$. Hence, the resulting cross-section is:

$$
\nabla_{\lambda}=\left.\frac{\mu_{2} k \alpha \omega}{2 \pi \hbar} \int 1 \hat{\varepsilon} \cdot\left\langle\psi_{f}\right|\left(\underline{r_{2}}+\frac{\mu_{2}}{m} f\right)\left|\psi_{i}\right\rangle\right|^{2} d \Omega
$$

where $\psi_{i}$ represents the initial state.

-     - 

$$
\nabla_{\lambda}(L)=\frac{2}{3} \frac{\mu_{2} k \alpha \omega}{\hbar}\left|\mu^{2}\right|^{2}
$$

where $\mu^{L}=\underline{k} \cdot\left\langle\psi_{f}\right|\left\langle r_{2}+\frac{\mu_{2}}{m_{a}} f\right\rangle\left|\psi_{i}\right\rangle$.
From energy conservation,

$$
\omega=\frac{k^{2}}{2 \mu_{2}}+\frac{\gamma^{2}}{2 \mu_{2}} \quad a . u .
$$

where $\frac{\gamma^{2}}{2 \mu_{2}}$ is the electron affinity of the negative ion and $\omega$ is the angular frequency in atomic units.

Hence, the photodetachment cross section in the length formulation is given by:

$$
\sigma_{\lambda}(L)=6.8115 \times 10^{-20} k\left(k^{2}+\gamma^{2}\right) \mid \mu^{2} 1^{2} \mathrm{~cm}^{2},(A 21)
$$

where $k, \gamma$ are expressed in atomic units, and the dipole length matrix element is:

$$
\mu^{L}=\underline{k} \cdot\left\langle\psi_{f}\right|\left(\underline{r}_{2}+\mu_{2} f\left|\psi_{i}\right\rangle \quad a \cdot u \quad(A 2 z)\right.
$$

From A20

$$
\left\langle\psi_{f}\right|\left(\Gamma_{2}+\mu_{2 f}\right)\left|\psi_{i}\right\rangle=-\frac{1}{\omega}\left\langle\psi_{f}\right| \frac{\nabla_{r_{2}}}{\mu_{1}}+\nabla_{f}\left|\psi_{i}\right\rangle \text { a. u. }
$$

and thus the photodetachment cross-section in the velocity formulation is given by:

$$
\sigma_{\lambda}(V)=2.7246 \times 10^{-19} \mu_{2}^{2} \frac{k}{\left(k^{2}+\gamma^{2}\right)}\left|\mu^{v}\right|^{2} \mathrm{~cm}^{2} \text { (AZ) }
$$

where

$$
\mu^{v}=\hat{k} \cdot\left\langle\psi_{f} /\left(\frac{\nabla_{r_{2}}}{\mu_{1}}+\nabla_{f}\right) / \psi_{i}\right\rangle a_{\cdot} . \quad \text { (A24) }
$$

The initial state wave function is normalized to $\quad \int\left|V_{i}\right|^{2} d \tau=1 \quad$ (ADS) and the continuum wavefunction is normalized so that:

$$
\left\langle\psi_{f} / \psi_{f}\right\rangle=(2 \pi)^{3} \delta\left(\mathbf{k}^{\prime}-\mathbf{k}\right)
$$

(A26).

## Appendix A3

Photodetachment cross-section of $\mathrm{Ps}^{-}$using variational bound-state and p-wave continuum wave functions.

The bound-state wave function is given by:

$$
\begin{equation*}
\Psi_{i}=\frac{1}{\sqrt{2}} \frac{1}{(4 \pi)^{1 / 2}} \sum_{j=1}^{N^{\prime}} g_{j} \tag{A1}
\end{equation*}
$$

where

$$
\begin{gathered}
g_{j}=d_{j} e^{-\alpha r_{3}} e^{-\beta s_{j} k_{j}} t^{l_{j}} r_{3}^{m_{j}} \\
k_{j}+l_{j}+m_{j} \leq \omega_{b}, k_{j}, l_{j}, m_{j} \in\left[0,1,2, \ldots \omega_{b}\right]
\end{gathered}
$$

$l_{j}$ is even for all $\mathrm{j}, s=r_{1}+r_{2}, t=r_{1}+r_{2}$ and $\Psi_{i}$ satisfies

$$
\int\left|\Psi_{i}\right|^{2} d \tau=1
$$

The p-wave continuum wave function is given by:

$$
\begin{align*}
\Psi_{f}^{+} & =\left(\frac{12 \pi}{k}\right)^{\prime / 2}\left[(S Y+\bar{S} \bar{Y})+\tan \delta_{1}^{+}(c Y+\bar{C} \bar{Y})\right. \\
& +\frac{1}{\sqrt{2}}\left(Y_{10}(\hat{\rho}) \rho+Y_{10}\left(\hat{\rho}^{\prime}\right) p^{\prime}\right) \sum_{i=1}^{N 1-1} f_{i}  \tag{AZ}\\
& \left.+\frac{1}{\sqrt{2}}\left(Y_{10}(\hat{\rho}) \rho-Y_{10}\left(\hat{\rho^{\prime}}\right) p^{\prime}\right) \sum_{i=N 7}^{N} f_{i}\right]
\end{align*}
$$

where $l_{i}$ is even for $i=1 \rightarrow N 1-1$, odd for $i=N 1 \rightarrow N$,

$$
k_{i}+l_{i}+m_{i} \leq \omega_{c}, k_{i}, l_{i}, m_{i} \in\left[0,1,2, \ldots \omega_{c}\right]
$$

and

$$
\begin{aligned}
& S Y=\sqrt{\frac{k}{2}} \phi_{p_{3}}\left(r_{2}\right) Y_{10}(\hat{f}) J_{1}(k \rho), \\
& \bar{S} \bar{Y}=\sqrt{\frac{k}{2}} \phi_{p_{3}}\left(r_{1}\right) Y_{10}\left(\hat{f}^{\prime}\right) J_{1}\left(k \rho^{\prime}\right), \quad\left(A_{3}\right) \\
& C Y=-\sqrt{\frac{k}{2}} \phi_{p_{3}}\left(r_{2}\right) Y_{10}(\hat{\rho}) n_{1}(k \rho)[1-\exp (-\mu \rho)]^{S} \\
& \bar{C} \bar{Y}=-\sqrt{\frac{k}{2}} \phi_{p_{3}}\left(r_{1}\right) Y_{10}\left(\hat{\rho^{\prime}}\right) n_{1}\left(k \rho^{\prime}\right)\left[1-\exp \left(-\mu \rho^{\prime}\right)\right]^{S}
\end{aligned}
$$

and

$$
f_{i}=c_{e}^{-a r_{3}} e^{-b s} s^{k_{i}} t^{l_{i}} r_{3}^{m_{i}} .
$$

Note, the p -wave scattering function has been multiplied by $\sqrt{\frac{12 \pi}{k}}$ so that the normalization condition

$$
\left\langle\Psi_{f} / \Psi_{f}\right\rangle=(2 \pi)^{3} \delta\left(\mathbf{k}^{\prime}-\mathbf{k}\right)
$$

is satisfied.
(i) Length formulation.

$$
\nabla_{L}=6.8115 \times 10^{-20} k\left(k^{2}+\gamma^{2}\right)\left|\mu_{z}^{L}\right|^{2} \mathrm{~cm}^{2}
$$

where

$$
\begin{aligned}
& \mu_{z}^{L}=\left\langle\Psi_{f} / C r_{2}+\frac{2}{3} f\right)_{3-c_{p} t}\left|\Psi_{i}\right\rangle \\
&=\frac{2}{3}\left\langle\Psi_{f}\left(r_{1} \cos \theta_{1}+r_{2} \cos \theta_{2}\right) \Psi_{i}\right\rangle \\
&(A 5)
\end{aligned}
$$

in which the coordinate system is chosen so that the z -axis is parallel to the diractimon of the emitted electron. The matrix element written explicitly in terms of the
variational bound state and continuum wave functions is:
where $\quad Y_{10}(\hat{f})=\sqrt{\frac{3}{4 \pi}} \cos \theta_{\rho}=\sqrt{\frac{3}{4 \pi}} \frac{1}{\rho}\left(r_{1} \cos \theta_{1}-\frac{1}{2} r_{2} \cos \theta_{2}\right)$,

$$
\begin{aligned}
& \left(Y_{10}(\hat{f}) p+Y_{10}\left(\hat{f}^{\prime}\right) p^{\prime}\right)=\sqrt{\frac{3}{4 \pi}} \frac{1}{2}\left(r_{1} \cos \theta_{1}+r_{2} \cos \theta_{2}\right) \\
& \left(Y_{1}(\hat{f}) \rho-Y_{1 \cdot}\left(\hat{f}^{\prime}\right) \rho^{\prime}\right)=\sqrt{\frac{3}{4 \pi}} \frac{3}{2}\left(r_{1} \cos \theta_{1}-r_{2} \cos \theta_{2}\right)
\end{aligned}
$$

$$
(A \neg)
$$

Note: The matrix elements required for $\sigma_{L}$ are of the same form as the open closed and closed closed channel matrix elements of the p-wave calculation. Therefore, these integrations were performed in the same way as that used for the p-wave matrix elements, and this procedure is described in chapter 4.

After performing the integration over the external variables, the length matrix ale-

$$
\begin{aligned}
& M_{z}^{L}=\left(\frac{12 \pi}{k}\right)^{\prime / 2} \frac{2}{3} \frac{1}{\sqrt{2}} \frac{1}{(4 \pi)^{1 / 2}} \sum_{j=1}^{N^{\prime}}\left\{2\left\langle S T\left(r_{1} \cos \theta_{1}+r_{2} \cos \Delta \theta_{2}\right) g_{j}\right\rangle\right. \\
& +2 \tan \delta_{1}^{+}\left\langle C Y\left(r_{1} c c=\theta_{1}+r_{2} \cos \theta_{2}\right) g_{j}\right\rangle \\
& +\frac{1}{\sqrt{2}} \sum_{i=1}^{N 1-1}\left\langle\left(Y_{10}(\hat{\rho}) \rho+Y_{10}\left(\hat{\rho}^{\prime}\right) \rho^{\prime}\right)\left(r_{1} \cos \theta_{1}+r_{2} \cos \theta_{2}\right) f_{i} \cdot g ;\right\rangle \\
& \left.+\frac{1}{\sqrt{2}} \sum_{i=N 1}^{N}\left\langle\left(Y_{10}(\hat{\rho}) \rho-Y_{10}\left(\hat{\rho_{i}}\right) \rho\right)\left(r_{1} \cos \theta_{1}+r_{2} \cos \theta_{2}\right) f_{i} g_{j}\right\rangle\right\},
\end{aligned}
$$

mont becomes:
where

$$
\begin{aligned}
& r^{\prime}=\frac{1}{4}\left\{2\left(r_{1}^{2}+r_{2}^{2}\right)-r_{3}^{2}\right\}, \\
& S^{2}=\frac{1}{4}\left\{2\left(r_{1}^{2}+r_{3}^{2}\right)-r_{2}^{2}\right\},
\end{aligned}
$$

and where $x, y, z$ are defined by

$$
\begin{aligned}
& x=r_{1}+r_{2}-r_{3} \\
& y=r_{2}+r_{3}-r_{1} \\
& z=r_{3}+r_{1}-r_{2}
\end{aligned}
$$

(ii) Velocity formulation

$$
\begin{equation*}
\sigma_{v}=1.2109 \times 10^{-19} \frac{k}{\left(k^{2}+r^{2}\right)}\left|\mu^{v}\right|^{2} c m^{2} \tag{A9}
\end{equation*}
$$

where

$$
\begin{aligned}
\mu^{v} & =\left\langle\bar{\Psi}_{f} /\left(2 \nabla_{r_{2}}+\nabla_{f}\right) / \Psi_{i}\right\rangle \quad a \cdot 4 \\
& =2\left\langle\Psi_{f} /\left(\nabla_{r_{1}}+\nabla_{r_{2}}\right) / \Psi_{i}\right\rangle
\end{aligned}
$$

$$
(A \mid 0)
$$

After performing the integration over the external variables in the manner discussed

$$
\begin{aligned}
& M_{z}^{L}=\left(\frac{12 \pi}{k}\right)^{M_{2}} \frac{1}{24} \sqrt{\frac{\pi}{6}} \sum_{j=1}^{N^{\prime}}\left\{\sqrt{k} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{e^{-1 / 2 r_{2}}}{\rho}\left\{\frac{\sin k \rho}{(k \rho)^{2}} \frac{-c o s k \rho}{k \rho}\right\} g_{j}\right. \\
& \times\left(S r_{1}^{2}-r_{2}^{2}-r_{3}^{2}\right) r_{1} r_{2} r_{3} d x d y d 3 \\
& +\tan \delta_{1}^{+} \sqrt{k} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{e^{-y_{2} r_{2}}}{\rho}\left\{\frac{(c o k p}{(k \rho)^{2}}+\frac{\sin k \rho}{k \rho}\right\}\left[\begin{array}{c}
{\left[1-e x_{p}(-\mu p)\right]^{5} g ;} \\
x\left(s_{1}^{2}-r_{2}^{2}-r_{3}^{2}\right)
\end{array}\right.
\end{aligned}
$$

in chapter 4, the velocity matrix element becomes:

$$
\begin{aligned}
& \mu_{z}^{v}=\left(\frac{12 \pi}{k}\right)^{1 / 2} \frac{1}{2} \sqrt{\frac{\pi}{6}} \sum_{j=1}^{N^{\prime}}\left[\sqrt{k} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{e^{-k_{2} r_{2}}}{\rho}\left\{\frac{\sin k^{2}}{(k p)^{2}}-\frac{c \cos k_{p}}{k_{p}}\right\}\right. \\
& \left\{\left(r_{1}-1 / 2 r_{2}\right)\left(1+\cos \theta_{1}\right)\left(-\beta+k ; 5^{-1}\right)+\left(r_{1}+1 / 2 r_{2}\right)\left(1-\cos \theta_{12}\right)<; t^{-1}\right\} \\
& \text { 9; } r_{1} r_{2} r_{3} d x d y d 3 \\
& +\tan \delta_{1}^{+} \sqrt{k} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{e^{-1 / 2 r_{2}}}{\rho}\left\{\frac{\cos k_{\rho}}{\left(k_{\rho}\right)^{2}}+\frac{\sin k \rho}{k_{\rho}}\right\}[1-\exp (-\mu \rho)]^{s} \\
& \left\{\begin{array}{r}
\left(r_{1}-1 / 2 r_{2}\right)\left(1+\cos \theta_{12}\right)\left(-\beta+k ; s^{-1}\right)+\left(r_{1}+1 / 2 r_{2}\right)\left(1-\cos \theta_{12}\right)\left(; t^{-1}\right. \\
\left.g ; r_{1} r_{2} r_{3} d x d y d\right\}
\end{array}\right\} \\
& \begin{array}{r}
\frac{\pi}{2} \sum_{i=1}^{N-1} \int_{0}^{\infty} \int_{0}^{\infty}\left(\left[\begin{array}{r}
\left.\left(-\beta s+k ;+l_{j}\right)+\cos \theta_{12}\left(-\beta s+k_{j}-L_{j}\right)\right\} f_{i} g ; r_{1} r_{2} r_{3} d x d y d j \\
f_{i} g ; r_{1} r_{2} r_{3} d x d y d s
\end{array}\right]\right.
\end{array} \\
& +\frac{3 \pi}{2} \sum_{N 1}^{N} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty}\left(-\beta t+k ; s^{-1} t+\left(; s t^{-1}\right)+\cos \theta_{n}\left(-\beta t+k ; s^{-1} t-1 ; s t^{-1}\right)\right\}
\end{aligned}
$$

The integrations over the intern variables, $x, y, 3$, were performed numerically using Ganss-Laguerre Quadrature.
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Tables

Table 2.1

Variation of $\tan \delta_{0}{ }^{+}, \tan \delta_{1}{ }^{+}, \tan \delta_{1}^{-}$at $k=0.30 a_{0}{ }^{-1}$ with NI (mesh points used for tan $\mathrm{o}_{\mathrm{o}}{ }^{+}, \mathrm{N} 4=180, \mathrm{~N} 3=60, \mathrm{~N} 2=40$, $\mathrm{Nl}=20, \mathrm{R}=55, \mathrm{H}=0.05$, for $\tan \delta_{1}{ }^{ \pm}, \mathrm{N} 4=160, \mathrm{~N} 3=60$, $\mathrm{N} 2=40, \mathrm{Nl}=20, \mathrm{R}=47, \mathrm{H}=0.05)$.

| NI | 8 | 16 | 32 | 48 | 64 |
| :---: | :---: | ---: | ---: | ---: | ---: |
| $\tan \delta_{0}+$ <br> $\tan \delta_{1}+$ <br> $\tan \delta_{1}$ | 0.6923 | 0.6646 | 0.6615 |  | 0.6613 |

## Table 2.2

Variation of $\tan \delta_{0}{ }^{+}, \tan \delta_{1}^{+}, \tan \delta_{1}^{-}$at $k=0.3 \mathrm{a}_{0}{ }^{-1}$ with R : Varying N4 but keeping other mesh parameters fixed ( $\mathrm{N} 3=60, \mathrm{~N} 2=40, \mathrm{~N} 1=20, \mathrm{H}=0.05$ ) .
(a) $\mathrm{NI}=32$

| $\begin{array}{r} \mathrm{R} \\ \mathrm{~N} 4 \end{array}$ | $\begin{aligned} & 15 \\ & 80 \end{aligned}$ | $\begin{array}{r} 23 \\ 100 \end{array}$ | $\begin{array}{r} 31 \\ 120 \end{array}$ | $\begin{array}{r} 39 \\ 140 \end{array}$ | $\begin{array}{r} 47 \\ 160 \end{array}$ | $\begin{array}{r} 55 \\ 180 \end{array}$ | $\begin{array}{r} 63 \\ 200 \end{array}$ | $\begin{array}{r} 83 \\ 250 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \tan \delta_{0}^{+} \\ & \tan \delta_{1}^{+} \\ & \tan \delta_{1}^{-} \end{aligned}$ | $\begin{array}{r\|r} 0.6588 \\ -0.5365 \\ 0.6968 \end{array}$ | 0.6629 | $\begin{array}{r} 0.6615 \\ -0.5448 \\ 0.6658 \end{array}$ | $\begin{array}{r} 0.6615 \\ -0.5448 \\ 0.6658 \end{array}$ | $\begin{array}{r} 0.6615 \\ -0.5448 \\ 0.6658 \end{array}$ | $\begin{array}{r} 0.6615 \\ -0.5448 \\ 0.6658 \end{array}$ | 0.6615 | $\begin{array}{\|r} 0.6615 \\ -0.5448 \\ 0.6658 \end{array}$ |

(b) $N I=64$

| $R$ | 47 | 55 |
| :---: | :---: | :---: |
| N 4 | 160 | 180 |
| $\tan \delta_{0}^{+}$ | 0.6613 | 0.6613 |

Table 2.3

With $R$ fixed, investigating the effect of varying the other mesh parameters (N3, N2, N1, H) on
(a) tan $\delta_{0}^{+}$at $k=0.3 a_{0}{ }^{-1}(\mathrm{R}=31, \mathrm{NI}=64, \mathrm{~N} 4=180,120,90)$
(b) $\quad \tan \delta_{1}^{ \pm}$at $k=0.3 a_{o}^{-1}(R=24.8, N I=32, N 4=240,120,60)$
(a)

| Mesh | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| H | 0.031 | 0.062 | 0.025 | 0.05 | 0.031 | 0.05 | 0.025 |
| N 4 | 180 | 90 | 180 | 90 | 180 | 120 | 180 |
| N 3 | 84 | 42 | 36 | 18 | 70 | 60 | 32 |
| N 2 | 40 | 20 | 20 | 10 | 60 | 40 | 26 |
| N 1 | 24 | 12 | 16 | 8 | 40 | 20 | 20 |
| ${\tan \delta_{0}{ }^{+}}^{\delta_{0}{ }^{+}}$ | 0.6620 | 0.6603 | 0.6612 | 0.6626 | 0.6617 | 0.6613 | 0.6610 |

(b)

| Mesh | 1 | 2 | 3 |
| :---: | ---: | ---: | ---: |
| H | 0.020 | 0.040 | 0.080 |
| N4 | 240 | 120 | 60 |
| N3 | 120 | 60 | 30 |
| N2 | 80 | 40 | 10 |
| N1 | 40 | 20 | -0.5451 |
| $\tan 1_{1}^{+}$ | -0.5445 | -0.5451 | 0.6674 |
| $\tan 1_{1}^{-}$ | 0.6656 | 0.6666 |  |

## Table 2.4

$L=0-5$ phaseshifts for $e^{-}-P s$ scattering, below the $n=2$ threshold, determined by the full static-exchange method.

Singlet

| $k\left(a_{0}{ }^{1}\right)$ | $\delta_{0}{ }^{+}$ | $\delta_{1}{ }^{+}$ | $\delta_{2}{ }^{+}$ | $\delta_{3}{ }^{+}$ | $\delta_{4}{ }^{+}$ | $\delta_{5}{ }^{+}$ |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| $0^{*}$ | $20.5 \pm 2$ |  |  |  |  |  |
| 0.05 | 2.230 | -0.009 | 0.000097 |  |  |  |
| 0.10 | 1.654 | -0.058 | 0.0026 | -0.00007 |  |  |
| 0.15 | 1.272 | -0.149 | 0.0152 | -0.0009 | 0.00004 |  |
| 0.20 | 0.987 | -0.264 | 0.0454 | -0.0042 | 0.0004 |  |
| 0.25 | 0.764 | -0.384 | 0.0919 | -0.0119 | 0.0016 | -0.0002 |
| 0.30 | 0.584 | -0.498 | 0.144 | -0.0247 | 0.0044 | -0.0007 |
| 0.35 | 0.439 | -0.598 | 0.188 | -0.0413 | 0.0092 | -0.0018 |
| 0.40 | 0.320 | -0.682 | 0.217 | -0.0595 | 0.0155 | -0.0037 |
| 0.45 | 0.223 | -0.750 | 0.231 | -0.0772 | 0.0227 | -0.0061 |

## Triplet

| $k\left(a_{0}{ }^{1}\right)$ | $\delta_{0}-$ | $\delta_{1}-$ | $\delta_{2}-$ | $\delta_{3}-$ | $\delta_{4}-$ | $\delta_{5}{ }^{-}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $0^{*}$ | $5.8 \pm 0.2$ |  |  |  |  |  |
| 0.05 | -0.291 | 0.014 | -0.00009 |  |  |  |
| 0.10 | -0.570 | 0.107 | -0.0024 | 0.00007 |  |  |
| 0.15 | -0.829 | 0.294 | -0.0134 | 0.0009 | -0.00004 |  |
| 0.20 | -1.064 | 0.476 | -0.0386 | 0.0043 | -0.0004 |  |
| 0.25 | -1.273 | 0.569 | -0.0770 | 0.0124 | -0.0016 | 0.0002 |
| 0.30 | -1.457 | 0.586 | -0.123 | 0.0260 | -0.0044 | 0.0007 |
| 0.35 | -1.619 | 0.561 | -0.170 | 0.0435 | -0.009 | 0.0019 |
| 0.40 | -1.761 | 0.519 | -0.212 | 0.0618 | -0.0152 | 0.0037 |
| 0.45 | -1.887 | 0.472 | -0.248 | 0.0782 | -0.0224 | 0.0062 |
|  |  |  |  |  |  |  |

* scattering lengths in a.u.

Table 2.5
s-wave phase shifts for $e^{-}-\mathrm{Ps}$ scattering, below the $n=2$ threshold using the A.E.l, S.E.l and S.E. methods, see text.

|  | SINGLET |  |  |  | TRIPLET |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A.E.1. | S.E.1. | S.E. | A.E.1. | S.E.1. | S.E. |  |
|  |  |  |  |  |  |  |  |
| $0 *$ |  | $13.9 \pm 0.2$ | $20.5 \pm 0.2$ |  | $4.04 \pm 0.10$ | $5.8 \pm 0.2$ |  |
| 0.05 | 2.601 | 2.389 | 2.230 | 2.977 | 2.939 | -0.291 |  |
| 0.10 | 2.145 | 1.983 | 1.654 | 2.795 | 2.740 | -0.570 |  |
| 0.15 | 1.791 | 1.631 | 1.272 | 2.612 | 2.547 | -0.829 |  |
| 0.20 | 1.515 | 1.366 | 0.987 | 2.434 | 2.365 | -1.064 |  |
| 0.25 | 1.298 | 1.158 | 0.764 | 2.268 | 2.195 | -1.273 |  |
| 0.30 | 1.122 | 0.988 | 0.584 | 2.112 | 2.035 | -1.457 |  |
| 0.40 | 0.873 | 0.741 | 0.320 | 1.842 | 1.759 | -1.761 |  |
|  |  |  |  |  |  |  |  |

* scattering lengths in a.u.


## Table 3.1

The number of linear parameters in the $s$ - and p-wave variational trial functions.
$1=0$

| Singlet | Triplet | $\omega$ |
| :---: | :---: | :---: |
| 3 |  |  |
| 7 | 1 | 1 |
| 13 | 3 | 2 |
| 22 | 7 | 3 |
| 34 | 13 | 4 |
| 50 | 22 | 5 |
| 70 | 34 | 6 |
| 95 | 50 | 7 |
| 125 | 70 | 8 |
| 161 | 95 | 9 |

$1=1$

| Singlet | Triplet | $\omega$ |
| :---: | :---: | :---: |
| 4 | 4 | 1 |
| 10 | 10 | 2 |
| 20 | 20 | 3 |
| 35 | 35 | 4 |
| 56 | 56 | 5 |
| 84 | 84 | 6 |
| 120 | 120 | 7 |
| 165 | 165 | 8 |
| 220 | 220 | 9 |

Table 3.2

| Number of linear parameters |  | 7 | 13 | 22 | 34 | 50 | 70 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a{ }^{1}\right.$ ) |  | 2 | 3 | 4 | 5 | 6 | 7 | $\omega(\infty)$ |
| 0.05 | $\begin{array}{r} K \\ I K \end{array}$ | $\begin{aligned} & -0.7199 \\ & -0.7211 \end{aligned}$ | $\begin{aligned} & -0.7100 \\ & -0.7107 \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.7000 \\ -0.7003 \\ \hline \end{array}$ | $\begin{array}{r} -0.6910 \\ -0.6910 \\ \hline \end{array}$ | $\begin{array}{r} -0.6842 \\ -0.6839 \\ \hline \end{array}$ | $\begin{array}{r} -0.6806 \\ -0.6804 \\ \hline \end{array}$ | -0.676(土5) |
| 0.10 | $\begin{array}{r} K \\ \mathrm{I} \\ \hline \end{array}$ | $\begin{array}{r} -2.143 \\ -2.139 \\ \hline \end{array}$ | $\begin{aligned} & -2.067 \\ & -2.066 \\ & \hline \end{aligned}$ | $\begin{array}{r} -2.017 \\ -2.014 \\ \hline \end{array}$ | $\begin{array}{r} -1.976 \\ -1.966 \\ \hline \end{array}$ | $\begin{array}{r} -1.949 \\ -1.955 \\ \hline \end{array}$ | $\begin{array}{r} -1.939 \\ -1.940 \\ \hline \end{array}$ | -1.930( 5 5) |
| 0.15 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \end{array}$ | $\begin{aligned} & -18.61 \\ & -18.08 \end{aligned}$ | $\begin{array}{r} -13.73 \\ -11.53 \\ \hline \end{array}$ | $\begin{array}{r} -12.19 \\ -12.56 \\ \hline \end{array}$ | $\begin{array}{r} -11.14 \\ -11.25 \\ \hline \end{array}$ | $\begin{aligned} & -10.76 \\ & -10.76 \\ & \hline \end{aligned}$ | $\begin{array}{r} -10.58 \\ -10.55 \\ \hline \end{array}$ | $-10.3( \pm 2)$ |
| 0.20 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & 4.172 \\ & 3.115 \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.668 \\ & 4.556 \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.700 \\ & 4.772 \\ & \hline \end{aligned}$ | $\begin{aligned} & 4.949 \\ & 4.952 \\ & \hline \end{aligned}$ | $\begin{array}{r} 5.020 \\ 4.988 \\ \hline \end{array}$ | $\begin{array}{r} 5.066 \\ 5.056 \\ \hline \end{array}$ | $5.13( \pm 7)$ |
| 0.25 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{array}{r} 2.060 \\ 1.973 \\ \hline \end{array}$ | $\begin{aligned} & 2.127 \\ & 2.159 \\ & \hline \end{aligned}$ | $\begin{array}{r} 2.200 \\ 2.201 \\ \hline \end{array}$ | $\begin{array}{r} 2.239 \\ 2.233 \\ \hline \end{array}$ | $\begin{aligned} & 2.248 \\ & 2.252 \\ & \hline \end{aligned}$ | $\begin{aligned} & 2.261 \\ & 2.261 \\ & \hline \end{aligned}$ | $2.27( \pm 1)$ |
| 0.30 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & 1.522 \\ & 1.348 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.449 \\ & 1.449 \\ & \hline \end{aligned}$ | $\begin{array}{r} 1.473 \\ 1.468 \\ \hline \end{array}$ | $\begin{aligned} & 1.487 \\ & 1.489 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.499 \\ & 1.501 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.503 \\ & 1.502 \\ & \hline \end{aligned}$ | 1.505(土5) |
| 0.35 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & 0.9718 \\ & 1.030 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.100 \\ & 1.096 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.089 \\ & 1.117 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.130 \\ & 1.130 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.139 \\ & 1.137 \\ & \hline \end{aligned}$ | $\begin{aligned} & 1.140 \\ & 1.140 \\ & \hline \end{aligned}$ | $1.144( \pm 2)$ |
| 0.40 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{array}{r} 0.8138 \\ 0.8368 \\ \hline \end{array}$ | $\begin{aligned} & 0.8931 \\ & 0.8853 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.9076 \\ & 0.9086 \\ & \hline \end{aligned}$ | $\begin{array}{r} 0.9165 \\ 0.9159 \\ \hline \end{array}$ | $\begin{array}{r} 0.9228 \\ 0.9232 \\ \hline \end{array}$ | $\begin{array}{r} 0.9254 \\ 0.9253 \\ \hline \end{array}$ | $0.928( \pm 3)$ |
| 0.45 | $\begin{array}{r} \mathrm{K} \\ \mathrm{I} \\ \hline \end{array}$ | $\begin{aligned} & 0.6897 \\ & 0.6765 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6750 \\ & 0.7464 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7704 \\ & 0.7702 \\ & \hline \end{aligned}$ | $\begin{array}{r} 0.7722 \\ 0.7746 \\ \hline \end{array}$ | $\begin{array}{r} 0.7816 \\ 0.7815 \\ \hline \end{array}$ | $\begin{aligned} & 0.7831 \\ & 0.7838 \\ & \hline \end{aligned}$ | $0.787( \pm 1)$ |
| 0.50 | $\begin{array}{r} K \\ I K \end{array}$ | $\begin{array}{r} 0.5976 \\ 0.5972 \\ \hline \end{array}$ | $\begin{aligned} & 0.6557 \\ & 0.6586 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.7022 \\ & 0.6930 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6656 \\ & 0.6657 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6737 \\ & 0.6734 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6794 \\ & 0.6799 \\ & \hline \end{aligned}$ | $0.71( \pm 1)$ |

The brackets indicate the estimated accuracy in the last figure.
Table 3.3
tan ${ }_{o}^{-}$evaluated by the $K o h n(K)$ and Inverse Kohn (IK) variational methods.

| Number of linear parameters |  | 3 | 8 | 13 | 22 | 34 | 50 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega$ |  | 2 | 3 | 4 | 5 | 6 | 7 | $\omega(\infty)$ |
| $k\left(a{ }^{-1}\right)$ |  |  |  |  |  |  |  |  |
| 0.05 | $\begin{array}{r} K \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & -0.3031 \\ & -0.3031 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.2882 \\ & -0.2884 \end{aligned}$ | $\begin{aligned} & -0.2806 \\ & -0.2811 \\ & \hline \end{aligned}$ | $\begin{array}{r} -0.2747 \\ -0.2754 \\ \hline \end{array}$ | $\begin{array}{r} -0.2729 \\ -0.2724 \\ \hline \end{array}$ | $\begin{aligned} & -0.2702 \\ & -0.2701 \\ & \hline \end{aligned}$ | $-0.26( \pm 2)$ |
| 0.10 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{array}{r} -0.6364 \\ -0.6498 \\ \hline \end{array}$ | $\begin{array}{r} -0.6194 \\ -0.6180 \\ \hline \end{array}$ | $\begin{array}{r} -0.6056 \\ -0.6046 \\ \hline \end{array}$ | $\begin{array}{r} -0.5986 \\ -0.5981 \\ \hline \end{array}$ | $\begin{array}{r} -0.5964 \\ -0.5965 \\ \hline \end{array}$ | $\begin{array}{r} -0.5954 \\ -0.5954 \\ \hline \end{array}$ | $-0.594( \pm 1)$ |
| 0.15 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \end{array}$ | $\begin{aligned} & -1.115 \\ & -1.105 \\ & \hline \end{aligned}$ | $\begin{array}{r} \hline-1.055 \\ -1.039 \\ \hline \end{array}$ | $\begin{array}{r} -1.035 \\ -1.037 \\ \hline \end{array}$ | $\begin{aligned} & \hline-1.031 \\ & -1.031 \\ & \hline \end{aligned}$ | $\begin{array}{r} -1.028 \\ -1.028 \\ \hline \end{array}$ | $\begin{array}{r} -1.027 \\ -1.027 \\ \hline \end{array}$ | $-1.023( \pm 3)$ |
| 0.20 | $\begin{array}{r} K \\ I K \\ \hline \end{array}$ | $\begin{aligned} & -1.848 \\ & -1.470 \\ & \hline \end{aligned}$ | $\begin{aligned} & -1.740 \\ & -1.744 \\ & \hline \end{aligned}$ | $\begin{aligned} & -1.708 \\ & -1.707 \\ & \hline \end{aligned}$ | $\begin{array}{r} -1.700 \\ -1.699 \\ \hline \end{array}$ | $\begin{aligned} & -1.692 \\ & -1.693 \\ & \hline \end{aligned}$ | $\begin{aligned} & -1.688 \\ & -1.689 \\ & \hline \end{aligned}$ | $-1.685( \pm 4)$ |
| 0.25 | $\begin{array}{r} K \\ \mathrm{IK} \end{array}$ | $\begin{aligned} & -3.358 \\ & -3.589 \\ & \hline \end{aligned}$ | $\begin{array}{r} -3.144 \\ -3.141 \\ \hline \end{array}$ | $\begin{array}{r} -3.042 \\ -3.038 \\ \hline \end{array}$ | $\begin{array}{r} -3.014 \\ -3.021 \\ \hline \end{array}$ | $\begin{aligned} & -2.998 \\ & -2.997 \\ & \hline \end{aligned}$ | $\begin{aligned} & -2.989 \\ & -2.989 \\ & \hline \end{aligned}$ | $-2.981( \pm 8)$ |
| 0.30 | $\begin{array}{r} K \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{array}{r} -7.213 \\ -11.14 \\ \hline \end{array}$ | $\begin{array}{r} -8.231 \\ -8.162 \\ \hline \end{array}$ | $\begin{array}{r} -7.596 \\ -7.649 \\ \hline \end{array}$ | $\begin{array}{r} -7.473 \\ -7.438 \\ \hline \end{array}$ | $\begin{array}{r} -7.343 \\ -7.282 \\ \hline \end{array}$ | $\begin{array}{r} -7.269 \\ -7.282 \\ \hline \end{array}$ | $-7.2( \pm 1)$ |
| 0.35 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \end{array}$ | $\begin{array}{r} 10.94 \\ 13.68 \\ \hline \end{array}$ | $\begin{aligned} & 23.36 \\ & 18.88 \end{aligned}$ | $\begin{aligned} & 27.04 \\ & 29.67 \end{aligned}$ | $\begin{aligned} & 33.31 \\ & 33.34 \\ & \hline \end{aligned}$ | $\begin{array}{r} 36.14 \\ 35.15 \\ \hline \end{array}$ | $\begin{aligned} & 37.09 \\ & 37.11 \end{aligned}$ | $41( \pm 2)$ |
| 0.40 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{array}{r} 4.419 \\ 4.553 \\ \hline \end{array}$ | $\begin{array}{r} 5.441 \\ -5.098 \\ \hline \end{array}$ | $\begin{aligned} & 5.579 \\ & 5.579 \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.703 \\ & 5.692 \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.757 \\ & 5.766 \\ & \hline \end{aligned}$ | $\begin{aligned} & 5.814 \\ & 5.808 \\ & \hline \end{aligned}$ | $5.90( \pm 8)$ |
| 0.45 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & 2.787 \\ & 2.787 \\ & \hline \end{aligned}$ | $\begin{array}{r} 1.894 \\ 3.014 \\ \hline \end{array}$ | $\begin{aligned} & 3.192 \\ & 3.132 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.222 \\ & 3.229 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.256 \\ & 3.256 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3.263 \\ & 3.272 \\ & \hline \end{aligned}$ | $3.30( \pm 1)$ |
| 0.50 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & 2.069 \\ & 2.043 \end{aligned}$ | $\begin{aligned} & 2.096 \\ & 2.171 \end{aligned}$ | $\begin{aligned} & 2.279 \\ & 2.248 \end{aligned}$ | $\begin{aligned} & 2.291 \\ & 2.291 \end{aligned}$ | $\begin{aligned} & 2.305 \\ & 2.304 \end{aligned}$ | $\begin{aligned} & 2.314 \\ & 2.315 \end{aligned}$ | $2.34( \pm 2)$ |

The brackets indicate the estimated accuracy in the last figure.

Table 3.4

K - matrix and phaseshifts for the s-wave elastic scattering of electrons by positronium obtained by the variational method.

| SINGLET |  |  |  | TRIPLET |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a_{0}^{-1}\right)$ | $\begin{gathered} \tan _{c}^{+} \\ (\omega=7)^{\mathrm{a}} \end{gathered}$ | $\begin{aligned} & \tan _{0}^{+} \\ & (\omega=\infty)^{b} \end{aligned}$ | $\begin{gathered} \delta_{0}^{+} \\ (u=\infty)^{c} \end{gathered}$ | $\begin{aligned} & \tan \delta_{0}^{-} \\ & (\omega=7)^{a} \end{aligned}$ | $\begin{aligned} & \tan \delta_{0}^{-} \\ & (\omega=\infty)^{b} \end{aligned}$ | $\begin{gathered} \delta_{0}^{-} \\ (\omega=\infty)^{c} \end{gathered}$ |
| 0.05 | -0.681 | -0.676(土5) | $2.547( \pm 4)$ | -0.27 | -0.26( $\pm 2)$ | $-0.25( \pm 1)$ |
| 0.10 | -1.939 | -1.930( $\pm 5$ ) | 2.049 ( $\pm 1)$ | -0.595 | -0.594(土1) | $-0.5361( \pm 8)$ |
| 0.15 | -10.58 | $-10.3( \pm 2)$ | 1.668( $\pm 2)$ | -1.027 | -1.023( $\pm 3$ ) | -0.797( $\pm 2)$ |
| 0.20 | 5.07 | 5.13( $\pm 7)$ | 1.378( $\pm 2)$ | -1.688 | $-1.685( \pm 4)$ | $-1.035( \pm 1)$ |
| 0.25 | 2.26 | $2.27( \pm 1)$ | $1.156( \pm 2)$ | -2.989 | -2.981( $\pm 8)$ | $-1.247( \pm 1)$ |
| 0.30 | 1.503 | 1.505 ( $\pm 5$ ) | 0.984( $\pm 2)$ | -7.27 | $-7.2( \pm 1)$ | $-1.432( \pm 2)$ |
| 0.35 | 1.140 | 1.144( $\pm 2)$ | $0.852( \pm 1)$ | 37.1 | 41( $\pm 2$ ) | $-1.596( \pm 1)$ |
| 0.40 | 0.925 | 0.928( $\pm 3)$ | $0.748( \pm 2)$ | 5.81 | 5.90( $\pm 8)$ | -1.739 ( $\pm 2)$ |
| 0.45 | 0.783 | $0.787( \pm 1)$ | $0.667( \pm 1)$ | 3.26 | $3.30( \pm 1)$ | $-1.865( \pm 1)$ |
| 0.50 | 0.679 | 0.71 ( $\pm 1)$ | $0.617( \pm 7)$ | 2.314 | $2.34( \pm 2)$ | $-1.975( \pm 3)$ |

a $\quad$ matrix calculated by the $k$ ohn variational method at $\omega=7$
b Fully converged results, K matrix extrapolated to $\omega=\infty$ c Phaseshifts corresponding to the extrapolated $K$ matrix The brackets indicate the estimated accuracy in the last figure.

## Table 3.5

Scattering lengths and very low energy s-wave phaseshifts for (e,Ps) scattering.

Singlet

| $k$ | $\tan \delta_{o}^{+}(\omega=10)$ | $\tan \delta_{0}^{\dagger}(\omega=\infty)$ |
| :---: | :---: | :---: |
| $0^{*}$ | 12.3 | $12.0 \pm 3$ |
| 0.01 | -0.123 | $-0.121 \pm 0.003$ |
| 0.02 | -0.249 | $-0.244 \pm 0.005$ |
| 0.03 | -0.381 | $-0.372 \pm 0.008$ |

$\mathrm{a}^{+}(\mathrm{BD})=12.233 \pm 0.006$

Triplet

| $k$ | $\tan _{o}^{-}(\omega=10)$ | $\tan _{o}^{-}(\omega=\infty)$ |
| :--- | :---: | :---: |
| $0^{*}$ | 5.0 | $4.6 \pm 0.4$ |
| 0.01 | -0.051 | $-0.047 \pm 0.003$ |
| 0.02 | -0.102 | $-0.96 \pm 0.005$ |
| 0.03 | -0.155 | $-0.147 \pm 0.006$ |

[^0]Table 3.6

Convergence of very low energy s-wave phaseshifts.

## Singlets

| $k\left(a_{0}{ }^{1}\right)$ | 0.01 |  | 0.02 |  | 0.03 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | K | IK | K | IK | K | IK |
| $\omega$ |  |  |  |  |  |  |
| 2 | -0.1306 | -0.1308 | -0.2642 | -0.2646 | -0.4042 | -0.4049 |
| 3 | -0.1292 | -0.1293 | -0.2614 | -0.2616 | -0.3996 | -0.4000 |
| 4 | -0.1277 | -0.1277 | -0.2582 | -0.2583 | -0.3946 | -0.3947 |
| 5 | -0.1262 | -0.1263 | -0.2552 | -0.2553 | -0.3900 | -0.3900 |
| 6 | -0.1251 | -0.1251 | -0.2528 | -0.2528 | -0.3862 | -0.3862 |
| 7 | -0.1244 | -0.1244 | -0.2516 | -0.2516 | $-0.3843$ | -0.3843 |
| 8 | -0.1240 | -0.1240 | -0.2506 | -0.2506 | -0.3828 | -0.3828 |
| 9 | -0.1236 | -0.1236 | -0.2499 | -0.2499 | -0.3817 | -0.3818 |
| 10 | -0.1233 | -0.1233 | -0.2493 | -0.2493 | -0.3816 | -0.3810 |
| $\begin{gathered} (\omega=\infty) \\ \tan (\omega=\infty) / \mathrm{k} \end{gathered}$ | $\begin{gathered} -0.121( \pm 3) \\ 12.1 \\ \hline \end{gathered}$ |  | $\begin{gathered} -0.244( \pm 5) \\ 12.2 \end{gathered}$ |  | $\begin{gathered} -0.372( \pm 8) \\ 12.4 \\ \hline \end{gathered}$ |  |

Triplets

| $k\left(a_{0}{ }^{1}\right)$ | 0.01 |  | 0.02 |  | 0.03 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | K | IK | K | IK | K | IK |
| $\omega$ |  |  |  |  |  |  |
| 2 | -0.05935 | -0.05935 | -0.1190 | -0.1190 | -0.1793 | -0.1793 |
| 3 | -0.05645 | -0.05647 | -0.1132 | -0.1132 | -0.1705 | -0.1706 |
| 4 | -0.05492 | -0.05494 | -0.1101 | -0.1102 | -0.1660 | -0.1661 |
| 5 | -0.05357 | -0.05359 | -0.1075 | -0.1076 | -0.1622 | -0.1623 |
| 6 | -0.05273 | -0.05274 | -0.1059 | -0.1059 | -0.1599 | -0.1600 |
| 7 | -0.05197 | -0.05198 | -0.1045 | -0.1045 | -0.1580 | -0.1581 |
| 8 | -0.05141 | -0.05142 | -0.1035 | -0.1035 | -0.1567 | -0.1568 |
| 9 | -0.05094 | -0.05094 | -0.1026 | -0.1026 | -0.1557 | -0.1557 |
| 10 | -0.05056 | -0.05056 | -0.1020 | -0.1020 | -0.1549 | -0.1550 |
| ( $\omega=\infty$ ) | -0.047( $\pm 3)$ |  | -0.096 ( $\pm 5$ ) |  | -0.1474 ( $\pm 6$ ) |  |
| $\tan (\omega=\infty) / \mathrm{k}$ | 4.7 |  | 4.8 |  | 4.9 |  |

where
$K=\tan \delta_{O^{\prime}}^{ \pm}$determined by the Kohn variational method.
$I K=\tan \delta \frac{ \pm}{\circ}$, determined by the Inverse Kohn variational method.
The brackets indicated the estimated accuracy in the last figure.

## Table 3.7

The $(2 s)^{2}{ }^{1} S^{e}$ resonance in $\left(e^{-}, P s\right)$
$\left(R_{\infty}=13.60580 e v\right)$
$\left.\begin{array}{|l|c|c|}\hline & \text { Position(ev) } & \text { Width( ev) } \\ \hline \text { Arifov et al (1977) } & 4.735 \\ \text { Ho (1984) } & 4.734 \\ \text { Botero and Greene(1985) } & 4.7253 \\ \text { Ward et al (1985) } & 4.6815\end{array}\right)$

Binding energy of $\mathrm{Ps}^{-}$in a.u.
(a) Using different bound-state wavefunctions.

|  | Bound-state wavefunction | $\varepsilon_{\text {b }}\left(\mathrm{a}\right.$. u. $^{\text {) }}$ |
| :---: | :---: | :---: |
| $\begin{aligned} & \text { Greene and } \\ & \text { Botero } 1985 \end{aligned}$ | Hyperspherical wavefunction | $\left.\begin{array}{l} 0.0146 \\ 0.0097 \end{array}\right\}$ |
| Ward et al,1986b | 95 linear parameters,. 2 <br> optimized non-linear parameters $(\alpha=0.30, \gamma=0.048)$ variational wavefunction. | 0.01200462 |
| Ho 1983 | 125 linear parameters, 1 optimized non-linear parameter ( $\alpha=0.3560$ ) variational wavefunction | 0.01200490 |
| Bhatia and <br> Drachman 1983 | 220 linear parameters, 2 optimized non-linear parameters $(\gamma=0.604, \delta=0.313)$ variational wavefunction | 0.01200506 |

(b) Variation of binding energy with $\varepsilon_{b}$, using our boundstate wavefunction (see text).

| $\omega_{\mathrm{b}}$ | No. of linear parameters | $\varepsilon_{\mathrm{b}}(\mathrm{a} . \mathrm{u})$. |
| :---: | :---: | :---: |
| 1 | 3 | 0.00941249 |
| 2 | 7 | 0.01063598 |
| 3 | 13 | 0.01098254 |
| 4 | 22 | 0.01194015 |
| 5 | 34 | 0.01195684 |
| 6 | 50 | 0.01200052 |
| 7 | 70 | 0.01200270 |
| 8 | 95 | 0.01200462 |

Table 4.1
Variation of tans ${ }_{1}^{+}(\omega=5)$ with non-linear parameter $\alpha$, for $\gamma=0.05, \mu=0.5,(1)=5, n=5 \quad N S=N C=35$

| $\alpha \rightarrow$ |  | 0.4 | 0.3 | 0.25 | 0.20 | 0.15 | 0.13 | 0.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a_{0}-1\right)$ | Method |  |  |  |  |  |  |  |
| 0.02 | K | $\begin{gathered} -0.2370 \\ E-03 \\ \hline \end{gathered}$ | $\begin{array}{r} -0.7260 \\ E-04 \\ \hline \end{array}$ | $\begin{gathered} 0.3246 \\ E-04 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1554 \\ E-03 \\ \hline \end{gathered}$ | $\begin{array}{r} 0.2791 \\ E=03 \\ \hline \end{array}$ | $\begin{gathered} 0.3172 \\ E-03 \end{gathered}$ | $\begin{gathered} 0.3272 \\ E-03 \\ \hline \end{gathered}$ |
|  | IK | $\begin{gathered} -0.2472 \\ -E-03 \\ \hline \end{gathered}$ | $\begin{array}{r} -0.7761 \\ E-04 \\ \hline \end{array}$ | $\begin{gathered} 0.3026 \\ \mathrm{E}-04 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1500 \\ E=03 \end{gathered}$ | $\begin{gathered} 0.2439 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2489 \\ E=03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1989 \\ E=03 \\ \hline \end{gathered}$ |
| 0.04 | K | $\begin{gathered} -0.2077 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{array}{r} -0.1115 \\ \mathrm{E}=02 \\ \hline \end{array}$ | $\begin{gathered} -0.5927 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{gathered} -0.8753 \\ \mathrm{E}-04 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2584 \\ \mathrm{E}=03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2909 \\ \mathrm{E}=03 \\ \hline \end{gathered}$ | $\begin{aligned} & 0.6601 \\ & \mathrm{E}=04 \\ & \hline \end{aligned}$ |
|  | IK | $\begin{array}{r} -0.2133 \\ \mathrm{E}=02 \\ \hline \end{array}$ | $\begin{array}{r} -0.1135 \\ E-02 \\ \hline \end{array}$ | $\begin{gathered} -0.5957 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{array}{r} -0.9187 \\ \mathrm{E}-04 \\ \hline \end{array}$ | $\begin{gathered} 0.2057 \\ E=03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1798 \\ E=03 \end{gathered}$ | $\begin{gathered} +0.1150 \\ E=03 \end{gathered}$ |
| 0.05 | $K$ | $\begin{gathered} =0.4259 \\ \mathrm{E}=02 \\ \hline \end{gathered}$ | $\begin{array}{r} =0.2789 \\ E=02 \\ \hline \end{array}$ | $\begin{gathered} -0.2093 \\ \quad \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{array}{r} =0.1518 \\ E=02 \\ \hline \end{array}$ | $\begin{gathered} =0.1259 \\ E=02 \end{gathered}$ | $\begin{gathered} =0.1 .113 \\ \mathrm{E}=02 \end{gathered}$ | $\begin{gathered} =0.1788 \\ E=02 \end{gathered}$ |
|  | IK | $\begin{gathered} -0.4353 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.2814 \\ E=02 \\ \hline \end{gathered}$ | $\begin{gathered} =0.2093 \\ E=02 \end{gathered}$ | $\begin{gathered} =0.1518 \\ E=02 \end{gathered}$ | $\begin{gathered} =0.1274 \\ E=02 \end{gathered}$ | $\begin{array}{r} =0.1358 \\ E=02 \end{array}$ | $\begin{gathered} =0,1847 \\ E=02 \\ \hline \end{gathered}$ |
| 0.10 | K | $\begin{array}{r} -0.4019 \\ E-01 \\ \hline \end{array}$ | $\begin{gathered} -0.3873 \\ E=01 \\ \hline \end{gathered}$ | $\begin{gathered} =0.3898 \\ \mathrm{E}=01 \\ \hline \end{gathered}$ | $\begin{gathered} =0.3933 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} =0.3635 \\ E=01 \\ \hline \end{gathered}$ | $\begin{gathered} =0.3957 \\ \mathrm{P}=01 \end{gathered}$ | $\begin{gathered} =0.4195 \\ \mathrm{E}=01 \\ \hline \end{gathered}$ |
|  | 1 K | $\begin{gathered} -0.3988 \\ -0.01 \\ \hline \end{gathered}$ | $\begin{gathered} =0.3872 \\ E=01 \end{gathered}$ | $\begin{array}{r} -0.3896 \\ \mathrm{E}=01 \\ \hline \end{array}$ | $\begin{gathered} =0.3929 \\ E=01 \end{gathered}$ | $\begin{gathered} =0.3981 \\ E=01 \\ \hline \end{gathered}$ | $\begin{gathered} =0.40 \mathrm{FI} \\ \mathrm{E}=01 \end{gathered}$ | $\begin{gathered} =0.4384 \\ E=01 \end{gathered}$ |
| 0.20 | $K$ | -0.2415 | -0.2408 | -0.2414 | -0. 2437 |  |  |  |
|  | IK | -0.2412 | -0.2104 | -0.2114 | -0.2439 |  |  |  |
| 0.30 | K | -0.5011 | -0.5011 | -0.5031 | -0. 5060 |  |  |  |
|  | 1 K | -0.5013 | -0.1949 | $=0.5031$ | -0. 5070 |  |  |  |
| 0.40 | $k$ | 0.7396 | -0.7408 | -0.9436 | -0.7180 |  |  |  |
|  | IV | -0.7399 | -0.7103 | -0.7114 | -0.7191 |  |  |  |
| 0.50 | $\gamma$ | -0.8374 | -0.8203 | -0.8076 | -0.7996 |  |  |  |
|  | IK | -0.0839 | -0.8214 | $=0.8057$ | -0.61\% |  |  |  |


Table 4.2

| 0218＊0－ | 2عโ8＊0－ | 切18＊0－ | 1818＊0－ | 8618＊0－ | ヵโて8＊0－ | 6228＊0－ | \＆เて8＊0－ | 5878＊0－ | 6S58＊0－ | YI |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LEI8＊0－ | ロちt8＊0－ | 0518＊0－ | 1818＊0－ | 6918＊0－ | ع0z8＊0－ | 6128．0－ | て£28＊0－ | 8978＊0－ | 6558＊0－ | ： | 5.0 |
| 6SbL＇0－ | 296L＊0－ | 9LbL．0－ | 200L＊0－ | SObl ${ }^{\circ} \mathrm{O}-$ | عObL ${ }^{\circ} 0-$ | 66\＆ $2 \cdot 0-$ | 96\＆L＊0－ | 68EL．0－ | SItL ${ }^{\text {co－}}$ | YI |  |
| 6EbL｀0－ | $9 \mathrm{CbL}{ }^{\circ} 0-$ | どEかく0－ | OZtL ${ }^{\circ} 0-$ | bTbL ${ }^{\text {O－}}$ | 806L＊0－ | 20tL ${ }^{\circ} 0-$ | L6EL＊0－ | 68EL＊0－ | Ьてもく－0－ | y | $\square \cdot 0$ |
| İ05＊0－ | 820s＊0－ | szos＊0－ | LIOS＊ $0-$ | 0zos－0－ | $6767 \cdot 0-$ | 0005＊0－ | S00s＊0－ | 0tos＊0－ | 2عos＊0－ | YI |  |
| IE05＊0－ | 820s＊0－ | 5205＊0－ | Stos＊0－ | 2tos：0－ | Ttos＊0－ | 0tos：0－ | ttos＊0－ | عtos＊0－ | zعos＊0－ | у | $\varepsilon^{*} 0$ |
| としゃて＊0－ | てTぃで0－ | Utマで0－ | 60ちで0－ | 0さtで0－ | ャロレて・0－ | LOtで0－ | LOtz $0-$ | 80ヶで0－ | くロてて「0－ | YI |  |
| てİで0－ | Itゃて・0－ | せtเz＊0－ | 80ャて＊0－ | 80ちで0－ | 80ちて ${ }^{\text {－0－}}$ | LOLで0－ | 80ちて ${ }^{\text {－0－}}$ | 60ヶで0－ | 8ャレで0－ | y | $2 \cdot 0$ |
| $\mid$ | $\frac{\tau 0-\Xi}{\varepsilon 68 \varepsilon \cdot 0-}$ | $\begin{gathered} \text { T0-3 } \\ 068 \varepsilon^{\circ} 0-0- \end{gathered}$ | $\begin{aligned} & \mathrm{T0-} \mathrm{\Xi} \\ & 8 \angle 8 \varepsilon \cdot 0- \end{aligned}$ | $\frac{\mathrm{TO-G}}{\mathrm{~L} \angle 8 \varepsilon^{\circ} 0-0-}$ | $\begin{gathered} \text { T0-G] } \\ \tau \angle 8 \varepsilon \cdot 0- \end{gathered}$ | $\begin{gathered} \mathrm{tO-} \mathrm{\Xi} \\ \tau \angle 8 \varepsilon \cdot 0- \end{gathered}$ |  | $\begin{array}{\|c\|} \hline \text { TO-Z } \\ \text { S68E.0- } \end{array}$ | $\stackrel{\text { LO-尹 }}{\angle 66 \nabla^{\circ} 0-}$ | YI |  |
| $\begin{gathered} \tau 0-\mathrm{G} \\ 868 \varepsilon \cdot 0- \end{gathered}$ | $\begin{gathered} \text { T0-G } \\ \checkmark 68 \varepsilon \cdot 0- \end{gathered}$ | $\begin{aligned} & \text { โ0-ป } \\ & \text { โ68ะ:0- } \end{aligned}$ | $\begin{gathered} \frac{10-\Xi}{8 \angle 8 \varepsilon^{\circ} 0-} \end{gathered}$ | $\begin{gathered} \mathrm{LO-7} \\ 5 \angle 8 \varepsilon^{\circ} 0- \end{gathered}$ | $\varepsilon_{\angle B E}^{〔 0-3}$ |  | $\begin{gathered} \text { T0-I } \\ \varsigma \angle 8 \varepsilon \varepsilon^{\circ} 0- \end{gathered}$ | $\begin{array}{\|l\|} \hline \text { LO-Z } \\ \angle 68 \varepsilon^{\circ} 0- \end{array}$ | $\begin{gathered} 10-\mathbb{A} \\ \angle 867 \cdot 0- \end{gathered}$ | y | ［｀0 |
|  |  |  |  |  |  |  |  |  |  | एоч72W | $\left.\left(1^{-0}\right)^{\circ}\right)$ Y |
| 0 | $500{ }^{\circ}$ | T0＊0 | ह0＊0 | $70 \times 0$ | $50 \%$ | $90^{\circ} 0$ | L0．0 | ${ }^{\circ} 0$ | $5 \cdot 0$ |  | 又 |

where， $\begin{aligned} \mathrm{K} & =\tan \delta_{1}^{+} \text {evaluated by the Kohn variational method，} \\ \mathrm{IK} & =\tan \delta_{1}^{+} \text {evaluated by the Inverse Kohn variational }\end{aligned}$
$I K=\tan \delta_{1}{ }^{+}$evaluated by the Inverse Kohn variational method．
Table 4.3

| $\gamma \rightarrow$ |  | 0.1 | 0.05 | 0.04 | 0.03 | 0.02 | 0.01 | 0 | -0.025 | -0.050 | -0.075 | -0.10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a_{0}{ }^{-1}\right)$ | Method |  |  |  |  |  |  |  |  |  |  |  |
| 0.02 | K | $\begin{aligned} & 0.1206 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.2791 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ |  | $\begin{aligned} & 0.3522 \\ & \mathrm{E}-03 \end{aligned}$ |  | $\begin{aligned} & 0.4326 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.4754 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.5861 \\ & E-03 \end{aligned}$ | $\begin{aligned} & 0.6814 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6911 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.4881 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ |
|  | IK | $\begin{aligned} & 0.1164 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.2439 \\ & E-03 \\ & \hline \end{aligned}$ |  | $\begin{aligned} & 0.2849 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ |  | $\begin{aligned} & 0.3132 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.3208 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.3169 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.2817 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.2235 \\ & E-03 \end{aligned}$ | $\begin{aligned} & 0.1440 \\ & E-03 \end{aligned}$ |
| 0.03 | K |  |  |  |  | $\begin{aligned} & 0.7486 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.8141 \\ & E-03 \end{aligned}$ |  | $\begin{aligned} & 0.9796 \\ & \mathrm{E}-03 \end{aligned}$ |  |  |  |
|  | IK |  |  |  |  | $\begin{aligned} & 0.5880 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.6053 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ |  | $\begin{aligned} & 0.5608 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ |  |  |  |
| 0.04 | K | $\begin{gathered} -0.2305 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{aligned} & 0.2584 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.3357 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.4034 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.4595 \\ & E-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.5009 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.5236 \\ & E-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.4716 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.2338 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ |  |  |
|  | IK | $\begin{gathered} -0.2325 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{aligned} & 0.2057 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.2586 \\ & E-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.2956 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.3142 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.3122 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.2877 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0.1296 \\ & \mathrm{E}-03 \\ & \hline \end{aligned}$ | $\begin{gathered} -0.1366 \\ E-03 \\ \hline \end{gathered}$ |  |  |
| 0.05 | K | $\begin{gathered} -0.1684 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1259 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1216 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1190 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1183 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1198 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{aligned} & -0.1242 \\ & \mathrm{E}-02 \\ & \hline \end{aligned}$ |  | $\begin{gathered} -0.1988 \\ E-02 \\ \hline \end{gathered}$ |  |  |
|  | IK | $\begin{gathered} -0.1685 \\ \mathrm{E}-02 \end{gathered}$ | $\begin{gathered} -0.1274 \\ \mathrm{E}-02 \end{gathered}$ | $\begin{gathered} -0.1244 \\ \mathrm{E}-02 \end{gathered}$ | $\begin{gathered} -0.1235 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1249 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1289 \\ E-02 \\ \hline \end{gathered}$ | $\begin{aligned} & -0.1358 \\ & E-02 \\ & \hline \end{aligned}$ |  | $\begin{gathered} -0.2111 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ |  |  |
| 0.08 | K | $\begin{gathered} -0.1731 \\ \mathrm{E}-01 \end{gathered}$ | $\begin{gathered} -0.1750 \\ \mathrm{E}-01 \end{gathered}$ | $\begin{gathered} -0.1756 \\ \mathrm{E}-01 \end{gathered}$ | $\begin{gathered} -0.1765 \\ E-01 \end{gathered}$ |  |  | $\begin{gathered} -0.1829 \\ E-01 \\ \hline \end{gathered}$ |  | $\begin{gathered} -0.2077 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ |  |  |
|  | IK | $\begin{gathered} -0.1760 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1771 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1774 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1781 \\ E-01 \end{gathered}$ |  |  | $\begin{gathered} -0.1839 \\ E-01 \\ \hline \end{gathered}$ |  | $\begin{gathered} -0.2136 \\ E-01 \\ \hline \end{gathered}$ |  |  |

Where $\mathrm{K}=\tan _{1}{ }^{+}$evaluated by the Kohn variational method,
$I K=\tan _{1}{ }^{+}$evaluated by the Inverse Kohn variational method.
Table 4.4
Variation of tan $\mathcal{1}^{+}(\omega=5)$ with non-linear parameter $\mu$, for $\alpha=0.30, \gamma=0.06, \omega=5, n=5$,

Where $K=\tan \delta_{1}{ }^{+}$evaluated by the Kohn variational method, $I K=\tan \delta_{1}{ }^{+}$evaluated by the Inverse Kohn variational method, and $A$ is the average of the Kohn and Inverse Kohn.
Table 4.5
Variation of $\tan \delta_{1}^{+}(\omega=5)$ with non-linear parameter $\mu$, for $\alpha=0.15, \gamma=0.03, \omega=5$, $\mathrm{n}=5, \mathrm{NS}=\mathrm{NC}=35$

| $\mu$ |  | 0.6 | 0.5 | 0.4 | 0.3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a_{0}{ }^{-1}\right)$ | Method |  |  |  |  |
| 0.05 | K | $\begin{gathered} -0.1244 \\ E-02 \end{gathered}$ | $\begin{gathered} -0.1190 \\ \mathrm{E}-02 \end{gathered}$ | $\begin{gathered} -0.1131 \\ E-02 \end{gathered}$ | $\begin{gathered} -0.1066 \\ \mathrm{E}-02 \end{gathered}$ |
|  | IK | $\begin{gathered} -0.1252 \\ \mathrm{E}-02 \end{gathered}$ | $\begin{gathered} -0.1235 \\ \mathrm{E}-02 \end{gathered}$ | $\begin{gathered} -0.1235 \\ E-02 \end{gathered}$ | $\begin{gathered} -0.1253 \\ E-02 \end{gathered}$ |
|  | A | $\begin{gathered} -0.1248 \\ \mathrm{E}-02 \end{gathered}$ | $-0.1213$ | $\begin{gathered} -0.1183 \\ \mathrm{E}-02 \end{gathered}$ | $\underset{\mathrm{E}-02}{-0.1159}$ |
| 0.08 | K | $\begin{gathered} -0.1788 \\ \mathrm{E}-01 \end{gathered}$ | $\begin{gathered} -0.1765 \\ \mathrm{E}-01 \end{gathered}$ | $\begin{gathered} -0.1738 \\ E-01 \end{gathered}$ | $\begin{gathered} -0.1695 \\ E-01 \end{gathered}$ |
|  | IK | $\begin{gathered} -0.1873 \\ E-01 \end{gathered}$ | $\begin{gathered} -0.1781 \\ \mathrm{E}-01 \end{gathered}$ | $\begin{gathered} -0.1738 \\ E-01 \end{gathered}$ | $\begin{gathered} -0.1732 \\ E-01 \end{gathered}$ |
|  | A | $\begin{gathered} -0.1831 \\ \mathrm{E}-01 \end{gathered}$ | $\begin{gathered} -0.1773 \\ \mathrm{E}-01 \end{gathered}$ | $\begin{gathered} -0.1738 \\ E-01 \end{gathered}$ | $\begin{gathered} -0.1714 \\ E-01 \end{gathered}$ |

$$
\text { Where } K=\tan \delta_{1}{ }^{+} \text {evaluated by the Kohn variational method, } I K=\tan \delta_{1}^{+} \text {evaluated by }
$$

$$
\text { the Inverse Khon variational method and } A \text { is the average and the Kohn and Inverse Kohn. }
$$

Table 4.6
Variation of $\tan _{1}{ }^{+}(\omega=5)$ with non-linear parameter $\mu$, for $\alpha=0.15, \gamma=0.01, \omega=5$, $\mathrm{n}=5, \quad \mathrm{NS}=\mathrm{NC}=35$
$\begin{aligned} \alpha & =0.15, \gamma=0.01, \quad \omega=5, \\ & =5, \quad N S=N C=35\end{aligned}$
-

| $\mu$ |  | 0.6 | 0.5 | 0.4 | 0.3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{k}\left(\mathrm{a} 0^{-1}\right)$ | Method |  |  |  |  |
| 0.02 | K | 0.4256 <br> $\mathrm{E}-03$ | 0.4326 <br> $\mathrm{E}-03$ | 0.4402 <br> $\mathrm{E}-03$ | 0.4474 <br> $\mathrm{E}-03$ |
|  | IK | 0.2910 <br> $\mathrm{E}-03$ | 0.3132 <br> $\mathrm{E}-03$ | 0.3335 <br> $\mathrm{E}-03$ | 0.3582 <br> $\mathrm{E}-03$ |
| 0.04 | K | 0.4485 <br> $\mathrm{E}-03$ | 0.5009 <br> $\mathrm{E}-03$ | 0.5546 <br> $\mathrm{E}-03$ | 0.6007 <br> $\mathrm{E}-03$ |
|  | IK | 0.3096 <br> $\mathrm{E}-03$ | 0.3122 <br> $\mathrm{E}-03$ | 0.3182 <br> $\mathrm{E}-03$ | 0.3300 <br> $\mathrm{E}-03$ |

[^1]Table 4.7
Convergence of tan ${ }^{+}$with for very low values of wave number $k$. Choice of non-linear
parameters, $\alpha=0.15, \gamma=0.01, \mu=0.3$ ( $n=5$, $N S=N C=35$ )

| $\omega$ |  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(\mathrm{a}_{0}{ }^{-1}\right)$ | Method |  |  |  |  |  |  |  |  |
| 0.01 | K | $\begin{gathered} -0.1917 \\ \mathrm{E}-04 \end{gathered}$ | $\begin{gathered} +0.4898 \\ \mathrm{E}-05 \end{gathered}$ | $\begin{aligned} & 0.4931 \\ & \mathrm{E}-04 \end{aligned}$ | $\begin{aligned} & 0.7518 \\ & \mathrm{E}-04 \end{aligned}$ | $\begin{aligned} & 0.1109 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.1369 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.1659 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.1906 \\ & E-03 \end{aligned}$ |
|  | IK | $\begin{gathered} -0.2298 \\ \mathrm{E}-04 \end{gathered}$ | $\begin{gathered} -0.4045 \\ \mathrm{E}-05 \end{gathered}$ | $\begin{aligned} & 0.3618 \\ & \mathrm{E}-04 \end{aligned}$ | $\begin{aligned} & 0.6025 \\ & \mathrm{E}-04 \end{aligned}$ | $\begin{aligned} & 0.1008 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.1275 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.1617 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.1865 \\ & \mathrm{E}-03 \end{aligned}$ |
| 0.02 | K | $\begin{gathered} -0.1746 \\ \mathrm{E}-03 \end{gathered}$ | $\begin{gathered} -0.3820 \\ \mathrm{E}-05 \end{gathered}$ | $\begin{aligned} & 0.2950 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.4474 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.6425 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.7592 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.8740 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.9503 \\ & \mathrm{E}-03 \end{aligned}$ |
|  | IK | $\begin{gathered} -0.2019 \\ \mathrm{E}-03 \end{gathered}$ | $\begin{gathered} -0.6523 \\ \mathrm{E}-04 \end{gathered}$ | $\begin{aligned} & 0.2091 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.3582 \\ & E-03 \end{aligned}$ | $\begin{aligned} & 0.5868 \\ & E-03 \end{aligned}$ | $\begin{aligned} & 0.7146 \\ & E-03 \end{aligned}$ | $\begin{aligned} & 0.8559 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.9356 \\ & E-03 \end{aligned}$ |
| 0.03 | K | $\begin{gathered} -0.6945 \\ E-03 \end{gathered}$ | $\begin{gathered} -0.2167 \\ \mathrm{E}-03 \end{gathered}$ | $\begin{aligned} & 0.5448 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.8591 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.1209 \\ & \mathrm{E}-02 \end{aligned}$ | $\begin{aligned} & 0.1355 \\ & E-02 \end{aligned}$ | $\begin{aligned} & 0.1468 \\ & E-02 \end{aligned}$ | $\begin{aligned} & 0.1512 \\ & E-02 \end{aligned}$ |
|  | IK | $\begin{gathered} -0.7719 \\ \mathrm{E}-03 \end{gathered}$ | $\begin{gathered} -0.3797 \\ \mathrm{E}-03 \end{gathered}$ | $\begin{aligned} & 0.3325 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.6658 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.1099 \\ & E-02 \end{aligned}$ | $\begin{aligned} & 0.1283 \\ & E-02 \end{aligned}$ | $\begin{aligned} & 0.1440 \\ & E-02 \end{aligned}$ | $\begin{aligned} & 0.1494 \\ & E-02 \end{aligned}$ |
| 0.04 | K | $\begin{gathered} -0.1935 \\ \mathrm{E}-02 \end{gathered}$ | $\begin{aligned} & -0.1040 \\ & \mathrm{E}-02 \end{aligned}$ | $\begin{aligned} & 0.2008 \\ & \text { E-03. } \end{aligned}$ | $\begin{aligned} & 0.6007 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.9534 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.1051 \\ & \mathrm{E}-02 \end{aligned}$ | $\begin{aligned} & 0.1103 \\ & \mathrm{E}-02 \end{aligned}$ | $\begin{aligned} & 0.1130 \\ & E-02 \end{aligned}$ |
|  | IK | $\begin{gathered} -0.2081 \\ \mathrm{E}-02 \end{gathered}$ | $\begin{gathered} -0.1324 \\ \mathrm{E}-02 \end{gathered}$ | $\begin{gathered} -0.1431 \\ \mathrm{E}-03 \end{gathered}$ | $\begin{aligned} & 0.3300 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.8059 \\ & \mathrm{E}-03 \end{aligned}$ | $\begin{aligned} & 0.9727 \\ & E-03 \end{aligned}$ | $\begin{aligned} & 0.1067 \\ & E-02 \end{aligned}$ | $\begin{aligned} & 0.1104 \\ & E-02 \end{aligned}$ |

where $K=\tan \delta_{1}{ }^{+}$evaluated by the Kohn variational method and
$I K=\tan _{1}{ }^{+}$evaluated by the Inverse Kohn variational method.
Table 4.8
Convergence of $\tan _{1}{ }^{+}$with $\omega$ for $k$ in the range $0.05 \leqslant k\left(a_{0}^{-1}\right)<0.1$, choice of non-linear parameters, $\alpha=0.15, \gamma=0.03, \mu=0.3(n=5, N S=N C=35)$

| $\omega$ |  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $\omega=\infty$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{K}\left(\mathrm{a} \mathrm{o}^{-1}\right)$ | (Method) |  |  |  |  |  |  |  |  |  |
| 0.05 | K | $\begin{gathered} -0.4446 \\ E-02 \\ \hline \end{gathered}$ | $\begin{array}{r} -0.3219 \\ E-02 \\ \hline \end{array}$ | $\begin{gathered} -0.1523 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1066 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.7391 \\ E-03 \\ \hline \end{gathered}$ | $\begin{gathered} -0.6528 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{array}{\|c} -0.6782 \\ E-03 \\ \hline \end{array}$ | $\begin{gathered} -0.6166 \\ E-03 \\ \hline \end{gathered}$ | $\begin{gathered} -0.0004 \\ ( \pm 2) \\ \hline \end{gathered}$ |
|  | IK | $\begin{gathered} -0.4617 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.3515 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1811 \\ E-02 \end{gathered}$ | $\begin{array}{r} -0.1253 \\ \mathrm{E}-02 \\ \hline \end{array}$ | $\begin{gathered} -0.8216 \\ E-03 \end{gathered}$ | $\begin{gathered} -0.7037 \\ E-03 \end{gathered}$ | $\begin{array}{\|c} -0.6480 \\ \mathrm{E}-03 \\ \hline \end{array}$ | $\begin{gathered} -0.6150 \\ E-03 \\ \hline \end{gathered}$ |  |
| 0.06 | K | $\begin{gathered} -0.8369 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.6686 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.4819 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.4364 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.4129 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.4385 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.4040 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.3993 \\ E-02 \\ \hline \end{gathered}$ |  |
|  | IK | $\begin{gathered} -0.8605 \\ E-02 \\ \hline \end{gathered}$ | $\begin{array}{r} -0.7060 \\ E-02 \\ \hline \end{array}$ | $\begin{gathered} -0.5171 \\ E-02 \\ \hline \end{gathered}$ | $\begin{array}{\|c} -0.4572 \\ E-02 \\ \hline \end{array}$ | $\begin{gathered} -0.4247 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.4104 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.4038 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.3993 \\ E-02 \\ \hline \end{gathered}$ |  |
| 0.07 | K | $\begin{array}{\|c} -0.1419 \\ E-01 \\ \hline \end{array}$ | $\begin{array}{r} -0.1202 \\ E-01 \\ \hline \end{array}$ | $\begin{array}{\|c} -0.1019 \\ E-01 \\ \hline \end{array}$ | $\begin{array}{r} -0.9644 \\ \mathrm{E}-02 \\ \hline \end{array}$ | $\begin{gathered} -0.9190 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.9437 \\ E-02 \\ \hline \end{gathered}$ | $\begin{array}{\|c} -0.9360 \\ E-02 \\ \hline \end{array}$ | $\begin{array}{\|c} -0.9325 \\ E-02 \\ \hline \end{array}$ |  |
|  | IK | $\begin{gathered} -0.1449 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1246 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1060 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.9893 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.9615 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.9426 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.9361 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} -0.9328 \\ E-02 \\ \hline \end{gathered}$ |  |
| 0.08 | K | $\begin{array}{\|c} -0.2218 \\ E-01 \end{array}$ | $\begin{array}{r} -0.1941 \\ \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{gathered} -0.1771 \\ E-01 \\ \hline \end{gathered}$ | $\begin{array}{r} -0.1695 \\ \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{array}{r} -0.1718 \\ \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{gathered} -0.1685 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1678 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1676 \\ E-01 \\ \hline \end{gathered}$ |  |
|  | IK | $\begin{gathered} -0.2254 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.1992 \\ E-01 \\ \hline \end{gathered}$ | $\begin{array}{\|c} -0.1821 \\ E-01 \\ \hline \end{array}$ | $\begin{array}{r} -0.1732 \\ \quad \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{array}{r} -0.1704 \\ \quad \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{gathered} -0.1685 \\ E-01 \\ \hline \end{gathered}$ | $\begin{array}{\|c} -0.1679 \\ E-01 \\ \hline \end{array}$ | $\begin{array}{\|c} -0.1675 \\ \mathrm{E}-01 \\ \hline \end{array}$ |  |
| 0.09 | K | $\begin{gathered} -0.3244 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.2895 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{array}{\|r} -0.2733 \\ E-01 \\ \hline \end{array}$ | $\begin{array}{r} -0.2577 \\ E-01 \\ \hline \end{array}$ | $\begin{array}{r} -0.2663 \\ \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{array}{r} -0.2641 \\ \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{array}{\|c} -0.2635 \\ \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{gathered} -0.2631 \\ E-01 \\ \hline \end{gathered}$ |  |
|  | IK | $\begin{array}{r} -0.3287 \\ E-01 \\ \hline \end{array}$ | $\begin{gathered} -0.2955 \\ E-01 \\ \hline \end{gathered}$ | $\begin{array}{r} -0.2797 \\ \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{array}{r} -0.2691 \\ \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{gathered} -0.2346 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.2643 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.2635 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{array}{r} -0.2630 \\ E-01 \\ \hline \end{array}$ |  |

[^2]Table 4.9
Convergence of $\operatorname{tand}_{1}^{+}$with $\omega$ for $k$ in the range, $0.10 \leqslant k\left(\mathrm{a}_{0}^{-1}\right)<0.5$
Choice of non-1inear parameters, $\alpha=0.3, \gamma=0.06, \mu=0.3(N=5, N S=N C=35)$

| $\omega$ |  | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $\theta=\infty^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k(a. 1) (Method) |  |  |  |  |  |  |  |  |  |
| 0.10 | K | $\begin{gathered} -0.3508 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.3969 \\ E-01 \\ \hline \end{gathered}$ | $\begin{array}{\|c} -0.3857 \\ E-01 \\ \hline \end{array}$ | $\begin{gathered} -0.3837 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.3831 \\ E-01 \\ \hline \end{gathered}$ | $\begin{array}{\|c} -0.3822 \\ E-01 \\ \hline \end{array}$ | $\begin{gathered} -0.3750 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.0381 \\ ( \pm 2) \\ \hline \end{gathered}$ |
|  | IK | $\begin{array}{r} -0.4165 \\ E-01 \\ \hline \end{array}$ | $\begin{gathered} -0.3949 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.3853 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} -0.3835 \\ E-01 \\ \hline \end{gathered}$ | $\begin{array}{\|c} -0.3832 \\ E-01 \\ \hline \end{array}$ | $\begin{array}{\|c} -0.3824 \\ E-01 \\ \hline \end{array}$ | $\begin{gathered} -0.3813 \\ E-01 \\ \hline \end{gathered}$ |  |
| 0.20 | к | -0.2415 | -0.2407 | -0.2398 | -0.2395 | -0.2395 | -0.2392 | -0.2392 | $\begin{gathered} -0.2391 \\ ( \pm 1) \end{gathered}$ |
|  | IK | -0.2417 | -0.2404 | -0.2397 | -0.2395 | -0.2394 | -0.2392 | -0.2392 |  |
| 0.30 | K | -0.5042 | -0.5010 | -0.5005 | -0.4999 | -0.4998 | -0.4995 | -0.4994 | $\begin{gathered} -0.4990 \\ i \pm 3 i \end{gathered}$ |
|  | IK | -0.5091 | -0.5013 | -0.4998 | -0.4999 | -0.4997 | -0.4995 | -0.4993 |  |
| 0.40 | к | -0.7769 | -0.7409 | -0.7387 | -0.7374 | -0.7370 | -0.7367 | -0.7365 | $\begin{array}{r} -0.7357 \\ ( \pm 7) \\ ( \pm 7) \end{array}$ |
|  | IK | -0.7521 | -0.7444 | -0.7387 | -0.7380 | -0.7367 | -0.7367 | -0.7363 |  |
| 0.49 | к | -0.8939 | -0.9281 |  | -0.8480 | -0.7953 |  | -0.8454 |  |
|  | IK | -0.9165 | -0.8529 |  | -0.8480 | -0.8475 |  | -0.8454 |  |

where $K=\tan \delta_{1}{ }^{+}$evaluated by the Kohn variational method.
$I K=\tan _{1}{ }^{+}$evaluated by the Inverse Kohn variational method.
Table 4.10

Convergence of $\tan \delta_{1}$
Choice of non-linear parameters, $\alpha=0.15, \gamma=0.01, \mu=0.3(n=5, N S=N C=35)$

| $\omega$ |  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a_{a}^{-1}\right)$ | (Method) |  |  |  |  |  |  |  |  |
| 0.01 | K | $\begin{gathered} 0.1993 \\ E-03 \end{gathered}$ | $\begin{gathered} 0.2580 \\ E-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2882 \\ E-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3316 \\ E-03 \end{gathered}$ | $\begin{gathered} 0.3597 \\ E-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3917 \\ \mathrm{E}-03 \end{gathered}$ | $\begin{gathered} 0.4185 \\ E-03 \end{gathered}$ | $\begin{gathered} 0.4442 \\ E-03 \end{gathered}$ |
|  | IK | $\begin{gathered} 0.1793 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2295 \\ E-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2593 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3092 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3391 \\ \mathrm{E}-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3782 \\ E-03 \end{gathered}$ | $\begin{gathered} 0.4047 \\ E-03 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4347 \\ E-03 \\ \hline \end{gathered}$ |
| 0.02 | K | $\begin{gathered} 0.1576 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2007 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2215 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2489 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2640 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2793 \\ E-02 \end{gathered}$ | $\begin{gathered} 0.2897 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2979 \\ E,-02 \end{gathered}$ |
|  | IK | $\begin{gathered} 0.1427 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1801 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2015 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2341 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2515 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2714 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2824 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2931 \\ E-02 \\ \hline \end{gathered}$ |
| 0.03 | K | $\begin{gathered} 0.5226 \\ E-02 \end{gathered}$ | $\begin{gathered} 0.6499 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7059 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7693 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7968 \\ E-02 \end{gathered}$ | $\begin{gathered} 0.8188 \\ E-02 \end{gathered}$ | $\begin{gathered} 0.8295 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.8351 \\ E-02 \\ \hline \end{gathered}$ |
|  | IK | $\begin{gathered} 0.4777 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.5903 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.6522 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7317 \\ \mathrm{E}-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7685 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.8011 \\ E-02 \end{gathered}$ | $\begin{gathered} 0.8143 \\ E-02 \\ \hline \end{gathered}$ | $\begin{gathered} 0.8243 \\ E-02 \\ \hline \end{gathered}$ |
| 0.04 | K | $\begin{gathered} 0.1212 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1465 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1570 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1664 \\ E-01 \end{gathered}$ | $\begin{gathered} 0.1697 \\ E-01 \end{gathered}$ | $\begin{gathered} 0.1716 \\ E-01 \end{gathered}$ | $\begin{gathered} 0.1726 \\ \mathrm{E}-01 \end{gathered}$ | $\begin{gathered} 0.1739 \\ E-01 \\ \hline \end{gathered}$ |
|  | IK | $\begin{gathered} 0.1120 \\ E-01 \end{gathered}$ | $\begin{gathered} 0.1350 \\ E-01 \end{gathered}$ | $\begin{gathered} 0.1473 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1599 \\ E-01 \end{gathered}$ | $\begin{gathered} 0.1653 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1686 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1700 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.1709 \\ E-01 \\ \hline \end{gathered}$ |

where $\begin{aligned} K & =\tan \delta^{-} \text {evaluated by the } K o h n \text { variational method and } \\ I K & =\tan \delta_{1}^{-} \text {evaluated by Inverse Kohn variational method. }\end{aligned}$
Table 4.11
Convergence of $\tan _{1}^{-1}$ with $\omega$ for $k$ in the range $0.05 \leqslant k\left(a_{0}{ }^{-1}\right)<0.1$.
Choice of non-linear parameters $\alpha=0.15, \gamma=0.03, \mu=0.3$ ( $n=5, N S=N C=35$ )

| $\omega$ |  | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $=\infty$ * |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k( $\mathrm{a}_{0}{ }^{1}$ ) | (Method) |  |  |  |  |  |  |  |  |  |
| 0.05 | K | $\begin{gathered} 0.2318 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2746 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2898 \\ E-01 \\ \hline \end{gathered}$ | $0.3011$ | $\begin{gathered} 0.3049 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3075 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2165 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3056 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.0310 \\ ( \pm 2) \\ \hline \end{gathered}$ |
|  | IK | $\begin{gathered} 0.2202 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2621 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2805 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.2952 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3004 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3032 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3047 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.3059 \\ E-01 \\ \hline \end{gathered}$ |  |
| 0.06 | K | $\begin{gathered} +0.3927 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4538 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4765 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4892 \\ E-01 \end{gathered}$ | $\begin{gathered} 0.4951 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4699 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4927 \\ E-01 \end{gathered}$ | $\begin{gathered} 0.4953 \\ E-01 \end{gathered}$ |  |
|  | IK | $\begin{gathered} 0.3762 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4369 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4645 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4810 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4878 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4910 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4933 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.4950 \\ E-01 \\ \hline \end{gathered}$ |  |
| 0.07 | K | $\begin{gathered} 0.6104 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.6904 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7239 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7395 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7628 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7405 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7451 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7480 \\ E-01 \\ \hline \end{gathered}$ |  |
|  | IK | $\begin{gathered} 0.5893 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.6694 \\ E-01 \end{gathered}$ | $\begin{gathered} 0.7093 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7281 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7375 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7417 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7446 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.7466 \\ \mathrm{E}-01 \\ \hline \end{gathered}$ |  |
| 0.08 | K | $\begin{gathered} 0.8899 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.9896 \\ E-01 \\ \hline \end{gathered}$ | 0.1039 | 0.1063 | 0.1050 | 0.1063 | 0.1067 | 0.1067 |  |
|  | IK | $\begin{gathered} 0.8650 \\ E-01 \\ \hline \end{gathered}$ | $\begin{gathered} 0.9654 \\ E-01 \\ \hline \end{gathered}$ | 0.1021 | 0.1044 | 0.1057 | 0.1062 | 0.1065 | 0.1068 |  |
| 0.09 | K | 0.1234 | 0.1356 | 0.1426 | 0.1522 | 0.1449 | 0.1459 | 0.1457 | 0.1465 |  |
|  | IK | 0.1206 | 0.1329 | 0.1405 | 0.1435 | 0.1450 | 0.1457 | 0.1461 | 0.1465 |  |

where $K=\tan \delta_{1}$ - evaluated by the Kohn variational method,
$I K=\tan \delta_{1}^{-}$evaluated by the Inverse Kohn variational method.
Table4. 12
Convergence of $\tan _{1}^{-}$with $\omega$ for $k$ in the range $0.10 \leqslant k\left(a_{0}^{-1}\right)<0.5$ Choice of non-linear parameters, $\alpha=0.3, \gamma=0.06, \mu=0.3(\mathrm{n}=5$,

| $\omega$ |  | 3 | 4 | 5 | 6 | 7 | 8 | 9 | $\omega=\infty$ * |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a_{0}{ }^{-1}\right)$ | (Method) |  |  |  |  |  |  |  |  |
| 0.10 | K | 0.1933 | 0.1931 | 0.1938 | 0.1940 | 0.1941 | 0.1942 | 0.1952 | $\begin{gathered} 0.1947 \\ ( \pm 3) \end{gathered}$ |
|  | IK | 0.1898 | 0.1933 | 0.1938 | 0.1940 | 0.1941 | 0.1942 | 0.1944 |  |
| 0.20 | K | 0.8483 | 0.8494 | 0.8519 | 0.8528 | 0.8529 | 0.8533 | 0.8534 | $\begin{gathered} 0.8537 \\ ( \pm 3) \end{gathered}$ |
|  | IK | 0.8471 | 0.8499 | 0.8520 | 0.8527 | 0.8530 | 0.8533 | 0.8534 |  |
| 0.30 | K | 0.9734 | 0.9988 | 0.9810 | 0.9832 | 0.9841 | 0.9845 | 0.9846 | $\begin{gathered} 0.9848 \\ ( \pm 2) \\ \hline \end{gathered}$ |
|  | I K | 0.9730 | 0.9774 | 0.9812 | 0.9828 | 0.9841 | 0.9843 | 0.9846 |  |
| 0.40 | K | 0.7570 | 0.8133 | 0.8119 | 0.8179 | 0.8186 | 0.8195 | 0.8199 | $\begin{gathered} 0.8205 \\ ( \pm 5) \\ \hline \end{gathered}$ |
|  | IK | 0.8079 | 0.8116 | 0.8141 | 0.8168 | 0.8186 | 0.8194 | 0.8199 |  |
| 0.49 | K | 0.8268 | 0.6013 | 0.6649 | 0.6634 | 0.7138 | 0.6747 | 0.6747 |  |
|  | IK | 0.8262 | 0.6171 | 0.6598 | 0.6668 | 0.6719 | 0.6741 | 0.6748 |  |

where $K=\tan \delta_{1}$ - evaluated by the Kohn variational method,
$I K=\tan \delta_{1}-$ evaluated by the Inverse Kohn variational method.

K-matrix $\left(\tan _{1}^{+}\right)$and phaseshifts for the p-wave singlet elastic scattering of electrons by positronium obtained by the variational method

| $k\left(a_{0}{ }^{-1}\right)$ | $\tan \delta_{1}{ }^{+}(\omega=9)$ | $\delta_{1}{ }^{+}(\omega=9)$ | $\delta_{1}^{+}(\omega=\infty) *$ |
| :---: | :---: | :---: | :---: |
| 0.01 | 0.0002 | 0.0002 |  |
| 0.02 | 0.0009 | 0.0009 |  |
| 0.03 | 0.0015 | 0.0015 |  |
| 0.04 | 0.0011 | 0.0011 |  |
| 0.05 | -0.0006 | -0.0006 | $-0.0004( \pm 2)$ |
| 0.06 | -0.0040 | -0.0040 |  |
| 0.07 | -0.0093 | -0.0093 |  |
| 0.08 | -0.0168 | -0.0168 |  |
| 0.09 | -0.026 | -0.026 |  |
| 0.10 | -0.038 | -0.038 | $-0.0381( \pm 1)$ |
| 0.15 | -0.124 | -0.123 |  |
| 0.20 | -0.239 | -0.235 | $-0.2347( \pm 1)$ |
| 0.25 | -0.368 | -0.353 |  |
| 0.30 | -0.499 | -0.463 | $-0.4629( \pm 3)$ |
| 0.35 | -0.625 | -0.559 |  |
| 0.40 | -0.736 | -0.635 | $-0.6343( \pm 5)$ |
| 0.45 | -0.821 | -0.687 |  |
| 0.49 | -0.845 | -0.702 |  |
| 0.50 | -0.782 | -0.664 |  |

* Graphical estimates at the phaseshifts for $\omega=\infty$ The brackets indicate the estimated accuracy in the last figure.


## Table 4.14

K-matrix ( $\tan \delta_{1}{ }^{-}$) and phaseshifts for the $p$-wave triplet elastic scattering of electrons by positronium obtained by the variational method.

| $k\left(a_{0}{ }^{1}\right)$ | $\tan ^{1}{ }^{-}(\omega=9)$ | $\delta_{1}{ }^{+}(\omega=9)$ | $\delta_{1}{ }^{-}(\omega=\infty) *$ |
| :---: | :---: | :---: | :---: |
| 0.01 | 0.0004 | 0.0004 |  |
| 0.02 | 0.003 | 0.003 |  |
| 0.03 | 0.008 | 0.008 |  |
| 0.04 | 0.017 | 0.017 |  |
| 0.05 | 0.031 | 0.031 | $0.0310( \pm 4)$ |
| 0.06 | 0.050 | 0.050 |  |
| 0.07 | 0.075 | 0.075 |  |
| 0.08 | 0.107 | 0.106 |  |
| 0.09 | 0.147 | 0.145 |  |
| 0.10 | 0.194 | 0.192 | $0.1923( \pm 3)$ |
| 0.15 | 0.525 | 0.484 |  |
| 0.2 .0 | 0.853 | 0.707 | $0.7066( \pm 2)$ |
| 0.25 | 0.998 | 0.784 |  |
| 0.30 | 0.985 | 0.778 | $0.7777( \pm 1)$ |
| 0.35 | 0.907 | 0.737 |  |
| 0.40 | 0.820 | 0.687 | $0.6868( \pm 3)$ |
| 0.45 | 0.746 | 0.641 |  |
| 0.49 | 0.675 | 0.594 |  |
| 0.50 |  | 6.47 |  |

* Graphical estimates of the phaseshifts for $\omega=\infty$ The brackets indicate the estimated accuracy in the last figure.

Table 4.15

Variation of $\tan \delta_{1}{ }^{+}$with the value of $n$ which appears in the shielding function ( $N S=N C=35$ )

| $\mathrm{n} \rightarrow$ | (Method) | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{k}\left(\mathrm{a}_{0}{ }^{1}\right)+$ |  |  |  |  |  |  |
| 0.10 | $\begin{array}{r} K \\ I K \\ \Delta \end{array}$ | $\begin{aligned} & -0.03725 \\ & -0.03813 \\ & -0.3 \end{aligned}$ | $\begin{aligned} & -0.03769 \\ & -0.03814 \\ & -0.2 \end{aligned}$ | $\begin{aligned} & -0.03750 \\ & -0.03813 \\ & -0.2 \end{aligned}$ | $\begin{aligned} & -0.03737 \\ & -0.03813 \\ & -0.3 \end{aligned}$ | $\begin{aligned} & -0.03733 \\ & -0.03813 \\ & -0.3 \end{aligned}$ |
| 0.15 | $\begin{array}{r} K \\ I K \\ \Delta \end{array}$ | $\begin{aligned} & -0.1235 \\ & -0.1236 \\ & -0.007 \end{aligned}$ | $\begin{aligned} & -0.1235 \\ & -0.1235 \\ & -0.008 \end{aligned}$ | $\begin{aligned} & -0.1235 \\ & -0.1235 \\ & -0.008 \end{aligned}$ | $\begin{aligned} & -0.1235 \\ & -0.1235 \\ & -0.008 \end{aligned}$ | $\begin{aligned} & -0.1235 \\ & -0.1235 \end{aligned}$ |
| 0.20 | $\begin{array}{r} \text { K } \\ \text { IK } \\ \Delta \end{array}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \\ & -0.002 \end{aligned}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \\ & -0.001 \end{aligned}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \\ & -0.001 \end{aligned}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \\ & -0.001 \end{aligned}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \\ & -0.001 \end{aligned}$ |
| 0.25 | $\begin{gathered} \mathrm{K} \\ \mathrm{IK} \\ \Delta \end{gathered}$ | $\begin{aligned} & -0.3681 \\ & -0.3682 \\ & -0.003 \end{aligned}$ | $\begin{gathered} -0.3681 \\ -0.3681 \\ 0.002 \end{gathered}$ | $\begin{gathered} -0.3681 \\ -0.3681 \\ 0.003 \end{gathered}$ | $\begin{gathered} -0.3681 \\ -0.3681 \\ 0.003 \end{gathered}$ | $\begin{gathered} -0.3680 \\ -0.3681 \\ 0.003 \end{gathered}$ |
| 0.30 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \Delta \end{array}$ | $\begin{gathered} -0.4994 \\ -0.4994 \\ 0.007 \end{gathered}$ | $\begin{gathered} -0.4994 \\ -0.4993 \\ 0.008 \end{gathered}$ | $\begin{gathered} -0.4994 \\ -0.4993 \\ 0.008 \end{gathered}$ | $\begin{gathered} -0.4994 \\ -0.4993 \\ 0.008 \end{gathered}$ | $\begin{gathered} -0.4994 \\ -0.4993 \\ 0.008 \end{gathered}$ |
| 0.04 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \Delta \end{array}$ | $\begin{gathered} -0.7364 \\ -0.7362 \\ 0.009 \end{gathered}$ | $\begin{gathered} -0.7365 \\ -0.7363 \\ 0.007 \end{gathered}$ | $\begin{gathered} -0.7365 \\ -0.7363 \\ 0.008 \end{gathered}$ | $\begin{gathered} -0.7365 \\ -0.7363 \\ 0.008 \end{gathered}$ | $\begin{gathered} -0.7365 \\ -0.7363 \\ 0.008 \end{gathered}$ |

where
$K=\tan \delta_{1}{ }^{+}$evaluated by the Kohn variational method
$I K=\tan _{1}{ }^{+}$evaluated by the Inverse Kohn variational method.
$\Delta=$ Difference between tangent of trial phaseshift and stationary phaseshift.

## Table 4.16

Variation of $\tan \delta_{1}{ }^{+}$with the number of integration points ( $N S=N C$ ) used in the Gauss-Laguerre Quadrature to evaluate the directdirect and the open-closed channel matrix elements.

| NS | (Method) | 20 | 25 | 30 | 35 | 40 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a^{-1}\right) \downarrow$ |  |  |  |  |  |  |
| 0.05 | K | -0.9828E-03 | -0.9833E-03 | -0.9833E-03 | -0.9831E-03 | -0.9830E-03 |
|  | IK | -0.9548E-03 | $-0.9549 \mathrm{E}-03$ | -0.9549E-03 | -0.9549E-03 | -0.9549E-03 |
| 0.10 | $\begin{gathered} \text { K } \\ \text { IK } \end{gathered}$ | $\begin{array}{\|c\|} \hline-0.3742 \mathrm{E}-01 \\ -0.3813 \mathrm{E}-02 \\ \hline \end{array}$ | $\left\|\begin{array}{l\|} -0.3750 \mathrm{E}-01 \\ -.3813 \mathrm{E}-01 \end{array}\right\|$ | $\begin{array}{\|c\|} \hline-0.3751 \mathrm{E}-01 \\ -0.3813 \mathrm{E}-01 \\ \hline \end{array}$ | $\begin{array}{\|l\|} \hline-0.3750 \mathrm{E}-03 \\ -0.3813 \mathrm{E}-01 \end{array}$ | $\begin{aligned} & -0.3749 \mathrm{E}-01 \\ & -0.3813 \mathrm{E}-01 \\ & \hline \end{aligned}$ |
| 0.15 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & -0.1235 \\ & -0.1235 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.1235 \\ & -0.1235 \\ & \hline \end{aligned}$ | $\begin{array}{\|l} -0.1235 \\ -0.1235 \\ \hline \end{array}$ | $\begin{array}{\|l\|} -0.1235 \\ -0.1235 \\ \hline \end{array}$ | $\begin{aligned} & -0.1235 \\ & -0.1235 \end{aligned}$ |
| 0.20 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \end{aligned}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.2392 \\ & -0.2392 \\ & \hline \end{aligned}$ |
| 0.25 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \end{array}$ | $\begin{aligned} & -0.3680 \\ & -0.3681 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.3681 \\ & -0.3681 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.3681 \\ & -0.3681 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.3681 \\ & -0.3681 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.3681 \\ & -0.3681 \\ & \hline \end{aligned}$ |
| 030 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \end{array}$ | $\begin{aligned} & -0.4993 \\ & -0.4993 \end{aligned}$ | $\begin{aligned} & -0.4994 \\ & -0.4993 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.4994 \\ & -0.4993 \end{aligned}$ | $\begin{array}{r} -0.4994 \\ -0.4993 \\ \hline \end{array}$ | $\begin{array}{\|l} -0.4994 \\ -0.4993 \\ \hline \end{array}$ |
| 0.35 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{array}{r} -0.6246 \\ -0.6246 \\ \hline \end{array}$ | $\begin{aligned} & -0.6250 \\ & -0.6250 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.6250 \\ & -0.6250 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.6250 \\ & -0.6250 \\ & \hline \end{aligned}$ | $\begin{array}{\|} -0.6250 \\ -0.6250 \\ \hline \end{array}$ |
| 0.40 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & -0.7372 \\ & -0.7370 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.7367 \\ & -0.7365 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.7365 \\ & -0.7363 \end{aligned}$ | $\begin{aligned} & -0.7365 \\ & -0.7363 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.7365 \\ & -0.7363 \\ & \hline \end{aligned}$ |
| 0.45 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \end{array}$ | $\begin{array}{r} -0.8159 \\ -0.8160 \\ \hline \end{array}$ | $\begin{aligned} & -0.8197 \\ & -0.8197 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8204 \\ & -0.8204 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8205 \\ & -0.8206 \\ & \hline \end{aligned}$ | $\begin{array}{\|l} -0.8205 \\ -0.8206 \\ \hline \end{array}$ |
| 0.46 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{aligned} & -0.8219 \\ & -0.8221 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8302 \\ & -0.8302 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8317 \\ & -0.8318 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8320 \\ & -0.8321 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8321 \\ & -0.8322 \\ & \hline \end{aligned}$ |
| 0.47 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \\ \hline \end{array}$ | $\begin{array}{r} -0.8259 \\ -0.8250 \\ \hline \end{array}$ | $\begin{aligned} & -0.8382 \\ & -0.8382 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8407 \\ & -0.8407 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8411 \\ & -0.8411 \\ & \hline \end{aligned}$ | $\begin{array}{\|l} -0.8411 \\ -0.8411 \\ \hline \end{array}$ |
| 0.48 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \end{array}$ | $\begin{aligned} & -0.8257 \\ & -0.8249 \end{aligned}$ | $\begin{array}{r} -0.8432 \\ -0.8432 \\ \hline \end{array}$ | $\begin{array}{\|l} -0.8462 \\ -0.8462 \\ \hline \end{array}$ | $\begin{aligned} & -0.8465 \\ & -0.8465 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8465 \\ & -0.8465 \\ & \hline \end{aligned}$ |
| 0.485 | $\begin{array}{r} \mathrm{K} \\ \mathrm{IK} \end{array}$ | $\begin{array}{\|l\|l\|} \hline-0.8244 \\ -0.8235 \\ \hline \end{array}$ | $\begin{aligned} & -0.8441 \\ & -0.8440 \\ & \hline \end{aligned}$ | $\begin{aligned} & -0.8471 \\ & -0.8471 \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} -0.8472 \\ -0.8471 \\ \hline \end{array}$ | $\begin{array}{\|l} -0.8471 \\ -0.8471 \\ \hline \end{array}$ |
| 0.490 | $\begin{array}{r} \text { K } \\ \text { K } \end{array}$ | $\begin{array}{\|l} -0.8214 \\ -0.8207 \end{array}$ | $\begin{aligned} & -0.8429 \\ & -0.8428 \end{aligned}$ | $\begin{aligned} & -0.8456 \\ & -0.8456 \end{aligned}$ | $\begin{array}{\|l\|l} -0.8454 \\ -0.8454 \end{array}$ | $\begin{aligned} & -0.8452 \\ & -0.8452 \end{aligned}$ |

where
$\begin{aligned} K & =\tan ^{+}{ }_{1}^{+} \text {evaluated by the Kohn variational method. } \\ I K & =\tan \delta_{1}+\text { evaluated by the Inverse Kohn variational method. }\end{aligned}$
$1,3^{2}$ resonances in ( $e^{-}-\mathrm{Ps}$ ) scattering (see text), energies measured in Ryd, and measured from the g.s.

| Calculation | $1_{P(1)}$ |  | $3_{P(1)}$ |  | $3^{3}(2)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $E_{R}$ | $\Gamma$ | $E_{R}$ | $\Gamma\left(\times 10^{-4}\right)$ | $E_{R}$ | $\Gamma\left(\times 10^{-4}\right)$ |
| Ward et al <br> (1986b) | 0.3744 |  | 0.35334 | 2.6 | 0.37492 | 0.75 |
| Greene and <br> Botero (1986) | 0.37483 |  |  |  |  |  |

Table 4.18
Convergence of tan $\delta_{1}^{+}$near $n=2$ threshold, ( $\left.k=0.50 a_{0}{ }^{-1}\right)$
Choice of non-linear parameters, $\alpha=0.30, \gamma=0.06, \mu=0.3(\mathrm{n}=5, \mathrm{NS}=\mathrm{NC}=35)$

| $\omega$ |  | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a_{0}{ }^{1}\right)$ | (Method) |  |  |  |  |  |  |  |
| 0.482 | K | -0.8949 | -0.9476 | -0.8474 | -0.8496 | -0.8439 | -0.8473 | -0.8470 |
|  | IK | -0.9375 | -0.8560 | -0.8535 | -0.8495 | -0.8490 | -0.8498 | -0.8470 |
|  | $\Delta$ | -0.1 | -0.6 | -0.08 | -0.06 | +0.2 | +0.02 | 0.003 |
| 0.483 | K | -0.8951 | -0.9444 | -0.8474 | -0.8498 | -0.8434 | -0.8474 | -0.8471 |
|  | IK | -0.9341 | -0.8560 | -0.8536 | -0.8497 | -0.8491 | -0.8497 | -0.8471 |
|  | $\Delta$ | -0.1 | -0.6 | -0.08 | -0.006 | 0.2 | 0.02 | 0.004 |
| 0.484 | K | -0.8952 | -0.9415 | -0.8472 | -0.8498 | -0.8426 | -0.8475 | -0.8472 |
|  | IK | -0.9311 | -0.8558 | -0.8537 | -0.8498 | -0.8492 | -0.8496 | -0.8472 |
|  | $\triangle$ | -0.1 | -0.6 | 0.8 | -0.005 | 0.2 | 0.02 | 0.004 |
| 0.485 | K | -0.8952 | -0.9389 | -0.8470 | -0.8498 | -0.8414 | -0.8475 | -0.8472 |
|  | IK | -0.9283 | -0.8556 | -0.8537 | -0.8498 | -0.8492 | -0.8495 | -0.8471 |
|  | $\Delta$ | -0.1 | -0.6 | 0.08 | -0.005 | 0.3 | 0.02 | 0.005 |
| 0.486 | K | -0.8952 | -0.9365 | -0.8467 | -0.8497 | -0.8396 | -0.8474 | -0.8470 |
|  | IK | -0.9257 | -0.8553 | -0.8536 | -0.8497 | -0.8491 | -0.8493 | -0.8470 |
|  | $\Delta$ | -0.1 | -0.5 | 0.09 | -0.004 | 0.3 | 0.02 | 0.005 |
| 0.487 | K | -0.8950 | -0.9343 | -0.8463 | -0.8495 | -0.8369 | -0.8471 | -0.8468 |
|  | IK | -0.9233 | -0.8548 | -0.8535 | -0.8494 | -0.8489 | -0.8490 | -0.8468 |
|  | $\triangle$ | -0.1 | -0. 5 | 0.09 | -0.004 | 0.4 | 0.02 | 0.005 |
| 0.490 | K | -0.8939 | -0.9281 | -0.8442 | -0.8480 | -0.7953 | -0.8457 | -0.8454 |
|  | IK | -0.9165 | -0.8529 | -0.8522 | -0.8480 | -0.8475 | -0.8473 | -0.8454 |
|  | $\Delta$ | -0.1 | -0.5 | 0.1 | -0.001 | 2 | 0.03 | 0.006 |

## Table 5.1

Phaseshifts for ( $e^{-}-$Ps $)$scattering in several models.
(a) $\quad l=0, s=0$

| $k\left(\mathrm{a}_{0} \mathrm{P}^{1}\right)$ | Variational V <br> $(\omega=\infty)$ | Static-exchange <br> S.E. | Adiabatic-exchange <br> $B=0.8003354 \mathrm{~A} . \mathrm{E}$. |
| :---: | :---: | :---: | :---: |
| 0.05 | $2.547( \pm 4)$ | 2.230 | 2.449 |
| 0.10 | $2.049( \pm 1)$ | 1.654 | 1.905 |
| 0.15 | $1.668( \pm 2)$ | 1.272 | 1.502 |
| 0.20 | $1.378( \pm 2)$ | 0.987 | 1.196 |
| 0.25 | $1.156( \pm 2)$ | 0.764 | 0.957 |
| 0.30 | $0.984( \pm 2)$ | 0.584 | 0.770 |
| 0.35 | $0.852( \pm 1)$ | 0.439 | 0.613 |
| 0.40 | $0.748( \pm 2)$ | 0.320 | 0.488 |
| 0.45 | $0.667( \pm 1)$ | 0.223 | 0.386 |

$\mathrm{l}=0, \mathrm{~s}=1$

| $\mathrm{K}\left(\mathrm{a}_{\circ}-^{1}\right)$ | Variational V <br> $(\omega=\infty)$ | Static-exchange <br> S.E. | Adiabatic-exchange <br> A.E. $\beta=0.2961558$ |
| :---: | :---: | :---: | :---: |
| 0.05 | $-0.25( \pm 1)$ | -0.291 | -0.269 |
| 0.10 | $-0.5361( \pm 8)$ | -0.570 | -0.541 |
| 0.15 | $-0.797( \pm 2)$ | -0.829 | -0.802 |
| 0.20 | $-1.025( \pm 1)$ | -1.064 | -1.039 |
| 0.25 | $-1.247( \pm 1)$ | -1.273 | -1.249 |
| 0.30 | $-1.432( \pm 2)$ | -1.457 | -1.434 |
| 0.35 | $-1.596( \pm 1)$ | -1.619 | -1.597 |
| 0.40 | $-1.739( \pm 2)$ | -1.761 | -1.740 |
| 0.45 | $-1.865( \pm 1)$ | -1.887 | -1.866 |

The brackets indicate the estimated accuracy in the last figure.

## Table 5.1/continued

(b) $\quad l=1, s=0$

| $k\left(\mathrm{a}_{0}{ }^{1}\right)$ | Variational V <br> $(\omega=9)$ | Variational V <br> $\star(\omega \rightarrow \infty)$ | Static-exchange <br> S.E. | Adiabatic-exchange <br> $\beta=0.8003354$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.05 | -0.0006 | $-0.0004( \pm 2)$ | -0.009 | -0.003 |
| 0.10 | -0.038 | $-0.0381( \pm 1)$ | -0.058 | -0.0315 |
| 0.15 | -0.123 |  | -0.149 | -0.104 |
| 0.20 | -0.235 | $-0.2347( \pm 1)$ | -0.264 | -0.202 |
| 0.25 | -0.353 |  | -0.384 | -0.305 |
| 0.30 | -0.463 | $-0.4629( \pm 3)$ | -0.498 | -0.400 |
| 0.35 | -0.559 |  | -0.598 | -0.480 |
| 0.40 | -0.635 | $-0.6343( \pm 5)$ | -0.682 | -0.542 |
| 0.45 | -0.687 |  | -0.750 | -0.585 |

$1=1, s=1$

| $\mathrm{k}\left(\mathrm{a}_{0} \mathrm{a}^{1}\right)$ | Variational V <br> $(\omega=9)$ | Variational V <br> $\star(\omega \rightarrow \infty)$ | Static-exchange <br> S.E. | Adiabatic-exchange <br> A.E. $B=0.8003054$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.05 | 0.031 | $0.0310( \pm 4)$ | 0.014 | 0.026 |
| 0.10 | 0.192 | $0.1923( \pm 3)$ | 0.107 | 0.183 |
| 0.15 | 0.484 |  | 0.294 | 0.466 |
| 0.20 | 0.707 | $0.7066( \pm 2)$ | 0.476 | 0.692 |
| 0.25 | 0.784 |  | 0.569 | 0.778 |
| 0.30 | 0.778 | $0.7777( \pm 1)$ | 0.586 | 0.778 |
| 0.35 | 0.737 |  | 0.561 | 0.739 |
| 0.40 | 0.687 | $0.6868( \pm 3)$ | 0.519 | 0.688 |
| 0.45 | 0.641 |  | 0.472 | 0.634 |

* Graphical estimates of the phaseshifts for $\omega=\infty$

The brackets indicate the estimated accuracy in the last figure.

Table 5.1/continued

$$
1=2, s=0
$$

| $k\left(a_{0}{ }^{-1}\right)$ | $\begin{gathered} \text { Static-exchange } \\ \text { S.E. } \end{gathered}$ | Adiabatic-exchange <br> A.E. $B=0.8003354$ | Born-Polarisation B.P. |
| :---: | :---: | :---: | :---: |
| 0.05 | 0.0001 | 0.0007 | 0.0018 |
| 0.10 | 0.0026 | 0.0093 | 0.0072 |
| 0.15 | 0.0152 | 0.0320 | 0.016 |
| 0.20 | 0.0454 | 0.0769 | 0.029 |
| 0.25 | 0.0919 | 0.141 | 0.045 |
| 0.30 | 0.144 | 0.210 | 0.065 |
| 0.35 | 0.188 | 0.269 | 0.088 |
| 0.40 | 0.217 | 0.308 | 0.114 |
| 0.45 | 0.231 | 0.329 | 0.144 |
|  | = $2, \mathrm{~s}=1$ |  |  |
| $k\left(a_{0}{ }^{-1}\right)$ | $\begin{gathered} \text { Static-exchange } \\ \text { S.E. } \end{gathered}$ | Adiabatic-exchange $\text { A.E. } B=0.8003354$ | Born-Polarisation B.P. |
| 0.05 | -0.00009 | 0.0005 | 0.0018 |
| 0.10 | -0.0024 | 0.0040 | 0.0072 |
| 0.15 | -0.0134 | 0.0012 | 0.016 |
| 0.20 | -0.0386 | -0.0142 | 0.029 |
| 0.25 | -0.0770 | -0.0420 | 0.045 |
| 0.30 | -0.123 | -0.0764 | 0.065 |
| 0.35 | -0.170 | -0.111 | 0.088 |
| 0.40 | -0.212 | -0.141 | 0.114 |
| 0.45 | -0.248 | -0.162 | 0.144 |

Table 5.1/continued
(c) $\quad 1=3, \quad s=0$

| $k\left(a_{0}-^{1}\right)$ | Static-exchange <br> S.E. | Adiabatic-exchange <br> A.E. $B=0.8003354$ | Born-Polarisation <br> B.P. |
| :---: | :---: | :---: | :---: |
|  |  |  | 0.0006 |
| 0.05 | -0.00007 | 0.0013 | 0.0024 |
| 0.10 | -0.0009 | 0.0042 | 0.0054 |
| 0.15 | -0.0042 | 0.0050 | 0.0096 |
| 0.20 | -0.0119 | 0.0024 | 0.015 |
| 0.25 | -0.0247 | -0.0046 | 0.022 |
| 0.30 | -0.0413 | -0.0148 | 0.029 |
| 0.35 | -0.0595 | -0.0260 | 0.038 |
| 0.40 | -0.0772 | -0.0362 | 0.048 |
| 0.45 |  |  |  |

$1=3, \quad s=1$

| $k\left(a_{0}{ }^{-1}\right)$ | Static-exchange <br> S.E. | Adiabatic-exchange <br> A.E. $B=0.8003354$ | Born-P.olarisation <br> B.P. |
| :---: | :---: | :---: | :---: |
| 0.05 |  |  | 0.0006 |
| 0.10 | 0.00007 | 0.0015 | 0.0024 |
| 0.15 | 0.0009 | 0.0060 | 0.0054 |
| 0.20 | 0.0043 | 0.0137 | 0.0096 |
| 0.25 | 0.0124 | 0.0276 | 0.015 |
| 0.30 | 0.0260 | 0.0480 | 0.022 |
| 0.35 | 0.0435 | 0.0731 | 0.029 |
| 0.40 | 0.0618 | 0.0994 | 0.038 |
| 0.45 | 0.0782 | 0.123 | 0.048 |

## Table 5.2

$$
1=5, \quad s=0,1
$$

| $k\left(\mathrm{a}_{\mathrm{o}}{ }^{1}\right)$ | Born-Polarisation <br> B.P. | Adiabatic-exchange A.E. <br> $\beta=0.8003354$ |  |
| :---: | :---: | :---: | :---: |
|  |  | SINGLET | TRIPLET |
|  |  |  |  |
| 0.25 | 0.004 | 0.003 | 0.003 |
| 0.30 | 0.005 | 0.004 | 0.006 |
| 0.35 | 0.007 | 0.005 | 0.009 |

Singlet and triplet scattering lengths and the zero-energy partial cross-section for $1=0$ calculated by the $S E$ and the Kohn variational method.

| Method employed | Singlet scattering length (ao) | Triplet scattering length (a。) | ```Zero-energy s-wave cross-section \pi a o }\mp@subsup{}{}{2``` |
| :---: | :---: | :---: | :---: |
| Kohn <br> variational <br> $(\omega \rightarrow \infty)$ | $12.0 \pm 0.3$ | $4.6 \pm 0.4$ | 208 |
| S E | $20.5 \pm 0.2$ | $5.8 \pm 0.2$ | 521 |

Table 5.4

Relative differences between the variational phase shifts and the static-exchange and adiabatic-exchange results for $1,3^{3}, 1,3_{P} \quad e^{-}$-Ps scattering.
s-wave

| $k\left(a_{0}{ }^{1}\right)$ | SINGLET |  | TRIPLET |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $R^{+}(S . E)$. | $R^{+}($A.E. $)$ | $R^{-}$(S.E.) | $R^{-}$(A.E.) |
|  |  |  |  | $B=0.29161558$ |
| 0.05 | 0.13 | 0.04 | -0.16 | -0.08 |
| 0.10 | 0.19 | 0.07 | -0.06 | -0.009 |
| 0.15 | 0.24 | 0.10 | -0.04 | -0.006 |
| 0.20 | 0.28 | 0.13 | -0.03 | -0.004 |
| 0.25 | 0.34 | 0.17 | -0.02 | -0.002 |
| 0.30 | 0.41 | 0.22 | -0.02 | -0.001 |
| 0.35 | 0.48 | 0.28 | -0.01 | -0.0006 |
| 0.40 | 0.57 | 0.35 | -0.01 | -0.0006 |
| 0.45 | 0.67 | 0.42 | -0.01 | -0.0005 |
|  |  |  |  |  |

p-wave

| $k\left(\mathrm{a}_{0}{ }^{1}\right)$ | SINGLET |  | TRIPLET |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{R}^{+}$(S.E.) | $\mathrm{R}^{+}$(A.E.) | $\mathrm{R}^{-}$(S.E.) | $\mathrm{R}^{-}$(A.E.) |
| 0.05 | -14 | -4 | 0.55 | 0.16 |
| 0.10 | -0.53 | 0.17 | 0.44 | 0.05 |
| 0.15 | -0.21 | 0.16 | 0.39 | 0.04 |
| 0.20 | -0.12 | 0.14 | 0.33 | 0.02 |
| 0.25 | -0.09 | 0.14 | 0.27 | 0.008 |
| 0.30 | -0.08 | 0.14 | 0.25 | 0 |
| 0.35 | -0.07 | 0.14 | 0.24 | 0.003 |
| 0.40 | -0.07 | 0.15 | 0.25 | 0.002 |
| 0.45 | -0.09 | 0.15 | 0.26 | 0.01 |
|  |  |  |  |  |

Total cross-sections :
Total elastic cross-section ( $\sigma_{e l}$ )
Momentum transfer cross-section ( $\sigma_{0}$ )
Ortho-para conversion cross-section ( $\sigma_{c}$ )

Units $a_{0}{ }^{2}$ (see text)

| $k\left(a_{0}{ }^{1}\right)$ | $\sigma_{e l}$ | $\sigma_{D}$ | $\sigma_{C}$ | $\sigma_{C} / \sigma_{\mathrm{el}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 208 | 208 | 13.7 | 0.066 |
| 0.05 | 202 | 220 | 11.7 | 0.058 |
| 0.10 | 190 | 230 | 10.9 | 0.057 |
| 0.15 | 201 | 225 | 15.3 | 0.076 |
| 0.20 | 180 | 169 | 15.3 | 0.085 |
| 0.25 | 136 | 115 | 12.4 | 0.091 |
| 0.30 | 100 | 82 | 9.9 | 0.098 |
| 0.35 | 75 | 62 | 8.0 | 0.108 |
| 0.40 | 57 | 44 | 39 | 6.6 |
| 0.45 |  |  | 5.5 | 0.118 |
|  |  |  |  | 0.126 |
|  |  |  |  |  |

Table 5.6

Elastic differential cross-section $I_{e l}\left(\theta, \mathrm{k}^{2}\right) \mathrm{a}_{0}{ }^{2} \mathrm{Sr}^{-1}$. Calculated using $l=0,1$ phase shifts determined by the variational method, higher partial phase shifts determined by the adiabatic-exchange method until convergence was obtained with the Born-polarisation phase shifts.

$$
k\left(a_{0}{ }^{-1}\right)
$$

| $\theta$ (degs) | 0.10 | 0.15 | 0.20 | 0.30 | 0.40 | 0.45 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 33 | 84 | 113 | 84 | 59 | 51 |
| 5 | 33 | 81 | 110 | 80 | 53 | 45 |
| 10 | 33 | 79 | 106 | 75 | 47 | 39 |
| 15 | 33 | 75 | 101 | 71 | 43 | 34 |
| 20 | 32 | 71 | 96 | 66 | 39 | 30 |
| 30 | 31 | 63 | 84 | 57 | 31 | 23 |
| 50 | 30 | 44 | 57 | 38 | 20 | 14 |
| 60 | 31 | 36 | 44 | 29 | 15 | 11 |
| 80 | 36 | 27 | 24 | 14 | 8 | 6 |
| 90 | 40 | 28 | 19 | 9 | 5 | 4 |
| 100 | 46 | 33 | 18 | 5 | 3 | 3 |
| 110 | 53 | 41 | 22 | 4 | 2 | 2 |
| 120 | 61 | 52 | 31 | 7 | 2 | 2 |
| 130 | 69 | 66 | 43 | 14 | 5 | 4 |
| 150 | 82 | 94 | 74 | 40 | 26 | 21 |
| 180 | 92 | 116 | 100 | 70 | 59 | 54 |
|  |  |  |  |  |  |  |

## Table 5.7

Minima in the elastic differential cross-sections.

$$
I_{e l}\left(\theta, k^{2}\right) \quad a_{0}^{2} S r^{-1}
$$

| $k$ | 0.01 | 0.15 | 0.20 | 0.25 | 0.30 | 0.35 | 0.40 | 0.45 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta^{\prime}$ degs | 50 | 80 | 100 | 100 | 110 | 110 | 110 | 120 |
| $I_{\left.\mathrm{mirr}^{\prime}, \mathrm{k}^{2}\right)}^{\mathrm{a}_{0}^{2} \mathrm{Sr}^{1}}$ | 30 | 27 | 18 | 9.4 | 4.4 | 2.4 | 1.9 | 1.6 |

$\theta^{\prime}$ is the angle in degrees which gives a minimum in $I_{e l}\left(\theta, k^{2}\right)$ for a certain value of $k^{2}$.

Sensitivity of the photodetachment cross-section of Ps on the bound-state wavefunction. Length formulation.

Varying number of linear parameters in the bound-state wavefunction.

Optimized non-linear parameters :

$$
\alpha_{b}=0.30, \quad \gamma_{b}=0.048
$$

Accurate $p$-wave continuum wavefunction, optimized non-linear parameters.

$$
\begin{aligned}
& 0<k<0.05 a_{0}^{1}, \quad \alpha_{C}=0.15, \\
& 0.05 \leqslant k<0.1 a_{0}^{-1}, \quad \alpha_{C}=0.15, \\
& 0.1 \leqslant k<0.5{a_{0}^{1}}_{C}^{1}, \quad \alpha_{C}=0.30, \\
& \gamma_{C}=0.03, \\
& \omega_{C}=9,220 \text { linear parameters }
\end{aligned}
$$

$$
\underline{o}_{\lambda}(\mathrm{L})\left(10^{-18} \mathrm{~cm}^{2}\right)
$$

| $\begin{aligned} & \omega_{N^{b}}^{N_{b}} \\ & \varepsilon_{b}(\mathrm{a} . \text { u. }) \end{aligned}$ | $\begin{gathered} 3 \\ 13 \\ 0.0109825351 \\ 0.12100983 \end{gathered}$ | $\begin{gathered} 5 \\ 34 \\ 0.0119568421 \\ 0.12626344 \end{gathered}$ | $\begin{gathered} 7 \\ 70 \\ 0.0120026975 \\ 0.012650533 \end{gathered}$ | $\begin{gathered} 8 \\ 95 \\ 0.0120046146 \\ 0.12651543 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda\left(10^{3} \mathrm{~A}\right)$ |  |  |  |  |
| 2.3 | 48.41 | 40.35 | 39.94 | 40.09 |
| 2.4 | 30.54 | 28.53 | 28.05 | 28.15 |
| 2.5 | 28.85 | 26.67 | 26.22 | 26.33 |
| 2.7 | 28.18 | 25.51 | 25.51 | 25.27 |
| 3.0 | 28.70 | 25.20 | 25.05 | 25.15 |
| 3.5 | 30.50 | 25.55 | 25.84 | 25.83 |
| 4.0 | 32.60 | 26.28 | 27.00 | 26.85 |
| 4.5 | 34.76 | 27.29 | 28.32 | 28.03 |
| 5.0 | 36.85 | 28.53 | 29.67 | 29.32 |
| 7.5 | 44.72 | 37.71 | 36.50 | 36.90 |
| 10.0 | 47.35 | 49.12 | 44.20 | 45.03 |
| 12.0 | 46.32 | 57.15 | 51.13 | 51.20 |
| 140 | 43.44 | 62.66 | 57.93 | 56.79 |
| 15.0 | 41.53 | 64.25 | 60.95 | 59.25 |
| 16.0 | 39.41 | 65.03 | 63.56 | 61.44 |
| 17.0 | 37.16 | 65.01 | 65.62 | 63.27 |
| 18.0 | 34.82 | 64.24 | 67.07 | 64.69 |

Table 6.1/continued
$\underline{\sigma}_{\lambda}(L)\left(10^{-18} \mathrm{~cm}^{2}\right)$

| $\omega_{b^{\prime}}$ $N_{b}$ $\varepsilon_{b}^{\prime}$ a.u. $\underset{\gamma}{ }$ | 3 13 0.0109825351 0.12100983 | $\begin{gathered} 5 \\ 34 \\ 0.0119568421 \\ 0.12626344 \end{gathered}$ | $\begin{gathered} 7 \\ 70 \\ 0.0120026975 \\ 0.012650533 \end{gathered}$ | $\begin{gathered} 8 \\ 95 \\ 0.0120046146 \\ 0.12651543 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda\left(10^{3} \AA\right)$ |  |  |  |  |
| 19 | 32.43 | 62.78 | 67.83 | 65.63 |
| 20 | 30.04 | 60.70 | 67.87 | 66.04 |
| 20.5 | 28.85 | 59.45 | 67.61 | 66.04 |
| 21.0 | 27.67 | 58.08 | 67.16 | 65.88 |
| 21.5 | 26.51 | 56.58 | 66.54 | 65.57 |
| 22.0 | 25.35 | 54.99 | 65.73 | 65.10 |
| 22.5 | 24.21 | 53.29 | 64.74 | 64.47 |
| 23 | 23.09 | 51.51 | 63.57 | 63.68 |
| 25 | 18.83 | 43.74 | 57.37 | 58.97 |
| 27.5 | 14.03 | 33.19 | 46.60 | 49.68 |
| 30.0 | 9.94 | 22.74 | 33.86 | 37.50 |
| 32.5 | 6.48 | 13.20 | 20.60 | 23.70 |
| 35.0 | 3.74 | 5.46 | 8.69 | 10.36 |
| 37.5 | 1.71 | 0.46 | 0.54 | 0.65 |
| 37.94346 | 1.41 | 0.06 | 0.00 | 0.00 |

Sensitivity of the photodetachment cross-section of $\mathrm{Ps}^{-}$ on the bound-state wavefunction. Velocity formulation.

Varying number of linear parameters in the bound-state wavefunction.
Optimized non-linear parameters: $\alpha_{b}=0.30, \gamma_{b}=0.048$
Accurate $p$-wave continuum wavefunction, optimized non-linear parameters.

$$
\begin{aligned}
& 0<k<0.05 a_{0}^{-1}, \quad \alpha_{C}=0.15, \gamma_{C}=0.01, \mu_{c}=0.3 \\
& 0.05 \leq k<0.1 a_{0}^{1}, \quad \alpha_{c}=0.15, \gamma_{C}=0.03, \mu_{c}=0.3 \\
& 0.1 \leq k<0.5 a_{0}^{-1}, \quad \alpha_{C}=0.30, \gamma_{C}=0.06, \mu_{C}=0.3 \\
& \omega_{C}=9,220 \text { 1inear parameters. }
\end{aligned}
$$

$\underline{\sigma}_{\lambda}(\mathrm{V})\left(10^{-18} \mathrm{~cm}^{2}\right)$

| $\omega_{b} \rightarrow$ $N_{b}$ $\varepsilon_{p}($ a.u. | 3 13 0.0109825351 0.12100983 | 5 34 0.0119568421 0.12626344 | 7 70 0.0120026975 0.012650533 | $\begin{gathered} \quad 8 \\ 95 \\ 0.0120046146 \\ 0.12651543 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda\left(10^{3} \mathrm{~A}\right)$ |  |  |  |  |
| 2.3 | 46.77 | 40.18 | 40.10 | 40.12 |
| 2.4 | 29.45 | 28.45 | 28.18 | 28.16 |
| 2.5 | 27.64 | 26.65 | 26.34 | 26.33 |
| 2.7 | 26.63 | 25.60 | 25.24 | 25.25 |
| 3.0 | 26.62 | 25.48 | 25.08 | 25.11 |
| 3.5 | 27.60 | 26.13 | 25.72 | 25.77 |
| 4.0 | 29.08 | 27.09 | 26.76 | 26.80 |
| 4.5 | 30.88 | 28.20 | 28.01 | 28.01 |
| 5.0 | 32.89 | 29.39 | 29.35 | 29.33 |
| 7.5 | 44.84 | 36.50 | 37.07 | 36.92 |
| 10.0 | 57.38 | 45.09 | 45.01 | 45.15 |
| 12.0 | 66.18 | 52. 30 | 51.06 | 51.40 |
| 14.0 | 73.07 | 59.03 | 56.53 | 56.86 |
| 15.0 | 75.65 | 61.98 | 58.94 | 59.18 |
| 16.0 | 77.62 | 64.53 | 61.06 | 61.16 |
| 17.0 | 78.95 | 66.63 | 62.84 | 62.77 |
| 18.0 | 79.66 | 68.19 | 64.23 | 63.98 |

$$
\underline{\sigma}_{\lambda}(\mathrm{V})\left(10^{-18} \mathrm{~cm}^{2}\right)
$$

| $\begin{aligned} & \omega_{b} \rightarrow \\ & N_{b} \\ & \varepsilon_{b}(\text { a.u. }) \\ & \gamma \end{aligned}$ | $\begin{gathered} 3 \\ 13 \\ 0.0109825351 \\ 0.12100983 \end{gathered}$ | $\begin{gathered} 5 \\ 34 \\ 0.0119568421 \\ 0.12626344 \end{gathered}$ | $\begin{gathered} 7 \\ 70 \\ 0.0120026975 \\ 0.012650533 \end{gathered}$ | $\begin{gathered} 8 \\ 95 \\ 0.0120046146 \\ 0.12651543 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda\left(10^{3} \mathrm{~A}\right)$ |  |  |  |  |
| 19 | 79.75 | 69.19 | 65.17 | 64.76 |
| 20 | 79.23 | 69.57 | 65.63 | 65.06 |
| 20.5 | 78.75 | 69.52 | 65.67 | 65.03 |
| 21.0 | 78.12 | 69.31 | 65.56 | 64.87 |
| 21.5 | 77.36 | 68.94 | 65.32 | 64.58 |
| 22.0 | 76.47 | 68.40 | 64.94 | 64.16 |
| 22.5 | 75.44 | 67.70 | 64.41 | 63.60 |
| 23.0 | 74.29 | 66.83 | 63.72 | 62.90 |
| 25.0 | 68.52 | 61.79 | 59.54 | 58.75 |
| 27.5 | 59.06 | 52.17 | 51.00 | 50.44 |
| 30.0 | 47.92 | 39.70 | 39.34 | 39.10 |
| 32.5 | 35.55 | 25.55 | 25.53 | 25.55 |
| 35.0 | 23.18 | 11.66 | 11.51 | 11.61 |
| 37.5 | 11.83 | 1.07 | 0.76 | 0.76 |
| 37.94346 | 9.98 | 0.14 | 0.00 | 0.00 |

## Photodetachment of $\mathrm{Ps}^{-}$

Accurate bound-state wavefunction. Optimized non-linear parameters, $\quad \alpha_{b}=0.30, \gamma_{b}=0.048$
$\omega_{b}=8,95$ linear parameters.
$\varepsilon_{b}=0.0120046146$ a.u.
Accurate p-wave continuum wavefunction, optimized non-linear parameters.

$$
\begin{aligned}
& 0<k<0.05 a_{0}^{-1}, \quad \alpha_{c}=0.15, \gamma_{c}=0.01, \quad \mu_{c}=0.3 \\
& 0.05 \leqslant k<0.1 a_{0}-1, \alpha_{c}=0.15, \gamma_{c}=0.03, \quad \mu_{c}=0.3 \\
& 0.1 \leqslant k<0.5 a_{0}-1, \quad \alpha_{c}=0.30, \gamma_{c}=0.06, \quad \mu_{c}=0.3
\end{aligned}
$$

$\omega_{C}=9,220$ linear parameters.

| $\lambda\left(10^{3} \AA\right)$ | $k\left(a-{ }^{1}\right)$ | $\sigma_{\lambda}(\mathrm{L})\left(10^{-18} \mathrm{~cm}^{2}\right)$ | $\sigma_{\lambda}(V)\left(10^{-18} \mathrm{~cm}^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| 2.283224 | 0.5000 | 63.56 | 63.59 |
| 2.3 | 0.4981 | 40.09 | 40.12 |
| 2.4 | 0.4869 | 28.15 | 28.16 |
| 2.5 | 0.4764 | 26.33 | 26.33 |
| 2.7 | 0.4571 | 25.27 | 25.25 |
| 3.0 | 0.4318 | 25.15 | 25.11 |
| 4.0 | 0.3686 | 25.85 | 26.80 |
| 4.5 | 0.3449 | 28.03 | 28.01 |
| 5.0 | 0.3248 | 29.32 | 29.33 |
| 7.5 | 0.2549 | 36.90 | 36.92 |
| 10.0 | 0.2115 | 45.03 | 45.15 |
| 12.0 | 0.1860 | 51.20 | 51.40 |
| 14.0 | 0.1655 | 56.79 | 56.86 |
| 15.0 | 0.1565 | 59.25 | 59.18 |
| 16.0 | 0.1482 | 61.44 | 61.16 |
| 17.0 | 0.1404 | 63.27 | 62.77 |
| 18.0 | 0.1332 | 64.69 | 63.98 |
| 19.0 | 0.1263 | 65.63 | 64.76 |
| 20.0 | 0.1198 | 66.04 | 65.06 |
| 20.5 | 0.1167 | 66.04 | 65.03 |
| 21.0 | 0.1137 | 65.88 | 64.87 |
| 21.5 | 0.1107 | 65.57 | 64.58 |
| 22.0 | 0.1077 | 65.10 | 64.16 |
| 22.5 | 0.1048 | 64.47 | 63.60 |
| 23 | 0.1020 | 63.68 | 62.90 |
| 25 | 0.09104 | 58.97 | 58.75 |
| 27.5 | 0.07797 | 49.68 | 50.44 |
| 30.0 | 0.06511 | 37.50 | 39.10 |
| 32.5 | 0.05178 | 23.70 | 25.55 |
| 35.0 | 0.03670 | 10.36 | 11.61 |
| 37.5 | 0.01378 | 0.65 | 0.76 |
| 37.94346 | 0.00077 | 0.00 | 0.00 |

## Table $6 \cdot 4$

## Photodetachment cross-section of $\mathrm{Ps}^{-}$using :

(a) the trial Kohn phaseshift,
(b) the stationary Kohn phaseshift, in the p-wave continuum variational wavefunction.

Continuum wavefunction : $\omega_{c}=9,220$ linear parameters, 3 optimized non-linear parameters.

Bound-state wavefunction $: \omega_{b}=8,95$ linear parameters, 2 optimized non-linear parameters.
$\left(\alpha_{b}=0.30, \gamma_{b}=0.048\right)$

| $\lambda\left(10^{3} \AA\right)$ | $\sigma_{\lambda}(\mathrm{L})\left(10^{-18} \mathrm{~m}^{2}\right)$ | $\sigma_{\lambda}(\mathrm{V})\left(10^{-18} \mathrm{~cm}^{2}\right)$ | $\sigma_{\lambda}(\mathrm{L})\left(10^{-18} \mathrm{~cm}^{2}\right)$ | $\sigma_{\lambda}(\mathrm{V})\left(10^{-18} \mathrm{~cm}^{2}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
| 2.283224 | 63.56 | 63.59 | 63.70 | 63.66 |
| 2.3 | 40.09 | 40.12 | 40.20 | 40.17 |
| 2.4 | 28.15 | 28.16 | 28.21 | 28.19 |
| 2.7 | 25.27 | 25.25 | 25.55 | 25.36 |
| 5.0 | 29.32 | 29.33 | 29.44 | 29.33 |
| 10.0 | 45.03 | 45.15 | 44.86 | 45.81 |
| 15.0 | 59.25 | 59.18 | 56.65 | 47.44 |
| 20.0 | 66.04 | 65.06 | 65.86 | 64.50 |
| 22.5 | 64.47 | 63.60 | 63.05 | 59.60 |
|  |  |  |  |  |

## Table 6.5

Sensitivity of the photodetachment cross-section of $\mathrm{Ps}^{-}$ on the $p$-wave continuum wavefunction. Length formulation.

Varying number of linear parameters in $p$-wave continumm wavefunction.

Bound-state wavefunction :
optimized non-linear parameters, $\alpha_{b}=0.30, \gamma_{b}=0.048$ $\omega_{\mathrm{b}}=8,95$ linear parameters.

Accurate p-wave continuum wavefunction : optimized non-linear parameters $0<k<0.05 \mathrm{a}_{\mathrm{o}}{ }^{1}, \alpha_{\mathrm{c}}=0.15, \gamma_{\mathrm{C}}=0.01, \mu_{\mathrm{c}}=03$ $0.05 \leqslant k<0.1 a_{i}^{1}, \alpha_{c}=0.15, \gamma_{c}=0.03, \mu_{c}=0.3$ $0.1 \leqslant k<0.5 \mathrm{a}_{0}^{-1}, \quad \alpha_{c}=0.30, \gamma_{c}=0.06, \mu_{c}=0.3$
$\underline{\sigma}_{\lambda}(L)\left(10^{-18} \mathrm{~cm}^{3}\right)$

| $\omega_{c}$ | 3 | 5 | 7 | 9 |
| :---: | :---: | :---: | :---: | :---: |
| $N_{C}$ | 20 | 56 | 120 | 220 |
| $\lambda\left(10^{3} \AA\right)$ |  |  |  |  |
| 2.3 | 36.28 | 35.51 | 39.67 | 40.09 |
| 2.4 | 31.32 | 27.78 | 27.52 | 28.15 |
| 2.5 | 29.52 | 26.19 | 26.24 | 26.33 |
| 2.7 | 28.23 | 25.28 | 25.28 | 25.27 |
| 3.0 | 28.04 | 25.21 | 25.17 | 25.15 |
| 3.5 | 30.60 | 25.89 | 25.85 | 25.83 |
| 4.0 | 24.30 | 27.07 | 26.85 | 26.85 |
| 4.5 | 27.65 | 28.09 | 28.05 | 28.03 |
| 5.0 | 29.28 | 29.36 | 29.34 | 29.32 |
| 7.5 | 37.29 | 36.25 | 36.90 | 36.90 |
| 10.0 | 44.65 | 45.07 | 45.02 | 45.03 |
| 12.0 | 51.04 | 51.29 | 51.21 | 51.20 |
| 14.0 | 56.60 | 57.04 | 56.79 | 56.79 |
| 15.0 | 59.03 | 59.01 | 59.27 | 59.25 |
| 16.0 | 61.15 | 61.41 | 61.46 | 61.44 |
| 17.0 | 62.89 | 63.27 | 63.30 | 63.27 |
| 18.0 | 64.19 | 64.69 | 64.72 | 64.69 |
| 19.0 | 64.97 | 65.63 | 65.68 | 65.63 |
| 20.0 | 65.12 | 66.03 | 66.05 | 66.04 |
| 20.5 | 64.93 | 66.01 | 66.04 | 66.04 |
| 21.0 | 64.51 | 65.85 | 65.88 | 65.88 |
| 21.5 | 63.80 | 65.54 | 65.57 | 65.57 |
| 22.0 | 62.61 | 65.06 | 65.09 | 65.10 |
|  |  | 212 |  |  |
|  |  |  |  |  |

Table $6.5 /$ continued

$$
\sigma_{\lambda}(L)\left(10^{-18} \mathrm{~cm}^{2}\right)
$$

| $\omega_{C}$ | 3 | 5 | 7 | 9 |
| :---: | :---: | :---: | :---: | :---: |
| $N_{C}$ | 20 | 56 | 120 | 220 |
| $\lambda\left(10^{3} \AA\right)$ |  |  |  |  |
| 22.5 | 60.17 | 64.43 | 64.46 | 64.47 |
| 23.0 | 43.56 | 63.64 | 63.67 | 63.68 |
| 25.0 | 59.62 | 65.94 | 58.96 | 58.97 |
| 27.5 | 50.00 | 50.06 | 49.61 | 49.68 |
| 30.0 | 37.59 | 37.83 | 37.20 | 37.50 |
| 32.5 | 23.71 | 23.83 | 23.91 | .23 .70 |
| 35.0 | 10.32 | 10.36 | 10.36 | 10.36 |
| 37.5 | 0.65 | 0.66 | 0.65 | 0.65 |
| 37.94346 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  |  |  |

Sensitivity of the photodetachment cross-section of Pson the p-wave continuum wavefunction. Velocity formulation.

Varying number of linear parameters in p-wave continuum wavefunction.

Bound-state wave function :
optimized non-linear parameters, $\alpha_{b}=0.30, \gamma_{b}=0.048$
$\omega_{b}=8,95$ linear parameters.
Accurate p-wave continuum wavefunction :
optimized non-linear parameters :

$$
\begin{aligned}
& 0<k<0.05 \mathrm{a}_{\mathrm{o}}{ }^{1}, \alpha_{\mathrm{c}}=0.15, \gamma_{\mathrm{c}}=0.01, \mu_{\mathrm{c}}=0.3 \\
& 0.05<k<0.1 \mathrm{a}_{0}^{1}, \quad \alpha_{c}=0.15, \gamma_{c}=0.03, \mu_{c}=0.3 \\
& 0.1<k<0.5 a_{o}^{1}, \alpha_{c}=0.30, \gamma_{c}=0.06, \mu_{c}=0.3
\end{aligned}
$$

$$
\underline{\sigma}_{\lambda}(V)\left(10^{-18} \mathrm{~cm}^{2}\right)
$$

| $\omega_{C}$ | 3 |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $N_{C}$ | 20 | 56 | 120 | 9 |
| $\lambda\left(10^{3} A\right)$ |  |  | 220 |  |
| 2.3 | 35.97 | 35.72 | 39.75 | 40.12 |
| 2.4 | 31.03 | 27.92 | 27.44 | 28.16 |
| 2.5 | 29.22 | 26.28 | 26.22 | 26.33 |
| 2.7 | 27.87 | 25.31 | 25.25 | 25.25 |
| 3.0 | 27.49 | 25.19 | 25.12 | 25.11 |
| 3.5 | 28.69 | 25.85 | 25.79 | 25.77 |
| 4.0 | 26.25 | 26.46 | 26.82 | 26.80 |
| 4.5 | 28.27 | 28.06 | 28.03 | 28.01 |
| 5.0 | 29.60 | 29.38 | 29.35 | 29.33 |
| 7.5 | 36.88 | 36.92 | 36.93 | 36.92 |
| 10.0 | 45.19 | 45.17 | 45.15 | 45.15 |
| 12.0 | 51.41 | 51.42 | 51.41 | 51.40 |
| 14.0 | 56.94 | 56.87 | 56.86 | 56.86 |
| 15.0 | 59.31 | 59.20 | 59.18 | 59.18 |
| 16.0 | 61.34 | 61.16 | 61.17 | 61.16 |
| 17.0 | 63.01 | 62.77 | 62.79 | 62.77 |
| 18.0 | 64.25 | 63.97 | 64.00 | 63.98 |
| 19.0 | 65.05 | 64.74 | 64.77 | 64.76 |
| 20.0 | 65.35 | 65.05 | 65.08 | 65.06 |
| 20.5 | 65.31 | 65.02 | 65.04 | 65.03 |
| 21.0 | 65.13 | 64.86 | 64.88 | 64.87 |
| 21.5 | 64.79 | 64.57 | 64.58 | 64.58 |
| 22.0 | 64.29 | 64.15 | 64.15 | 64.16 |
|  |  |  | 214 |  |
|  |  |  |  |  |
|  |  |  |  |  |

## Table $8 \cdot 6 /$ continued

$\sigma_{\lambda} \underline{(V)\left(10^{-18} \mathrm{~cm}^{2}\right)}$

|  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: |
| $\omega_{c}$ | 3 | 5 | 7 | 9 |
| $N_{c}$ | 20 | 56 | 120 | 220 |
| $\lambda\left(10^{3} \AA\right)$ |  |  |  |  |
| 22.5 | 63.52 | 63.60 | 63.59 |  |
| 23.0 | 60.93 | 62.91 | 62.89 | 63.60 |
| 25.0 | 59.49 | 62.89 | 58.74 | 58.90 |
| 27.5 | 51.06 | 51.05 | 50.38 | 50.44 |
| 30.0 | 39.55 | 39.36 | 38.85 | 39.10 |
| 32.5 | 25.86 | 25.70 | 25.73 | 25.55 |
| 35.0 | 11.74 | 11.65 | 11.61 | 11.61 |
| 37.5 | 0.78 | 0.77 | 0.77 | 0.76 |
| 37.94346 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  |  |  |

To compare the photodetachment cross-section of $\mathrm{Ps}^{-}$using different continuum wavefunctions but the same bound-state wavefunction

Bourid-state wavefunction
95 linear parameters, $\omega_{b}=8$
optimized linear parameters, $\alpha_{b}=0.30, \gamma_{b}=0.048$
$\varepsilon_{b}=0.0120046146$ a.u., $\gamma=0.12651543$

Continuum wavefunction
(a) An accurate p-wave variational wavefunction. 220 linear parameters, $\omega_{c}=9$, and three non-linear parameters, which have been optimized.
(b) Plane wave for ejected electron,
(a)
(b)

| $\lambda\left(10^{3} \AA\right)$ | $\sigma_{\lambda}(L)\left(10^{-18} \mathrm{~cm}^{2}\right)$ | $\sigma_{\lambda}(V)\left(10^{-18} \mathrm{~cm}^{2}\right)$ | $\sigma_{\lambda}(L)\left(10^{-18} \mathrm{~cm}^{2}\right)$ | $\sigma_{\lambda}(V)\left(10^{-1} \mathrm{~cm}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 2.283224 | 63.56 | 63.59 | 0.84 | 5.16 |
| 2.3 | 40.09 | 40.12 | 0.87 | 5.26 |
| 2.4 | 28.15 | 28.16 | 1.06 | 5.84 |
| 2.5 | 26.33 | 26.33 | 1.27 | 6.45 |
| 2.7 | 25.27 | 25.25 | 1.76 | 7.74 |
| 3.0 | 25.15 | 25.11 | 2.63 | 9.82 |
| 3.5 | 25.83 | 25.77 | 4.44 | 13.62 |
| 4.0 | 26.85 | 26.80 | 6.61 | 17.72 |
| 4.5 | 28.03 | 28.01 | 9.06 | 22.03 |
| 5.0 | 29.32 | 29.33 | 11.74 | 26.46 |
| 7.5 | 36.90 | 36.92 | 26.97 | 48.70 |
| 10.0 | 45.03 | 45.15 | 42.38 | 68.59 |
| 12.0 | 51.20 | 51.40 | 53.21 | 81.48 |
| 14.0 | 56.79 | 56.86 | 62.23 | 91.17 |
| 15.0 | 59.25 | 59.18 | 65.98 | 94.75 |
| 16.0 | 61.44 | 61.16 | 69.15 | 97.47 |
| 17.0 | 63.27 | 62.77 | 71.71 | 99.34 |
| 18.0 | 64.69 | 63.98 | 73.60 | 100.36 |
| 19.0 | 65.63 | 64.76 | 74.78 | 100.53 99 |
| 20.0 | 66.04 | 65.06 | 75.21 | 99.87 99.23 |
| 20.5 | 66.04 | 65.03 | 75.14 | 99.23 98.38 |
| 21.0 | 65.88 | 64.87 64.58 | 74.81 | 97.33 |
| 21.5 22.0 | 65.57 65.10 | 64.16 | 73.76 | 96.09 |

Table 6.7/continued
(a)
(b)

| $\lambda\left(10^{3} A\right)$ | $\sigma_{\lambda}(L)\left(10^{-18} \mathrm{~cm}^{2}\right)$ | $\sigma_{\lambda}(\mathrm{V})\left(10^{-18} \mathrm{~cm}^{2}\right)$ | $\sigma_{\lambda}(L)\left(1 \sigma^{18} \mathrm{~cm}^{2}\right)$ | $\sigma_{\lambda}(\mathrm{V})\left(10^{-18} \mathrm{~cm}^{2}\right)$ |
| :--- | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 22.5 | 64.47 | 63.60 | 72.91 | 94.65 |
| 23 | 63.68 | 62.90 | 71.86 | 93.01 |
| 25 | 58.97 | 58.75 | 65.86 | 84.63 |
| 27.5 | 49.68 | 50.44 | 54.70 | 70.40 |
| 30.0 | 37.50 | 39.10 | 40.62 | 52.91 |
| 32.5 | 23.70 | 25.55 | 25.29 | 33.63 |
| 35.0 | 10.36 | 11.61 | 10.85 | 14.83 |
| 37.5 | 0.65 | 0.76 | 0.68 | 0.96 |
| 37.94346 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  |  |  |

Photodetachment cross-section of $\mathrm{Ps}^{-}$using the length formulation

Plane wave treatment of ejected electron with simple boundstate wavefunctions :
(a) Two-parameter (Ferrante, 1970) bound-state wavefunction,
(b) Three-parameter (Ferrante, 1970) bound-state wavefunction.

Compared to the calculations using:
(c) a 95-linear parameter bound-state wavefunction and a plane wave for ejected electron,
(d) a 95-linear parameter variational wavefunction and an accurate 220 linear parameter p-wave variational wavefunction for the continuum state.

$$
\sigma_{\lambda}(L)\left(10^{-18} \mathrm{~cm}^{2}\right)
$$

| $\lambda\left(10^{3}\right)$ | $(a)$ | $(b)$ | $(c)$ | $(d)$ |
| :---: | ---: | ---: | ---: | ---: |
| 2.3 | 0.74 | 0.61 | 0.87 | 40.09 |
| 2.4 | 0.83 | 0.78 | 1.06 | 28.15 |
| 2.5 | 0.93 | 0.97 | 1.27 | 26.33 |
| 2.6 | 1.03 | 1.19 |  |  |
| 2.8 | 1.26 | 1.69 |  |  |
| 3.0 | 1.50 | 2.30 | 2.63 | 25.15 |
| 3.2 | 1.76 | 3.00 |  |  |
| 3.4 | 2.05 | 3.81 |  |  |
| 3.5 |  | 4.25 | 4.44 | 25.83 |
| 3.6 | 2.35 | 4.71 |  |  |
| 3.8 | 2.68 | 5.71 |  |  |
| 4.0 | 5.03 | 6.79 | 6.61 | 26.85 |
| 5.0 | 12.74 | 13.35 | 11.74 | 29.32 |
| 7.5 | 23.71 | 43.02 | 26.97 | 36.90 |
| 10.0 | 37.03 | 56.89 | 42.38 | 45.03 |
| 12.5 | 51.40 | 58.11 |  |  |
| 15.0 | 65.57 | 54.87 | 65.98 | 59.25 |
| 17.5 | 78.49 | 49.10 | 75.21 | 66.04 |
| 20.0 | 89.42 | 42.23 | 72.91 | 64.47 |
| 22.5 | 97.89 | 35.16 | 65.86 | 58.97 |
| 25.0 | 103.65 | 28.42 | 54.70 | 49.68 |
| 27.5 | 106.68 | 22.31 | 40.62 | 37.50 |
| 30.0 | 107.07 | 16.94 | 25.29 | 23.70 |
| 32.5 | 105.05 | 12.34 | 10.85 | 10.36 |
| 35.0 | 100.88 | 8.52 | 0.68 | 0.65 |
| 37.5 |  | 218 |  |  |
|  |  |  |  |  |
|  |  |  |  |  |

## Table $6 \cdot 9$

## Photodetachment cross-section of Ps at very low energies

Various calculations :
(a) Bhatia and Drachman, Private Communication, 1983. They used an accurate 120 term Hylleraas function (Bhatia et al, l983) and a plane wave for the ejected electron.
(b) An accurate bound-state variational wavefunction (95 linear parameters and 2 non-linear parameters), and a plane wave for the ejected electron.
(c) An accurate bound-state variational wavefunction (95 linear parameters and 2 non-linear parameters), and an accurate p-wave variational wavefunction ( 220 linear parameters and 3 non-linear parameters) for the continuum wavefunction.

| $\mathrm{k}^{2}$ (Ryd) | $\sigma_{\lambda}(\mathrm{L}) 10^{-18} \mathrm{~m}^{2}$ | $\sigma_{\lambda}(\mathrm{V}) 10^{-18} \mathrm{am}^{2}$ | $\sigma_{\lambda}(\mathrm{L}) 10^{-18} \mathrm{~cm}^{2}$ | $\sigma_{\lambda}(\mathrm{V}) 10^{-18} \mathrm{om}^{2}$ | $\sigma_{\lambda}(\mathrm{L}) 10^{-48} \mathrm{~cm}^{2}$ | $\sigma_{\lambda}(\mathrm{V}) 10^{-48} \mathrm{~cm}^{2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0002 | 0.7943 | 1.0332 | 0.7310 | 1.0328 | 0.7044 | 0.8243 |
| 0.0004 | 2.1750 | 2.8201 | 2.0092 | 2.8207 | 1.9329 | 2.2434 |
| 0.0006 | 3.8691 | 5.0016 | 3.5873 | 5.0053 | 3.445 | 3.9667 |
| 0.0008 | 5.7689 | 7.4367 | 5.3680 | 7.4461 | 5.1469 | 5.8801 |
| 0.0010 | 7.8091 | 10.0410 | 7.2918 | 10.0586 | 6.9804 | 7.9155 |
| 0.002 | 18.8744 | 24.0359 | 17.9117 | 24.1254 | 14.3026 | 16.2202 |
|  |  |  |  |  |  |  |

Table 6.10

SUM-RULE $s_{-1}$ (see text equations 6.30, 6.31)

|  | $\begin{aligned} & (1) \\ & S_{-1} \end{aligned}$ | $\begin{aligned} & (2) \\ & S_{-1} \end{aligned}$ | $S_{-1}$ (L.H.S) | $\mathrm{S}_{-1}$ (R.H.S) |
| :---: | :---: | :---: | :---: | :---: |
| Ward et al. 1986 b L | 1.5 | 28.0 | 29.5 | 29.75 |
| $\text { Ward et al. } 1986 \text { b }$ | 1.5 | 27.7 | 29.2 | 29.75 |
| Bhatia and Drachman $(1985 a, 86)$ |  |  | 31.7 | 29.775 |
| Kolos et al (1960) |  |  |  | 29.94 |

$L=$ length formulation of cross-section,
$V=$ velocity formulation of cross-section.

Figures


Fig. 2.1
s -wave electron scattering by hydrogen, below the $\mathrm{n}=2$ threshold ( $k=0.866 a_{o}{ }^{-1}$ ) evaluated in various models (see text)

-     -         - Variational (Schwartz, 1961)
$\longrightarrow$ Static-exchange
— Adiabatic-exchange


Fig. 2.2a
$\delta_{1}{ }^{+}$phase shifts, in radians, for electron scattering by hydrogen below the $n=2$ threshold, evaluated in various models (see text)

[^3]

Fig. 2.2b
$\delta_{1}{ }^{-}$phase shifts, in radians, for electron scattering by hydrogen below the $n=2$ threshold, evaluated in various models (see text)
——Variational (Armstead, 1968)
————— Static-exchange
— - - Adiabatic-exchange


Fig. 2.3
$\delta_{2}{ }^{ \pm}$phase shifts, in radians for electron scattering by hydrogen below the $\mathrm{n}=2$ threshold, evaluated in various models.
—__ Variational triplet (Register and Poe, 1975)
— - - Adiabatic-exchange triplet
————. Static-exchange rripleb
$\triangle \Delta$ Variational singlet (Register and Poe, 1975)
........ Adiabatic-exchange singlet
$\longrightarrow-0$ Static-exchange singlet


Fig. 2.4
Elastic differential scattering by electron-hydrogen scattering at 100 eV evaluated in various models
—————U.E.B.S. result (Bryon et al, 1982)
E.B.S. result
—— — Static-exchange result
-3- - Adiabatic-exchange result


Fig. 2.5
Illustration of the two different coordinate systems used $\left(r_{1}, r_{2}\right.$ and $\left.r_{2} f\right)$ in the $e^{-}$-Ps problem


Fig. 3.1
Variation of $\tan \delta_{o}^{+}$with $\omega$ in the range $0.05 \leqslant k\left(a_{o}^{-1}\right) \leqslant 0.50$
$x \quad$ Kohn results

+ Inverse Kohn results


Fig. 3.2
Variation of $\tan \delta_{0}^{+}$with $\omega$ in the range $0.05 \leqslant k\left(\mathrm{a}_{0}{ }^{-1}\right) \leqslant 0.50$
$x \quad$ Kohn results

- Inverse Kohn results



Fig. 3.4
Singlet and triplet s-wave phase shifts extrapolated to infinite $\omega$ $\left(\delta_{0}^{ \pm}(\mathrm{Rad})\right)$ as a function of the wave number $k$ for $e^{-}$-Ps scattering below the $\mathrm{n}=2$ Ps threshold (note: $\pi$ has been added to the triplet results in order to draw singlet and triplet phase shifts on the same graph, see text).





Fig. 3.9 The 'S' resonance determined by using 3 non-1inear parameters in our s-wave scattering function.


Fig. 4.1 Variation of $\tan \delta_{1}{ }^{+}$with non-1inear parameter $\alpha$ but fixed $\gamma(=0.05)$ and $\mu(=0.40)$ at $k=0.02$, $0.04,0.05 \mathrm{a}_{\mathrm{o}}{ }^{-1}$.
—_ Kohn results ( x )
— - - - Inverse Kohn results ( + )


Fig. 4.2 Variation of $\tan { }_{1}^{+}$with non-1inear parameter , but fixed $\gamma(=0.05)$ and $\mu(=0.40)$ for the range $0.1<\mathrm{k}\left(\mathrm{a}_{\mathrm{o}}{ }^{-1}\right)<0.5$

| $\ldots$ | Kohn results ( x$)$ |
| :--- | :--- |
| $\ldots-\quad$ Inverse Kohn results ( + ) |  |



Fig. 4.3 Variation of $\tan \delta_{1}{ }^{+}$with non-linear parameter $\gamma$, but fixed $\alpha(=0.15)$ and $\mu(=0.40)$ at $k=0.02,0.03,0.04 \mathrm{a}_{\mathrm{o}}{ }^{-1}$.
——_Kohn results ( $x$ )
— - - Inverse Kohn results (+)


Fig. 4.4 Variation of $\tan \delta_{1}{ }^{+}$with non-1inear parameter $\gamma$, but fixed $\alpha(=0.15)$ and $\mu(=0.40)$ at $k=0.05,0.08 \mathrm{a}_{0}^{-1}$.
—_ Kohn results ( x )

-     -         - Inverse Kohn results ( + )


Fig. 4.5 Variation of $\tan \delta_{1}^{+}$with non-1inear parameter $\gamma$, but fixed $\alpha(=0.30)$ and $\mu(=0.40)$, at $k=0.10 a_{0}{ }^{-1}$.
— - - Inverse Kohn results (+)


Fig. 4.6 Variation of $\tan \delta_{1}{ }^{+}$with non-1inear parameter $\gamma$, but fixed $\alpha(=0.30)$ and $\mu(=0.40)$ for the range $0.3 \leqslant k\left(a_{o}^{-1}\right) \leqslant 0.5$.
——_ Kohn results (x)
— — — Inverse Kohn results ( + )


Fig. 4.7 Variation of $\tan \delta_{1}^{+}$with non-linear parameter $\mu$, but fixed $\alpha(=0.15)$ and $\gamma(=0.01)$, for low values of ( $k=0.02,0.04 \mathrm{a}_{\mathrm{o}}{ }^{-1}$ )
_ Kohn results ( x )
— — - - Inverse Kohn results (+)


Fig. 4.8
Variation of $\tan \delta_{1}{ }^{+}$with non-linear parameter $\mu$, but fixed $\alpha(=0.15)$ and $\gamma(=0.03)$ at $k=0.05$, $0.08 \mathrm{a}_{0}^{-1}$.

Kohn results (x)
— — - Inverse Kohn results (+)


Fig. 4.9
Variation of $\tan \delta_{1}{ }^{+}$with non-linear parameter $\mu$, but fixed $\alpha(=0.30)$ and $\gamma(=0.06)$ for the range $0.1 \leqslant k\left(a_{o}{ }^{-1}\right) \leqslant 0.5$.
——— Kohn results ( $x$ )

-     -         - Inverse Kohn results (+)


Fig. 4.10 Convergence of $\tan \delta_{1}{ }^{+}$as a function of $\omega$ at $\mathrm{k}=0.03,0.04 \mathrm{a}_{\mathrm{o}}{ }^{-1}$.
(The circles represent the Kohn and the triangles the inverse Kohn results.)


Fig. 4.11 Convergence of $\tan \delta_{1}{ }^{+}$as a function of $\omega$ for the range $0.05 \leqslant \mathrm{k} \mathrm{a}_{\mathrm{o}}{ }^{-1}$ ) $<0.1$.
(The circles represent the Kohn and the triangles the Inverse Kohn results.)


Fig. 4.12 Convergence of $\tan _{1}{ }^{+}$as a function of $\omega$ for the range $0.1 \leqslant k\left(a_{o}^{-1}\right)<0.5$. Kohn results ( Inverse Kohn results ( $\Delta$ ).


Fig. 4.13
Convergence of $\tan \delta_{1}{ }^{-}$as a function of $\omega$ at $k=0.02,0.03 a_{0}-1$.
—— Kohn results (
——— Inverse Kohn results ( $\Delta$ )


Fig. 4.14 Convergence of $\tan \delta_{1}^{-}$as a function of $\omega$ for the range $0.04 \leqslant k\left(a_{o}^{-1}\right)<0.1$.
(The circles represent the Kohn and the triangles the Inverse Kohn results.)


Fig. 4.15 Convergence of $\tan \delta_{1}{ }^{-}$as a function of $\omega$ at
$\mathrm{k}=0.10,0.49,0.50 \mathrm{a}_{\mathrm{o}}{ }^{-1}$.
——Kohn results (e)
— — - Inverse Kohn results ( $\Delta$ )


Fig. 4.16 Convergence of $\tan \delta_{1}^{-}$as a function of $\omega$ at $\mathrm{k}=0.2,0.3,0.4 \mathrm{a}_{\mathrm{o}}^{-1}$.
——— Kohn results (
— — - Inverse Kohn results ( $\Delta$ )


Fig. 4.17 Very low energy ${ }^{1}{ }^{p}$ phase shifts as a function of $k$.


Fig. 4.18 $\quad l_{\mathrm{P}}$ phase shifts as a function of k .


Fig. 4.19 The ${ }^{1}$ p phase shift near the $\mathrm{n}=2$ threshold. (The position of a resonance is indicated by an arrow.)


Fig. 4.20
${ }^{3} \mathrm{P}$ phase shifts as a function of $k$.



Fig. 4.22 A plot of eigenvalues of the diagonalized hamiltonian for $\omega=2,3,4,5,6,7$ in search of stabilized eigenvalues (see text).


Fig. 5.1 $\quad$ s-wave phase shifts for $e^{-}-$Ps scattering evaluated by various methods (see text):
—— Variational (V)
————Static-exchange (S.E)
_ _ Adiabatic-exchange (A.E.)
(note: $\pi$ has been added to the triplet results in order to draw the singlet and triplet results on the same graph) 259


Fig. 5.2 $1_{\mathrm{P}}$ phase shift for $\mathrm{e}^{-}$-Ps scattering evaluated by various methods (see text):
—— Variational (V)
_- - Static-exchange $(S \cdot E)$
_- - Adiqbatic-exchange $(A \cdot E)$


Fig. 5.3 ${ }^{3} \mathrm{P}$ phase shifts for $\mathrm{e}^{-}$-Ps scattering evaluated by various methods (see text):
— Variational (v)
—————Static-exchange (S.E)
$\ldots \ldots$ Adiabatic-exchange $(A \cdot E)$


Fig. 5.4 $\quad 1,3$ phase shifts for $e^{-}$-Ps scattering evaluated by the static-exchange ( - - - ) and adiobaticexchange ( — - - ) methods.


Fig. 5.5 The total elastic cross-section ( $\sigma_{e l}$ ), the momentum-transfer cross-section ( $\nabla_{D}$ ) and scaled ortho-para conversion cross-section ( $5 \mathrm{~J}_{c}$ ) for $\mathrm{e}^{-}$-Ps in units of $\pi \mathrm{a}_{0}{ }^{2}$.


Fig. 5.6 Effective scattering total cross-section, $\mathrm{R}\left(\Theta_{0}\right)$, as a function of wave number $k$.


Fig. 5.7 The Elastic differential cross-section $I_{e l}\left(\theta, \mathrm{k}^{2}\right)$ for $e^{-}$-Ps at three values of $k$ (shown on the figure), in units of $a_{o}^{2} \mathrm{Sr}^{-1}$.


Fig. 5.8 The forward elastic differential cross-section $I_{\text {el }}\left(0, \mathrm{k}^{2}\right)$ calculated according to equation (5.8).


Fig. 6.1 The photodetachment cross-section of $\mathrm{H}^{-}$in the length formulation evaluated using the plane wave approximation but with different types of bound-state wave functions.

-     -         - 2-parameter Chandrasekhar wave function (see Bransden and Joachain, 1983, pg. 275
-     -         - 3-parameter Hy1leraas-Bethe wave function (Massey and Bates, 1940)
_ 70-parameter Schwartz wave function (Geltman,


Fig. 6.2 The photodetachment cross-section of $\mathrm{H}^{-}$in the length formulation to investigate the accuracy of Geltman's (1962) results and the validity of the plane-wave approximation.
70-parameter Schwartz wave function and plane-wave for continuous function (Geltman, 1962)

-     -         - 70-parameter Schwartz wave function and a full correlated 6-1inear parameter p-wave function (Ge1tman, 1962)
—— - 33-parameter wave function of Rotenberg and Stein (1969) for the bound-state and a variational wave function for the continuum state determined by the Kohn-Feshbach method (Ajmera and Chung, 1975)


Fig. 6.3 The photodetachment cross-section of $\mathrm{H}^{-}$determined in the length (L) and velocity (V) formulation using the 70 -parameter Schwartz wave function for the boundstate and a full correlated 6-1inear parameter p-wave function (Geltman, 1962) for the final state.


Fig. 6.4 A comparison of Ohmura and Ohmura's (1960) results (___ ) in which they used the 'loosely' bound approximation with the accurate length formulation results for the photodetachment of $\mathrm{H}^{-}$by Ajmera and Chung (1975) (————).


Fig. 6.5 The photodetachment cross-section of $\mathrm{Ps}^{-}$in the length formulation. Varying $\omega_{b}$ in the bound-state wave function, but using the same continuum wave function (a 220-1inear parameter p -wave).
$\qquad$ $\omega_{\mathrm{b}}=8,95$ linear parameters
$\ldots \ldots \omega_{b}=7,70$ linear parameters
$\ldots \ldots \omega_{b}=5,34$ linear parameters
$-0-0-0-0-\omega_{b}=3,13$ linear parameters


Fig. 6.6 The photodetachment cross-section of $\mathrm{Ps}^{-}$in the velocity formulation. Varying $\omega_{\mathrm{b}}$ in the bound-state wave function but using the same continurm wave function (a 220linear parameter p-wave).
$\longrightarrow \omega_{\mathrm{b}}=8,95$ linear parameters.
———- $\omega_{\mathrm{b}}=7,70$ linear parameters.
———— $\omega_{\mathrm{b}}=5,34$ linear parameters.
$\longrightarrow-\omega_{\mathrm{b}}=3,13$ linear parameters.


Fig. 6.7 The photodetachment cross-section of $\mathrm{Ps}^{-}$in the length ( L ) and velocity (V) formulation using $\omega_{b}=1$ in the bound-state wave function (2-1inear parameters) and the full 220-1inear parameter p-wave function.


Fig. 6.8 The photodetachment cross-section of $\mathrm{Ps}^{-}$in the length (L) and velocity (V) formulation using $\omega_{b}=3$ in the bound-state wave function (13-1inear parameters) and the full 220-1inear parameter p -wave function.


Fig. 6.9 The photodetachment cross-section of $\mathrm{Ps}^{-}$in the length (L) and velocity (V) formulation using $\omega_{b}=5$ in the boundstate wave function (34-1inear parameters) and the full 220-1inear parameter p -wave function.


Fig. 6.10 The photodetachment cross-section of $\mathrm{Ps}^{-}$in the length (L) and velocity (V) formulation using $\omega_{\mathrm{b}}=7$ in the bound-state wave function (70-1inear parameters) and the full 220-1inear parameter p-wave function.


Fig. 6.11 Our most accurate results for the photodetachment cross-section of $\mathrm{Ps}^{-}$evaluated in the length (L) and velocity (V) formulation in which a 95-1inear parameter variational wave function was used for the bound-state ( $\omega_{\mathrm{b}}=8$ ) and a 220-1inear parameter $p$-wave was used for the continum-state ( $\omega_{c}=9$ ).


Fig. 6.12 Photodetachment cross-section of $\mathrm{Ps}^{-}$calculated using the plane wave approximation and the 95-linear parameter bound-state wave function.
————-length formulation results
$\longrightarrow$ velocity formulation results

Fig. 6.13 Plane wave treatment of the photodetachment cross-section of $\mathrm{Ps}^{-}$in the length formulation using different bound-state wave functions, - - - 2-parameter Ferrantes wave function, compared with the accurate calculation in which the $95-1$ inear parameter bound-state wave
function was used together with the 220 -linear parameter $p$-wave for the continuum state ( $\longrightarrow$. $\quad$ ).
1
1
1
1
1


Fig. 6.14 A comparison is made of Bhatia and Drachman's (1985a) results (—) in which they used the 'loosely' bound approximation with our length formulation results in which we used the 95-1inear parameter bound-state wave function together with:
(a) a plane wave ( - - - )
(b) the 220-1inear parameter p-wave ( - - ) for the continuum wave function.


0 is a fixed arbitrary origin, Particle (3) is a positron in the case of $\mathrm{Ps}^{-}$, and a proton in the case of $\mathrm{H}^{-}$.

Fig. A2.1 Coordinate diagram in the laboratory frame, for a system, such as $\mathrm{e}^{-}-\mathrm{H}, \mathrm{e}^{-}-\mathrm{Ps}$, consisting of two electrons and a positively charged particle.
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#### Abstract

Calculations of the s-wave scattering of electrons by positronium with energy less than 7.35 eV are reported in a simple static exchange model based on that for $\mathrm{e}^{-}-\mathrm{H}$, the full static exchange model, and an accurate variational model. The pattern of the results is similar to that for scattering by atomic hydrogen. The lowest ${ }^{1} \mathrm{~S}$ resonance is seen at $E_{\mathrm{r}}=4.768 \mathrm{eV}$ with a width of 1.6 meV . The zero-energy limit of the elastic cross section is close to $228 \pi a_{0}^{2}$.


The first observation of $\mathrm{Ps}^{-}$was reported by Mills (1981), although its theoretical existence was predicted as long ago as 1946 (Wheeler 1946). In his paper Mills lists a number of interesting experiments which are now, in principle, possible, including photodetachment,

$$
\begin{equation*}
h \nu+\mathrm{Ps}^{-} \rightarrow \mathrm{Ps}+\mathrm{e}^{-} . \tag{1}
\end{equation*}
$$

A theoretical calculation of the cross section for the process requires a knowledge of the initial bound-state wavefunction and the continuum wavefunction of the final state. This latter is equivalent to a knowledge of the wavefunction for the elastic scattering of slow electrons by Ps, although for the photodetachment problem only the p wave is required. Very good bound-state wavefunctions have already been obtained (see Ho 1983, Bhatia and Drachman 1983 and references therein), but no published work exists on the continuum states.

The elastic scattering of slow electrons by Ps is of interest in itself in view of experiments on the scattering of Ps in gases by e.g. Griffith et al at UCL where the existence of a large electron (or positron) scattering cross section might have an important effect (Griffith 1985).

As a first step in a comprehensive investigation of the continuum properties of $\mathrm{Ps}^{-}$ we are using several methods to study the elastic scattering of electrons by Ps and this letter reports the first results of this work.

To obtain an initial comparison with $\mathrm{e}^{-}-\mathrm{H}$ scattering we first adapt the standard static exchange model to the $\mathrm{e}^{-}$-Ps problem.

The Hamiltonian for the system is (see figure 1)

$$
\begin{equation*}
H_{1}=-\frac{1}{2 \mu(\mathrm{Ps})} \nabla_{r_{2}}^{2}-\frac{1}{2 \mu\left(\mathrm{Ps}^{-}\right)} \nabla_{\rho}^{2}-\frac{1}{r_{2}}-\frac{1}{\left|\boldsymbol{\rho}+\frac{1}{2} r_{2}\right|}+\frac{1}{\left|\boldsymbol{\rho}-\frac{1}{2} r_{2}\right|} \tag{2}
\end{equation*}
$$



Figure 1. Illustration of the two different coordinate systems used ( $\boldsymbol{r}_{1}, r_{2}$ and $\left.r_{2}, \rho\right)$ in the $\mathrm{e}^{-}$-Ps problem.
where $\mu(\mathrm{Ps})=\frac{1}{2}, \mu\left(\mathrm{Ps}^{-}\right)=\frac{2}{3}$ au, which can be written alternatively as

$$
\begin{equation*}
H_{2}=-\frac{1}{2 \mu(\mathrm{Ps})} \nabla_{r_{1}}^{2}-\frac{1}{2 \mu(\mathrm{Ps})} \nabla_{r_{2}}^{2}-\frac{\nabla_{r_{1}} \cdot \nabla_{r_{2}}}{m}-\frac{1}{r_{1}}-\frac{1}{r_{2}}+\frac{1}{r_{3}} . \tag{3}
\end{equation*}
$$

The Schrödinger equation is

$$
\begin{equation*}
H_{2} \Psi^{ \pm}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)=\left(E_{\mathrm{Ps}}+\frac{1}{2} \mathscr{K}^{2}\right) \Psi^{ \pm}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right) \tag{4}
\end{equation*}
$$

where $+(-)$ indicate singlet (triplet) wavefunctions. This differs from the corresponding equation for $\mathrm{e}^{-}-\mathrm{H}$ scattering by the presence of the mass polarisation term $-\nabla_{r_{1}} \cdot \nabla_{r_{2}} / m$ the occurrence of $E_{\mathrm{Ps}}$ rather than $E_{\mathbf{H}}$ and the replacement of the square of the electron momentum, $k^{2}$, by

$$
\begin{equation*}
\mathscr{K}^{2}=k^{2} / \mu\left(\operatorname{Ps}^{-}\right) \tag{5}
\end{equation*}
$$

We choose a trial function of the same form as the static exchange wavefunction for the electron-hydrogen problem but with $\phi(r)$ the wavefunction of the ground state of positronium,

$$
\begin{equation*}
\Psi^{ \pm}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)=2^{-1 / 2}\left(\phi\left(\boldsymbol{r}_{2}\right) F^{ \pm}\left(\boldsymbol{r}_{1}\right) \pm \phi\left(r_{1}\right) F^{ \pm}\left(\boldsymbol{r}_{2}\right)\right) \tag{6}
\end{equation*}
$$

Inserting this function into (4) and projecting out in the usual way yields the integrodifferential equation for each partial wave,
$\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} r_{1}^{2}}-\frac{l(l+1)}{r_{1}^{2}}+K^{2}\right) u_{l}^{ \pm}\left(K, r_{1}\right)$

$$
\begin{align*}
= & 2 \mu(\mathrm{Ps}) V_{11}\left(r_{1}\right) u_{l}^{ \pm}\left(K, r_{1}\right) \pm 2 \mu(\mathrm{Ps}) \int_{0}^{\infty} K_{l}\left(r_{1}, r_{2}\right) u_{l}^{ \pm}\left(K, r_{2}\right) \mathrm{d} r_{2} \\
& \pm \frac{8}{3} \mu(\mathrm{Ps}) z_{\mathrm{e}}^{5} r_{1} \exp \left(-z_{\mathrm{e}} r_{1}\right) \int_{0}^{\infty} r_{2} u_{l}^{ \pm}\left(K, r_{2}\right) \exp \left(-z_{\mathrm{e}} r_{2}\right) \mathrm{d} r_{2} \delta_{l 1} \tag{7}
\end{align*}
$$

where

$$
K^{2}=\mu(\mathrm{Ps}) \mathscr{K}^{2} \quad z_{\mathrm{e}}=Z \mu(\mathrm{Ps})=\frac{1}{2} .
$$

This method we refer to as SEl.

The solution has the asymptotic form

$$
\begin{equation*}
u_{1}^{ \pm}\left(K, r_{1}\right) \underset{r_{1} \rightarrow \infty}{\sim} K^{-1 / 2} \sin \left(K r_{2}-\frac{1}{2} l \pi+\eta_{1}^{ \pm}\right) \tag{8}
\end{equation*}
$$

where

$$
K=\sqrt{\frac{3}{4}} k
$$

and we note that the true asymptotic form is

$$
\begin{equation*}
u_{l}^{ \pm}(k, \rho) \underset{p \rightarrow \infty}{\sim} k^{-1 / 2} \sin \left(k \rho-\frac{1}{2} l \pi+\delta_{l}^{ \pm}\right) \tag{9}
\end{equation*}
$$

(cf Fels and Mittleman 1967).
Returning to Hamiltonian $H_{1}$ we have carried out a full static exchange calculation on the lines of that used for the neutron-deuteron problem (see Buckingham and Massey 1942). Substituting the static-exchange wavefunction

$$
\begin{equation*}
\Psi_{2}^{ \pm}\left(\boldsymbol{r}_{2}, \boldsymbol{\rho}\right)=2^{-1 / 2}\left(\phi\left(r_{2}\right) F^{ \pm}(\boldsymbol{\rho}) \pm \phi\left(\left|\boldsymbol{\rho}+\frac{1}{2} r_{2}\right|\right) F^{ \pm}\left(\frac{3}{4} r_{2}-\frac{1}{2} \rho\right)\right) \tag{10}
\end{equation*}
$$

into the Schrödinger equation

$$
\begin{equation*}
H_{1} \Psi_{2}^{ \pm}\left(\boldsymbol{r}_{2}, \boldsymbol{\rho}\right)=\left(E_{\mathrm{Ps}}+\frac{\boldsymbol{k}^{2}}{2 \mu\left(\mathrm{Ps}^{-}\right)}\right) \Psi_{2}^{ \pm}\left(\boldsymbol{r}_{2}, \boldsymbol{\rho}\right) \tag{11}
\end{equation*}
$$

yields in the usual way

$$
\begin{equation*}
\left(\frac{\mathrm{d}^{2}}{\mathrm{~d} \rho^{2}}-\frac{l(l+1)}{\rho^{2}}+k^{2}\right) u_{l}^{ \pm}(k, \rho)=\int_{0}^{\infty} K_{l}^{ \pm}\left(\rho, \rho^{\prime}\right) u_{l}^{ \pm}\left(k, \rho^{\prime}\right) \mathrm{d} \rho^{\prime} . \tag{12}
\end{equation*}
$$

We refer to this method as SE2. We note that unlike the $\mathrm{e}^{-}-\mathrm{H}$ system there is no direct potential term. Full details of the analysis and the form of the kernels will be given elsewhere (Ward 1986).

These approximate methods can be tested against a full variational treatment such as that used by Schwartz (1961) for $\mathrm{e}^{-}-\mathrm{H}$ scattering. We adopt an s-wave trial function of the form

$$
\begin{align*}
\Psi^{ \pm}\left(r_{1}, r_{2}, r_{3}\right)= & \frac{1}{\sqrt{2}} \frac{1}{(4 \pi)^{1 / 2}}\left[\sqrt{k} \phi_{\mathrm{Ps}}\left(r_{2}\right)\left(\frac{\sin k \rho}{k \rho}+\tan \delta^{\prime} \frac{\cos k \rho}{k \rho}[1-\exp (-\gamma \rho)]^{3}\right)\right. \\
& \pm \sqrt{k} \phi_{\mathrm{Ps}}\left(r_{1}\right)\left(\frac{\sin k \rho^{\prime}}{k \rho^{\prime}}+\tan \delta^{t} \frac{\cos k \rho^{\prime}}{k \rho^{\prime}}\left[1-\exp \left(-\gamma \rho^{\prime}\right)\right]^{3}\right) \\
& +\sum_{i} c_{i} \exp \left(-a r_{3}\right) \exp (-b s) s^{\left.k_{i} t^{\prime} r_{3}^{m_{i}}\right]} \tag{13}
\end{align*}
$$

where

$$
\begin{aligned}
& s=r_{1}+r_{2} \\
& t=r_{1}-r_{2}
\end{aligned}
$$

and

$$
k_{i}+l_{i}+m_{i} \leqslant \omega \quad k_{i}, l_{i}, m_{i} \geqslant 0
$$

The trial wavefunction was systematically improved by increasing $\omega$. Thus $\omega=2$, $3,4,5,6,7$ correspond to $7,13,22,34,50,70$ short-range correlation terms for the singlet and $3,7,13,22,34,50$ for the triplet. Apart from the occurrence of Schwartz
singularities which can be avoided by standard methods (see Nesbet 1980) the variational method is capable of yielding very accurate results. We followed Humberston (1984) in extrapolating to infinite $\omega$.

We investigated the s-wave scattering of electrons by Ps in the energy range 0 to 7.35 eV and in figure 2 we present the singlet and triplet phaseshifts for each of the three methods.


Figure 2. Singlet and triplet s-wave phaseshifts as a function of $k$ (where $k^{2} / \mu\left(\mathrm{Ps}^{-}\right)$(au) is the energy of the electron in the centre-of-mass frame of $\mathrm{e}^{-}$-Ps) for the various approximations. The upper set of curves are the triplet phaseshifts and the lower set the singlet phaseshifts. ——, phaseshifts obtained by the Kohn variational method ( $\omega=7$ ); --O--O--, phaseshifts obtained by the full static exchange treatment (SE2); ———, phaseshifts obtained by the simplified static exchange approximation (SE1).

As an aid to comparison we give the most accurate variational results in table 1 and in table 2 we give the singlet and triplet scattering lengths and the zero-energy cross section for all three methods.

The short-range correlation terms of the variational wavefunction were used to calculate the binding energy of $\mathrm{Ps}^{-}$and the result with $\omega=7$ (70 linear parameters) of -0.0119968 au compares very well with Ho's best result of -0.0120049 au (Ho 1983). We have not in this letter fully optimised the results with respect to the non-linear parameters in the trial functions.

In the variational calculation convergence with respect to $\omega$ is very satisfactory up to just below the $n=2$ threshold and the Kohn and inverse Kohn results agree extremely well for $\omega \geqslant 3$. A slight deterioration seen in the rate of convergence for $k=0.5$ drew our attention to the very narrow singlet $S$ resonances found in a complex rotation

Table 1. K-matrix and phaseshifts for the s-wave elastic scattering of electrons by positronium obtained by the variational method.

|  | Singlet |  |  | Triplet |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k\left(a_{0}^{-1}\right)$ | $\begin{aligned} & \tan \delta_{0}^{\mathrm{S}} \\ & (\omega=7)^{\mathrm{a}} \end{aligned}$ | $\begin{aligned} & \tan \delta_{0}^{\mathrm{S}} \\ & (\omega=\infty)^{\mathrm{b}} \end{aligned}$ | $\delta_{0}^{\text {S }}(\omega=\infty)^{\text {c }}$ | $\begin{aligned} & \tan \delta_{0}^{\mathrm{T}} \\ & (\omega=7)^{\mathrm{a}} \end{aligned}$ | $\begin{aligned} & \tan \delta_{0}^{\mathrm{T}} \\ & (\omega=\infty)^{\mathrm{b}} \end{aligned}$ | $\delta_{0}^{\mathrm{T}}(\omega=\infty)^{\text {c }}$ |
| 0.05 | -0.681 | $-0.676 \pm 0.005$ | $2.547 \pm 0.004$ | -0.270 | $-0.256 \pm 0.015$ | $-0.25 \pm 0.01$ |
| 0.10 | -1.939 | $-1.930 \pm 0.005$ | $2.049 \pm 0.001$ | -0.595 | $-0.5942 \pm 0.0010$ | $-0.5361 \pm 0.0008$ |
| 0.15 | -10.58 | $-10.30 \pm 0.15$ | $1.668 \pm 0.002$ | -1.027 | $-1.023 \pm 0.003$ | $-0.7968 \pm 0.0015$ |
| 0.20 | 5.07 | $5.13 \pm 0.07$ | $1.378 \pm 0.002$ | -1.688 | $-1.685 \pm 0.004$ | $-1.035 \pm 0.001$ |
| 0.25 | 2.26 | $2.27 \pm 0.01$ | $1.156 \pm 0.002$ | -2.989 | $-2.981 \pm 0.008$ | $-1.247 \pm 0.001$ |
| 0.30 | 1.503 | $1.505 \pm 0.005$ | $0.984 \pm 0.002$ | -7.27 | $-7.16 \pm 0.10$ | $-1.432 \pm 0.002$ |
| 0.40 | 0.925 | $0.928 \pm 0.003$ | $0.748 \pm 0.002$ | 5.81 | $5.90 \pm 0.08$ | $-1.739 \pm 0.002$ |
| 0.50 | 0.679 | $0.71 \pm 0.01$ | $0.617 \pm 0.007$ | 2.314 | $2.34 \pm 0.02$ | $-1.975 \pm 0.003$ |

${ }^{a} K$ matrix calculated by the Kohn variational method at $\omega=7$.
${ }^{\mathrm{b}}$ Fully converged results, $K$ matrix extrapolated to $\omega=\infty$.
${ }^{\text {c }}$ Phaseshifts corresponding to the extrapolated $K$ matrix.

Table 2. Singlet and triplet scattering lengths and the zero-energy partial cross section for $l=0$ calculated by the SE1, SE2 and the Kohn variational method.

|  | Singlet <br> scattering <br> length $\left(a_{0}\right)$ | Triplet <br> scattering <br> length $\left(a_{0}\right)$ | Zero-energy <br> s-wave cross section <br> $\left(\pi a_{0}^{2}\right)$ |
| :--- | :--- | :--- | :--- |
| Kohn <br> variational <br> $(\omega=7)$ | $12.38 \pm 0.07$ | $5.0 \pm 0.2$ | 228 |
| SE2 | $20.5 \pm 0.2$ | $5.8 \pm 0.2$ | 521 |
| SE1 | $13.9 \pm 0.2$ | $4.04 \pm 0.10$ | 242 |

calculation (Ho 1979, 1984). These lie at $4.734 \mathrm{eV}(k=0.4816)$ and $5.071 \mathrm{eV}(k=0.4985)$ above the ground state, just below the $n=2$ threshold of the Ps at $5.102 \mathrm{eV}(k=0.500)$. However Ho finds them to be extremely narrow with widths less than 1 meV . Our wavefunction ( $\omega=7$ ) shows only the lowest $(2 \mathrm{~s})^{21} \mathrm{~S}$ of these resonances and we obtain $E_{\mathrm{r}}=0.3504$ Ryd compared with $E_{\mathrm{r}}=0.34794$ found by Ho, our width being $1.2 \times$ $10^{-4}$ Ryd compared with $8.6 \times 10^{-5}$ Ryd according to Ho. We intend to increase $\omega$ and optimise our non-linear parameters to search for the other resonances below the $n=2$ threshold.

It can be seen from figure 2 that the triplet phaseshifts from the SE2 method are in close agreement, with, but below, the variational result, and that the singlet phaseshifts from the SE2 method are considerably below. The variational and SE2 triplet phaseshifts actually tend to zero as $k$ tends to zero, and one should therefore subtract $\pi$ from the results displayed in figure 2 . As in the case of atomic hydrogen the spatial antisymmetry of the triplet wavefunction makes the static exchange a better approximation in the triplet case.

The SE1 method shows the correct trends (modulo $\pi$ ) but for the triplet incorrectly overestimates the variational result, which is an upper bound. The singlet SE1 phaseshift
is astonishingly good but orthogonality with the ground state wavefunction of $\mathrm{Ps}^{-}$has not been imposed, and so the quality of agreement may be misleading. The pattern of agreement of the full static exchange (SE2) and the variational result is reminiscent of that found for atomic hydrogen.

The zero-energy elastic cross section obtained in the variational calculation by extrapolation is $228 \pi a_{0}^{2}$ and this confirms preliminary estimates that the elastic cross section remains large out to at least 10 eV : the s-wave contribution in our variational calculation being about $6.3 \pi a_{0}^{2}$ at 7.35 eV . Work on higher resonances, higher partialwave elastic scattering and the photodetachment cross section is continuing.

One of us (SJW) is in receipt of an SERC Research studentship. Discussion with Dr R J Drachman was helpful. We wish to thank Mr C J Brown for help with the variational calculations.
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#### Abstract

Accurate variational calculations of the photodetachment cross-section of $\mathrm{Ps}^{-}$are reported. Both length and velocity forms are reported. The sum rule $S_{-1}$ is satisfied to within $2 \%$. The cross-section has a maximum of about $68 \cdot 10^{-18} \mathrm{~cm}^{2}$ at a wave-length of between $1.8 \cdot 10^{4}$ and $2.1 \cdot 10^{4} \AA$ and shows a significant peak just below the threshold for exciting Ps ( $n=2$ ).


The existence of a bound state of the purely leptonic system ( $e^{+} e^{-} e^{-}$) was first demonstrated in a variational calculation by WHEELER [1]. It differs from the negative ion of atomic hydrogen ( $\mathrm{pe}^{-} \mathrm{e}^{-}$) $\mathrm{H}^{-}$, in the replacement of the proton by a positron. The extra electron is bound to positronium ( Ps ) to form its negative ion $\mathrm{Ps}^{-}$.

Among the most recent calculations of its binding energy are those of Ho [2] and of Bhatia and Drachman [3] which differ by one in the fifth figure for the electron affinity, giving

$$
\begin{equation*}
\mathrm{EA}(\mathrm{Ps})=0.32668 \mathrm{eV} \tag{1}
\end{equation*}
$$

The intense recent interest in $\mathrm{Ps}^{-}$started with the laboratory demonstration of its existence by Mills [4], who also measured its decay rate [5]

$$
\begin{equation*}
\Gamma=(2.09 \pm 0.09) \mathrm{ns}^{-1} \tag{2}
\end{equation*}
$$

in good agreement with theory. Our present knowledge of its properties has been reviewed elsewhere [6].

In this paper announcing the discovery Mills says ${ }^{\left(\mathrm{Ps}^{-} \text {has an annihilation lifetime..., a }\right.}$ photoionization cross-section..., all of which are sensitive to the details of its wave function and which can now be measured given a sufficiently strong source of slow positrons». It is clear that the Brookhaven facility [7] can provide such a source.

We have, therefore, calculated the photodetachment cross-section of $\mathrm{Ps}^{-}$from the breakup threshold

$$
\begin{equation*}
h \nu+\mathrm{Ps}^{-} \rightarrow \mathrm{e}^{-}+\mathrm{Ps}(1 s) \tag{3}
\end{equation*}
$$

to just below the $n=2$ threshold

$$
\begin{equation*}
h \nu+\mathrm{Ps}^{-} \rightarrow \mathrm{e}^{-}+\mathrm{Ps}(n=2) \tag{4}
\end{equation*}
$$

using very accurate variational wave functions for both the initial and the final state.
Previous calculations of (3) have been reported by us [8] and by BAthia and Drachman [9, 10]. BĂTHIA and Drachman used the Ohmura approximation to an accurate ground-state function and a plane wave for the ejected electron, while we used a simple twoparameter bound state [11] together with a plane wave, and both estimates gave a maximum cross-section of about $8 \cdot 10^{-17} \mathrm{~cm}^{2}$ at a wave-length near $2 \cdot 10^{4} \AA$.

The present letter uses the bound-state function previously reported in our calculation of $s$-wave scattering [12] which will not be repeated here. The photodetachment cross-section may be written

$$
\begin{equation*}
\left.\iota_{\lambda}(\mathrm{V})=\frac{2 k \alpha a_{0}^{2}}{9 \omega}\left|\left\langle\Psi_{\mathrm{f}}\right| Q_{\mathrm{V}}\right| \Psi_{\mathrm{i}}\right\rangle\left.\right|^{2} \tag{5}
\end{equation*}
$$

in the velocity formulation and

$$
\begin{equation*}
\left.\mathcal{Z}_{\lambda}(\mathrm{L})=2 / 9 k \omega \alpha a_{0}^{2}\left|\left\langle\Psi_{\mathrm{f}}\right| Q_{\mathrm{L}}\right| \Psi_{\mathrm{i}}\right\rangle\left.\right|^{2} \tag{6}
\end{equation*}
$$

in the length formulation, in a usual notation; where $\alpha$ is the fine-structure constant, the ejected electron has energy

$$
E=\left(\omega-E_{\mathrm{b}}\right)=\frac{3}{2} k^{2} \mathrm{Ryd}
$$

where $k$ is its wave number. The transition operators are
and

$$
\begin{equation*}
Q_{\mathrm{V}}=4 \hat{k} \cdot\left(\nabla_{r_{1}}+\nabla_{r_{2}}\right) \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
Q_{\mathrm{L}}=2 / 3 \hat{\boldsymbol{k}} \cdot\left(\boldsymbol{r}_{1}+\boldsymbol{r}_{2}\right) \tag{8}
\end{equation*}
$$

where we have taken $r_{1}, r_{2}$ to be the position vectors of the electrons with respect to the positron.

Writing expressions (5) and (6) in terms of the threshold energy, the corresponding wavelength being

$$
\begin{equation*}
\lambda(\AA)=\frac{911}{\frac{3}{2}\left(k^{2}+\gamma^{2}\right)} \tag{9}
\end{equation*}
$$

where $E_{\mathrm{b}}=\frac{3}{2} \gamma^{2}$ is the binding energy of $\mathrm{Ps}^{-}$in rydbergs,

$$
\begin{align*}
& \succ_{\lambda}(\mathrm{V})=3.0274 \cdot 10^{-20} \mathrm{~cm}^{2} \frac{k}{\left(\gamma^{2}+k^{2}\right)}\left|M_{\mathrm{V}}\right|^{2}  \tag{10}\\
& \boldsymbol{t}_{\lambda}(\mathrm{L})=6.8115 \cdot 10^{-20} \mathrm{~cm}^{2} k\left(\gamma^{2}+k^{2}\right)\left|M_{\mathrm{L}}\right|^{2} \tag{11}
\end{align*}
$$

where $M_{\mathrm{V}}$ and $M_{\mathrm{L}}$ are the matrix elements of $Q_{\mathrm{V}}$ and $Q_{\mathrm{L}}$, respectively.
The transition is an allowed dipole transition

$$
\begin{equation*}
h \nu+\mathrm{Ps}^{-}\left((1 s)^{2}{ }^{1} S_{0}^{e}\right) \rightarrow \mathrm{Ps}^{-}\left(1 s k p^{1} P_{0}^{0}\right), \tag{12}
\end{equation*}
$$

hence only the ${ }^{1} P$ wave of the final state is required. This was obtained using the form $\Psi\left(k^{1} P\right)=$

$$
\begin{align*}
& =\Psi^{\prime}\left(\boldsymbol{r}_{1}, r_{2}, r_{3}\right)=\left(1+P_{12}\right)\left\{\frac{k^{\frac{1}{2}}}{\sqrt{2}} \wp_{\mathrm{Ps}}\left(\boldsymbol{r}_{2}\right) Y_{10}(\hat{\boldsymbol{\rho}})\left[j_{1}(k \boldsymbol{\rho})-\operatorname{tg} \delta_{1} n_{1}(k \boldsymbol{\rho})\left[1-\exp \left[-\mu_{\boldsymbol{f}}\right]^{n}\right]\right\}+\right. \\
& +\frac{1}{\sqrt{2}}\left[Y_{10}(\hat{\boldsymbol{\rho}})_{\rho}+Y_{10}\left(\hat{\boldsymbol{\rho}}^{\prime}\right) \rho^{\prime}\right] \sum_{i} c_{i} \exp \left[-a r_{3}-b s\right] s^{k_{i}} t^{l_{i}} r_{3}^{m_{i}}+ \\
& +\frac{1}{\sqrt{2}}\left[Y_{10}(\hat{\boldsymbol{\rho}}) \rho-Y_{10}\left(\hat{\boldsymbol{\rho}}^{\prime}\right) \rho^{\prime}\right] \quad \sum_{j} d_{j} \exp \left[-a r_{3}-b s\right] s^{k_{j}} t^{l_{j}} r_{3}^{m_{j}} \tag{13}
\end{align*}
$$

with $l_{i}$ even and $l_{j}$ odd, and

$$
\begin{equation*}
s=r_{1}+r_{2}, \quad t=r_{1}-r_{2}, \quad k_{1}+l_{1}+m_{i} \leqslant 9 ; \tag{14}
\end{equation*}
$$

in a variational calculation, $\boldsymbol{\rho}$ and $\boldsymbol{\rho}^{\prime}$ being the position vectors of the ejected electron with respect to the centre of mass of the residual $P s$ in the direct and exchange cases, respectively. We took $n=5$ and varied $\mu, a$ and $b$ independently, the linear parameters $c_{i}, d_{j}$ being varied simultaneously. Thus we do not achieve a global maximum on $\operatorname{tg} \delta_{1}$.

For small values of $k(k \leqslant 0.10)$ the convergence of our locally optimized Kohn and inverse Kohn results was not entirely satisfactory, and will be discussed in detail elsewhere [13].


Fig. 1. - The photodetachment cross-section of $\mathrm{Ps}^{-}$(in units of $10^{-18} \mathrm{~cm}^{2}$ ) in length (L) and velocity (V) forms.

For $0.10<k \leqslant 0.50$, agreement between Kohn and inverse Kohn was to better than 1 part in $10^{4}$ in $\operatorname{tg} \delta_{1}$. For the photodetachment cross-section we need the full expression (11) so use the direct estimate of $\operatorname{tg} \delta_{1}$ consistent with (11) rather than either Kohn or inverse Kohn result.

We find $\delta_{1}(k)$ first increases through small positive values from threshold and goes negative and is smoothly decreasing to a minimum of -0.70 at $k=0.484$ after which it increases rapidly to a value close to -0.68 at the $n=2$ threshold, $k=0.5$. A full discussion will be given elsewhere, but we remark here that except for $k>0.484$ the results are in close accord with those of a one-channel treatment. The rapid rise of $\delta_{1}(k)$ near $k=0.5$ might be due to a ${ }^{1} P$ resonance expected (by analogy to atomic hydrogen) to lie at $k=0.4994$ a.u., though it appears too broad for that, or to a cusplike behaviour associated with the $n=2$ threshold. Calculations including $n=2$ states are at an early stage.

The consequent photodetachment cross-section is displayed in fig. 1, in both length and velocity forms. The sum rule

$$
\begin{equation*}
S_{-1}=\frac{1}{2 \pi^{2} \alpha a_{0}^{2}} \int_{0}^{\lambda_{0}} a_{\lambda} \mathrm{d} \lambda / \lambda=8 / 27\left\langle\left(r_{1}+\underline{r}_{2}\right)^{2}\right\rangle \tag{15}
\end{equation*}
$$

(expectation values being taken with respect to the ground state) is well satisfied considering that for $\lambda<\lambda(n=2)$ we used Bhatia and Drachman's simple closed form expression for $\mathcal{t}_{\lambda}$.

|  | $S_{-1}$ |  |  |
| :--- | :--- | :--- | :--- |
|  | LHS (velocity) | LHS (length) | RHS |
| Our results | 29.9 | 28.9 | 29.3 |
| Bhatia and Drachman | 31.7 | 31.7 | 29.78 |

Table I. - The photodetachment cross-section of $\mathrm{Ps}^{-}$at selected wave-lengths (in units of $10^{-18} \mathrm{~cm}^{2}$ ).

| $\lambda\left(10^{3} \AA\right)$ | $\mathscr{t}_{\lambda}(\mathrm{V})$ | $\mathscr{y}_{\lambda}(\mathrm{L})$ |
| :--- | :--- | ---: |
| 35 | 11.11 | 6.15 |
| 30 | 39.13 | 26.45 |
| 25 | 60.62 | 50.11 |
| 22.5 | 66.07 | 60.08 |
| 20 | 67.48 | 66.86 |
| 19 | 66.95 | 68.36 |
| 18 | 65.84 | 69.04 |
| 17 | 64.23 | 68.85 |
| 15 | 59.66 | 65.73 |
| 10 | 44.35 | 45.65 |
| 5.0 | 29.71 | 29.09 |
| 2.5 | 26.27 | 26.49 |
| 2.4 | 28.09 | 28.23 |
| 2.3 | 39.99 | 40.02 |
| 2.283 | 62.47 | 62.33 |

The Ps $(n=2)$ threshold is at $2283 \AA$.

Selected values of the cross-section are given in table I. Agreement between length and velocity forms is good, but not yet entirely satisfactory, especially near threshold, the differences reflecting the inadequate convergence of $\operatorname{tg} \delta_{1}(k)$ for $k \leqslant 0.1$ a.u. The marked peak in the cross-section just below the $n=2$ threshold occurs in both length and velocity forms, which agree there to better than 2 parts in $10^{3}$. It is directly attributable to the similar behaviour of $\delta_{1}(k)$ and should be detectable experimentally.

We are indebted to Drs. R. Drachman and A. Bhatia for helpful discussions. One of us (SW) is supported by a SERC studentship. The calculations were carried out on the ULCC CRAY-1S.
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#### Abstract

We report accurate variational calculations of the ${ }^{1,3} \mathrm{~S}$ and ${ }^{1,3} \mathrm{P}$ phase shifts for elastic scattering of electrons (or positrons) by positronium up to the $\mathrm{n}=2$ threshold. Higher order phase shifts are evaluated both in a static exchange model and in an adiabatic exchange model to give the total elastic, momentum transfer, ortho-para conversion and elastic differential cross sections. The positions of the minima in the elastic differential cross section are given for several values of $k^{2}$. New ${ }^{3} \mathrm{P}$ resonances are reported. The ${ }^{1} \mathrm{P}$ continuum wave function is used together with an accurate variational wave function for the ground state of $\mathrm{Ps}^{-}$ to obtain the photodetachment cross section of $\mathrm{Ps}^{-}$, and both length and velocity results are checked by evaluating the sum-rule $S_{-1}$.


[^0]:    0* scattering lengths, units ao
    $a^{+}(B D): B h a t i a$ and Drachman's (1985) singlet
    scattering length obtained from using their bound - state $\mathrm{Ps}^{-}$wave function.

[^1]:    where $K=\tan \delta_{1}{ }^{+}$evaluated by the Kohn variational method,
    $I K=\tan \delta_{1}{ }^{+}$evaluated by the Inverse $K o h n$ variational method.

[^2]:    $+$
    $\begin{aligned} & K=\tan \delta_{1} \\ & I K \text { evaluated by the Kohn variational method, } \\ & \text { etan } \delta_{1}\end{aligned}$

    * Graphical estimates at the phaseshifts for $\omega=\infty$ figure The brackets indicate the estimated accuracy in th

[^3]:    Variational (Armstead, 1968)
    --- - Static-exchange
    — - — Adiabatic-exchange

