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Abstract

An infra-red study was made of the molecular complex of 

hexafluorobenzene (HPB) in benzene solutions. Interactions between 
HFB and benzene lead to a frequency shift and a broadening of the band 
arising from the out of plane C-P bending vibration (a^^ species) .
It is deduced that the intermolecular interactions are short livedl, 
stochastic, are not simple polar interactions, and that the resulting 
forces are directed perpendicular to the ring plane.

The band contours of the vibrational Raman band of chlorine 
in benzene/tetrachloromethane solution mixtures have been studied.
Band fitting analysis of the complexed chlorine band using two 
Lorentzians, each with their isotopic sub bands, produced good simul
ations of the observed spectra. The consistency of the relative 
intensities suggests that they arise from complexes of the same
stoichiometry. It is concluded that chlorine forms a 1:2 complex with

2 6 —2 benzene, with an equilibrium constant K = .095 <bn mol . Entropy
03vlculo*.VioiA.s‘ imply that there is a large molecular ordering compatible
with the idea of specific structure of the complex.

The vibrational Raman band of liquid chlorine was studied 
to shifts of 130 cm ^ from the band centre. The second moment of the 
anisotropic component is about 15̂  above the theoretical value.
Good exponential decays of the second order orientational correlation 
function are observed from t >  0.2 ps. The resulting relaxation 
times are well reproduced by a microviscosity equation. The results 
are in reasonable accord with n.m.r. relaxation times.
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Absolute intensity measurements have been made on the 
fundamental vibrations of methyl iodide, by integrating the optical 
density over the absorption band. Exact band fitting of the 

theoretical spectra, to the experimental spectra was not possible, no 

explanation can be offered. The intensity measurements were analysed 
in terms of the dipole moment derivatives with respect to symmetry 
coordinates, using three formulations of the vibrational angular 
momentum correction. Gribov’s formulation is considered superior to 
the earlier Crawford hypothetical isotope method. Barrow and 
Crawford also derived a formulation similar to Gribovs.
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Chapter 1 IRTRODÜCTTOR

In this thesis we shall consider various aspects of the

information available from infra-red and Raman band contours.

In part one we shall show how these band contours, as well as the

direction and specifkcty of frequency shifts of these bands, can
provide information about the interactions of the absorbing
molecules with their environment. Thus in Chapter 2 we present
much of the basic theory necessary for an understanding of the
studies in Chapters 3 to 5*

In Chapter 3 we shall show how a complete analysis of a band
profile can be used to give some insight about the molecular
relaxation processes which occur in the liquid phase. An overall
band profile is usually determined by a combination of vibrational
and rotational mechanisms, each of which is affected by the inter-

12molecular forces operative in the system. Gordon has cast the

theory in a form more favourable to experimental exploitation. It
will be shown how studies of the band contour of the a„ C-P2u
bending vibration of HFB, in various benzene-cyclohexane solvent 
mixtures, can enable a determination of the decay rates of the 
correlation functions ; and hence the different molecular interactions 
involved.

In Chapter 4 we shall consider the Raman spectra of chlorine, 
in the benzene-tetrachloromethane solvent system. It has long been 
considered that, in Raman and infra-red speotra, it should be 
possible to observe bands due to complexed and uncomplexed molecules, 
whatever the strength. It has been suggested that, if the estimates 
of complex lifetime for weak complexes were correct, then it could
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be that low frequency vibrations (such as the halogen-halogen 
stretching frequency) may give rise only to averaged absorption 
bands . . There have been a number of attempts to observe "complex" 
and "free" V  (X-X) bands using Raman spectroscopy .
In early work Klaeboe and Rosen et al observed two Raman bands in 
the V (Br-Br) and ^  (l-l) regions for some aromatic donors, but not 

for benzene. More recently Jao^^ has considered theV(ci-Cl) region, 
and concluded that a charge transfer effect could be the main factor 
in the large intensification of the Raman band. We further extended 
the work of Jao by considering in detail, the contours of the 
V (Cl-Cl) band in order to determine the actual extent and nature of 
the complexed species.

Recently the theory of molecular reorientations has been 
directly related to Raman scattering experiments*. As an 
extension of the study in Chapter 4» the Raman spectrum of liquid 
chlorine is discussed in Chapter 5» It is known that one of the 
more important model independent quantities to be obtained in studies 
of molecular reorientations is the reorientational correlation time 
^  . Values of f  have been extracted from our Raman studies of 
liquid chlorine. An estimation of the second and fourth moments is 
also carried out.

In part 2 of this thesis we shall discuss the absolute gas 
phase intensities of methyl iodide. Information concerning the 
geometry and mechanical properties of the molecule can be found from 
measurements of the infra-red absorption bands arising from atomic 
vibrations. A study of the number and frequency of those absorption 
bands, combined with a sufficiently well developed theory of small
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vibrations can lead to determinations of the type of chemical 
bonding, and the internal and intermolecular interactions.

The intensities of the spectral bands reflect the structural 
details of the molecules’ electron cloud. The properties of the 

cloud are characterised by the dipole moments of the molecular 

groups and bonds, and by the derivatives of these moments with 

respect to the displacement of the molecule from its equilibrium 
configuration. Thus infra-red band intensities can be used for 
calculating the dipole moments and their derivatives.

Despite the high sensitivity of the intensity method little 
work has generally been done in this field. The basic difficulty 
being that molecular structure is only studied indirectly using 
infra-red. The intensities bear a complex relation to the mole
cular structure and thus special care has to be used in determining 
the parameters involved in formulating the interpretations.

It is a well known fact that intensity is related to the 
magnitude and frequency of the alteration of the spatial dipole 
moment vector of the molecule, resulting from the vibration. In the 
interpretation of the infra-red absorption intensities of fundamental 
vibration bands, it is desired to break down the overall change of 
electric dipole moment with change in the normal coordinate Q)

into contributions arising from individual bonds within the molecule.
Thus we have made a relatively detailed study of the gas phase 

infra-red absorption intensities of the fundamentals of methyl iodide. 
The methyl halides form a simple series of closely related compounds 
 ̂in which one may hope to observe trends in chemical and physical 
properties. For this reason they have been widely studied, and 
their infra-red spectra are well known. . However the only measurements
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of the gas phase infra-red intensities were made twenty years ago,
161initially by Barrow and McKean , and then more accurately by 

Dickson, Mills and Crawford^'^ • We remeasured the gas phase 
intensities of the fundamentals of methyl iodide (CH^l) in order to;

(a) compare the results with those of Dickson et al; (b) compare the 
observed and calculated band contours; and (c) compare three methods 
of determining the relations between intensities and molecular 
parameters. The three methods considered, have a different formulation 
of the vibrational angular momentum correction.

In Chapter 6 we shall state briefly the infra-red absorption 
intensity theory, and also list the force constants for methyl iodide.
In Chapter 7 we consider the band contour analysis of the fundamentals. 
Finally in Chapter 8 we shall discuss the molecular parameters, 
obtainable from the dipole moment derivatives, in terms of three 
formulations. The first of these formulations which will be studied 
is that of Dickson, Mills and Crawford. These authors used

164Crawford’s hypothetical isotope method to determine a vibrational 
angular momentum correction. The corrected dipole moment derivatives 
(with respect to the symmetry coordinates) / à S  were related to the 

/ molecular parameters based on the bond moment hypothesis. However it 
is well known that the bond moment hypothesis does not hold very well

115,162,17^176in several cases .
The second method is that by Gribov'*^ , who formed a single 

; ec^qatiOn to consider the contributions to the dipole moment 
derivatives arising not only from angular reorientations (due to 
angular deformations),but also from vibrational angular momentum.
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The third treatment studied is due to Barrow and Crawford
who derived a formulation similar to Gribov’s, but never published
the details. M c K e a n h a s  summarised this treatment. It is less
general than that of Dickson et al, to which it is equivalent, but has
the merit of being based solely upon the S vectors of the WilsonJ
GP method''^ .
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PART ONE
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Chapter ? GENERAL THEORY
2.1 Calculation of the Infrared Intensity data for Molecular Dynamics 

Studies

Given  ̂ that the attenuation of the intensity of a monochromatic 

beam of frequency P is proportional to the light fluz, or intensity, 
of the radiation of that frequency, and to the number of absorbing 

centres (= c.l where c is the concentration of the sample and 1 is the 

path length of the cell) then

= l(v)cdl

on integrating and solving for ̂ (v) (the absorption coefficient) 

we have 6(v) = "T" In — 2 1
° I (»)

where I (ü) and I (i>) are the intensities of the transmitted and

incident radiation with respect to the frequency The value of

E(v)/y is equivalent to f^(y) for the infrared correlation function
defined in section 2.5.2.For this thesis I_(p) is taken as the baseline
transmittance. The values of I (v) and l(y) are taken for every point

from the spectra, the distance between each point being AV, an

arbitrary frequency interval. The correlation functions in section 2.5
are all calculated with respect to the band origin, which in this instance
has been defined as the maximum of the absorbance curve.

All spectra were corrected for the distortion due to finite slit
2widths, by the method proposed by Hill and Steele. The observed and 

true intensities l(v) and Im(^) respectively, are related to the spectral 
slit width 8 and the second derivative of l(v) with respect to the 

ffequenoy^ evaluated at V, by

!_(*) " l(^) - s^d^lM + higher terms 2.2
12 d f
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The higher terms are negligible if 2s < A V i »  which is true for the
2

studies reported in this thesis. This method has an advantage over 

full spectral deconvolution in that it can he applied even when absorption 
does not decrease to zero at the spectral limits, and also that it is 
simple and rapid to apply. Corrections due to redactive index were 
considered to he so low as to he negligible.

2.2 The Raman Effect

The Raman effect is concerned with the dipole moment IT which is 

induced in the molecule by the electric field of the incident light.
As a molecule consists of positively charged nuclei ... in a cloud of 
negative electrons, it is electrically polarizable; and therefore an 
applied electric field £ will induce in it a dipole moment Tf , thus

have ir= aE 2.3

where a is the electric polarizability of the molecule. a is not 
generally a simple scalar quantity as the direction of vector TT differs 
from vector E. In terms of components we have

“xy^y ®xz^z

y “yz^z 2.4

*zy®y

where are the components of the polarizability a.
The electric polarisability a will, in general, be a function of 

the normal coordinates and it can be expanded as a Taylor series with 
respect to these coordinates. Neglecting all but the first power we have.

7T = ot EX XX X

^ y

= '

2.5

where is the polarizability tensor in the equilibrium configuration;
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and (&a/^ derived polarizability for the Kth normal mode,
it is usually denoted by a*.

In Raman spectroscopy the electric field is applied by irradiating 
the molecule with monochromatic light of frequency which usually 
lies in the visible region so that no absorption by the molecule can 
occur. Combining2.3 and 2.5 we have

'/T= aE = a^E + %  ^ E 2.6

The first term on the right is concerned with Rayleigh radiation at 
the frequency V  and the second term gives the Raman radiation, 
where the scattering is at the frequencies (V^ ” p̂,) (Stokes line) 

and (V + V tj) (anti-Stokes line), V is the Raman frequency shift.0 it K
Prom this, the condition that a particular normal frequency shall

be active in Raman scattering is that

2.7

for at least one of the components (i or j = x, y or z) of a. This is 
a restricted selection rule.

2.3 Raman intensities and the depolarization ratio
To explain the relative intensity of corresponding Stokes and anti- 

Stokes lines in Raman spectra, it is necessary to invoke the quantum 
theory of Raman scattering. In this case the transition moment arising 
from the induced dipole moment IT is given by

J vpW -jf dT = e ]  a

= E dT + EX^(àa/30j^) J

Rayleigh scattering Raman scattering
2.8
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Prom this it is deduced that for an active vibrational mode Raman 
scattering involves transitions in which is -1, LT being the
vibrational quantum number.

The anti-Stokes/stokes intensity ratio is given by

I anti-Stokesy; exp (_h»^R/kT)
' \ V Stokes /

Vo + V r\4 .....-------- \ exp/ — LKI 2.9

Calculation of the scattering coefficient for molecules in gases or
liquids requires the use of the mean value a*, and of the anisotropy

of the change of polarizability by a normal vibration, where

) 2.10

-  “ zz +  K z  "

+ 6(“’xy^ + *yz2 + “zx^)) 2.11

Here a’ is the derivative of (3a / .rr rr' o
In the Raman experiment in which light is vertically polarized, the

analysis of the spectra requires a quantitative separation of the areas
of the bands due to t he separate species. The quantities usually
measured are  ̂ (in the Porto nomenclature^), the intensity
associated with the vertical component of the field of the scattered light,
and I / \ the intensity associated with the component that isy(xy)z
perpendicular to the incident polarization and the scattering plane.
-I / \ and I / \ are called the polarized and depolarized componentsy(xx)z y(xy)z
of the scattered light. The component contributions
due to the isotropic and anisotropic scattering^. As the band widths
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of these components are governed hy different relaxation processes
it is simplest to transform the measured I / > and I , \ Ramany(xy) z y(xx) z
spectra into isotropic and anisotropic components, and to refer all 
discussions to these transformed spectra. This is readily done using 
the well known relationships.

" constant + 4 0 ^ ) J  (*0 + 2.I2».

^y(xy)z “ constant 3(ï')^ ( V ^  +'^r ^^ 2,12b

The upper signs relate to the Stokes frequencies and the lower to the 
anti-Stokes. Thus defining the isotropic and aniso tropic spectra 
in terms of and we have

^iso ■ ^y(xx) z ^y(xy)z

^aniso " ^y(xy)z
For a totally symmetric vibration of a symmetric top molecule is a
power spectrum associated with the vibrational relaxation and I ^  ^ aniso
is a convolution of the vibrational spectrum with a power spectrum 
associated with rotational relaxation^

For our experiment, when the incident light is plane polarized 
and the observation is perpendicular to the incident electric vector, 

the degree of depolarization ̂  is given by the quotient ^y(xy)^^^y(xx)z 
such that

%)JL = ^y(xy)z ^ 3(   2 13
l y W z  ' 45 (Î-Î + 4(f')2

For all but fully symmetric vibrations 5* = 0 and therefore ^ = 3/4» 

This value may also be approached for fully symmetric vibrations if 

so that
3/4 (Px 0
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The measurement of the depolarization ratio for Raman hands in 
fluid systems is a valuable means of determining the symmetry for 
Raman active modes. To this extent they provide a useful quantitative 
measure of relative polarizations of selective bands with the ultimate 
calculations of the separate entities in the dipole correlation 
functions.

2.4 The Fourier Transform
Electromagnetic radiation is sinusoidal and is expressed, for 

example, by amplitude = Asin (27Tvt). An absorption spectrum is a 
measure of the intensity of a given waveform which is proportional to 
the amplitude squared and is plotted against frequency. The Fourier 

transform is used to convert this frequency spectrum into a time 
spectrum.

The conditions for a Fourier transform of a function, of angular 
frequency CJ = 2lTv , f(ü) to exist are
(a) that the integral of f(w) from - oP to +(P exists, and
(b) any discontinuities in f(w) are finite.

The Fourier transform has the reciprocal property that the original 
f (ui ) can be regenerated from the complete transformed spectrum by an 
inverse Fourier transform (see 2.14) .

There are three mathematical distributions commonly encountered in 
spectroscopy, these are the Lorentzian function, the Gaussian function, 
and the exponential decay function. The Fourier transform of a 
Lorentzian function is an exponential decay function and vice versa, 
and the Fourier transform of a Gaussian function is a Gaussian function. 
Derivation of these Fourier transforms is given in 8 .



32

Mathematically the Fourier transform is given by 
<pJ 'Kfi
f M  exp(-iu3 t) 2.14a.

and the inverse transform is

rf M  ^  oo F(t)exp(iwt)dt 2.14b

The exponential of the integral can be written as

exp(-iwt) = cos(u)t) - isin(cit) 2.15

For further information of Fourier transforms a good reference is 9 ,

2*5 Correlation Functions 

2.5*1 Introduction
An absorption band is characterized by three parameters, 

its frequency, its intensity and its band contour^®. The latter 
parameter provides a source of molecular informâtion,which had been 
neglected until ten years ago, due to the use of the Schrodinger picture 
where attention was focussed on the energy levels of the system, rather 
than on its time development. For this approach the transition 
frequency and band intensity are both well defined molecular parameters, 
but the band contour is determined by entirely separate considerations, 
such as Doppler broadening and collisional interactions. There could 
also be so many transitions that interpretation is difficult, or the 
lines may blend together to form a continuous band. This is usually 
the case in dense gases, liquids, solutions and many solids. The 
assignment of individual lines is impossible. The intensity 
distribution, determined by all the many molecular wavefunct ions of the 
system, is essentially impossible to calculate. Also there is no 
classical analogy of a single quantum state, so that even for systems 
which are described reasonably well by classical mechanics the Schrodinger 

picture does not allow any classical correspondence to be exploited.
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However the Heisenberg picture of quantum mechanics provides a 

powerful interpretative tool for spectra of complicated systems. By 
focussing attention on the time development, interpretation of the 
unresolved lines is possible, and the interpretation is easily visible 

in terms of molecular motion in the system. Also,a classical 

correspondence exists which may be exploited for systems which approach 
classical behaviour. Thus the Heisenberg picture of spectroscopy 
shows that the Fourier transform of the spectral intensity with respect 
to the frequency shift from the band centre leads to the autocorrelation 
function of the transition moment . This relationship of band 
contours to time dependent correlation functions describes how the 
fluctuation in the value of some dynamical property of the system persists 

until it is averaged out by microscopic molecular motion. Mathematically 
the autocorrelation function C(t) of a quantity A is given by the ensemble 
average

C(t) = <  A(0). A(t)>g 2.16

where A can be any dynamical function of the variables of the system, 
such as the momentum of a certain atom. The time dependence of A is 
that produced by the natural molecular motion of the system, convoluted 
in some instances by the molecular relaxation of the property A (for 
example, by exchange of vibrational energy between molecules). The 
average<  is over an ensemble of systems at reference time z e r o .

If the system is ergodie then C(t) will approach zero as the time 
t — ^ QO . The shape of vibration-rotation bands in infrared absorption 
and Raman scattering experiments on linear and symmetric top molecules^* 
can be utilized to determine the autocorrelation functions 
< u (0 ) .u ( t )>  and<P2(U(0).U(t)>
where U is a unit vector whose direction is parallel with any of the



3%

three molecular axes (for a non linear case) and (x) is the Legendre 
polynomial of index 2 such that ?2(x) = -J- (3 x^ - 1) . These 
correlation functions measure the rate of réorientâtional motion of the 
molecules in a particular environment. The advantage vibrational 
spectroscopy possesses over techniques such as n.m.r., is essentially, 
that in both approaches we obtain a correlation time, but in the former 
case the shape of the correlation function is produced.

Thus Raman and infra-red spectroscopy are valuable techniques 
for determining information about the molecular forces and torques which 
determine the molecular motion and the nature of the motion itself.

2.5.2 The Infra-red correlation function
The dynamical property of the frequency spectrum which is 

used,is the transition dipole moment vector. The transition dipole 
moment vector is a simple molecular property influenced by the others 

in the system, so ideally we should use dilute solutions. Thus if the 
short time and long time behaviour of the system are different, the two 
are isolated in the autocorrelation function. However in the frequency 
spectrum the intensity at a particular frequency includes contributions 
from the entire time development of the autocorrelation function. The 
way in which the autocorrelation function is related to the frequency 
spectrum has been set out by Gordon^^ and Steele' . We shall merely 

quote the results in this thesis.
The transition dipole moment at a time t can be given as

J/x. 14/^^ = m(t) u(t) 2.17 

where m(t) is the transition dipole operator and u(t) is a unit vector 
defining the direction of the moment. Prom equation 2.17 the infra
red spectrum, normalized to unit area, for a particular band, can be
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related to a correlation function "by10-12

^m(t) u(t).m(o)u(oy> = 
m(o)^

Jr(v)exp[i27r ()>- V )]iV
— s------  ^  = C,(t) 2.18
j r w b v  '

is the frequency of the hand centre, *̂(\)) is ̂ ln(l^/l)^ ) 

where (l^/l)y is the inverse fractional transmission at a frequency V; 
the integrations are over the whole hand. Using a normalized spectrum 
largely eliminates dielectric effects on the local field due to the 
radiation, though corrections can he and have been applied ^ere they 
are likely to be significant.

If m(t) is independent of time, and if the motions of the 
different molecules are uncorrelated then the Fourier transform of the 
absorption intensity simplifies to the autocorrelation function of the 

unit vector defining the direction of the transition moment

(o) . U ^ Jr ' Ct t l expr i gf f ' / M-

Until recently it had been assumed that C^(t) was governed solely 
by the reorientation of the transition dipole with time. However, as 
for the Raman case (explained in the next section) , it is now clear 
that non-reorientational broadening mechanisms contribute significantly 

to C^(t) .
Amongst the most prominent non-reorientat ional broadening 

mechanisms is vibrational relaxation (or more generally isotropic 
relaxation) . This vibrational relaxation is said to result from hard 
collisions which involve energy transfer and deexcitation. This

V  = (t) 2.19
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collisional deexcitation limits the lifetime of the excited vibrational 
13state , inducing broadening in the observed spectral line. We

believe that we have an induced vibrational relaxation for the a modeAu
of hexafluorobenzene (HPB) in the benzene—cyclohexane solvent system; 
we will study this system in Chapter 3. A second non-reorientational 
mechanism, is collision induced broadening. This can arise from long 
range electrostatic dipole-induced dipole interactions, as well as 
skeletal deformation . Translational diffusion and an inhomogeneous 
solvent shift account for other non-reorientational mechanisms.

Goldberg and Pershan^* note that if non-reorientational mechanisms 
are independent of rotational relaxation then C^(t) can be expressed as 
the simple product of the rotational and vibrational contributions.
Thus;

Ci(t) = C^y(t) C^g(t) 2.20

The stochastic behaviour of the intermolecular interactions in this 
case leads to the result that, at times which are long compared with 

the average time between collisions, both C.̂ y(t) and show an
exponential decay with time. This is shown to be the situation for 
the a ^  band of hexafluorobenzene (HPB) in the C^H^-C^H^^ solvent 

system.
If on the other hand there is a significant coupling between 

translations and vibrations, a non exponential decay of C(t) results*
An example of this behaviour is probably shown by the out of plane OH 
bending modes of benzene in polar solvents . The increase in rate of 
decay of G^(t) for these vibrations over the corresponding values in 

cyclohexane is a Lorentzian function in t.
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2.5*3 Raman Correlation Function

Bratos^ showed that the Raman relaxation function Cgft) is
given by

Cgft) = A + B 2.2,

where A and B are coefficients which depend on the geometry of the
scattering arrangement. represents the scattering associated
with the isotropic component of the polarizability tensor and describes
the relaxation of the vibrational energy. C . (t) is associatedaniso' '
with the anisotropic part of the tensor and describes the relaxation 
of both the vibrational and rotational energy.

Thus the profile of the isotropic scattering can be described by 
the correlation function C^(t) . Such that

. J I.^^(V)exp[i27T(V^+V)t]^V 2.22
— CO

and similarly for the perpendicular component associated with the 

anisotropic part of the tensor; if the rotational and vibrational 
relaxation mechanisms are not correlated the product correlation 

function C.̂ (t) C^/t) is

C^(t)Cjj(t) = J  2.23
—OÛ

Assuming cylindrical symmetry and 90° scattering, the Fourier
transforms of the isotropic and anisotropic components are equal to

18the correlation functions of the polarizability tensor

°i80 2.24

and =<!f(0) ï(t).P2 ^U(0).ü(t)}>

where P^(z) is the second Legendre polynomial, and U is a unit
vector along a fixed axis. If t were time independent, then equation

12 ,2.25 degenerates to Gordon’s result , for which molecular
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reorientation is assumed to "be the only broadening mechanism. This
is not generally true as non-reorientational mechanisms can compete

19 20with rotational line broadening mechanisms.' These other

broadening mechanisms are noted briefly in the previous section.
In order to obtain reorientational correlation functions from 

the anisotropic Raman spectrum, the additional broadening mechanisms 
must first be accounted for. An approximate scheme is utilized to
accomplish the separation . Assuming the non-reorientational
broadening is statistically independent of the reorientation 
contribution and that these mechanism;contribute equally to the 
isotropic and anisotropic spectra, we can write

=<°(0) -gft) >  . r 2.26
<<x(0) >  2 ^

and

= V r 2 27
where C. and C . are the normalized total correlation functions.ISO aniso
C and C are the rotational and non-reorientational correlation R V
functions respectively. can therefore be obtained from the

/ 16 
quotient .

The main reason for Fourier analysis of a band shape is so that we 
may consider separately the short and long-time motion of the molecular 
system. At short times, only a few molecules will have received 
hard collisions; most will be rotating fairly freely. The 
correlation function will be a superposition of periodic functions.
Later on, most molecules will have undergone a number of hard collisions 
and will be approaching random orientation in an exponential way.
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10Gordon showed that the behaviour of a correlation function at 
short times is best displayed by considering a power series in time.
The coefficients in this time series are identified as analytic 
functions of the inertial constants and of the intermolecular torques.

For instance the time series in the classical limit for an 
infra-red band of a linear molecule begins :

2
<U(0).U(t)> = 1-(kT/l)t + [l/3(kT/l)2

+ higher insignificant terms 2.28

where k is the Boltzmann’s constant, T is the temperature, I is the 
moment of inertia and^(OV)^^ is the mean-square torque on a molecule 
due to other molecules.

Our main interest however has been in determining the coefficients 
(identified as frequency moments) for the Raman spectrum of chlorine.
We shall consider this in Chapter 5.

The short term behaviour of the Raman correlation function is

i< 3 [u ( 0 ) .u ( t ) ] ^  -  1> = 1 - ( ^ )

+ higher terms 2.29 
The main point to notice from the above equation, is that the second 
moments (initial curvatures) of these correlation functions depend 
only on the temperature of the system and the moment of inertia.

i

At long times the molecular trajectories become very complex,
10and it has been found that the reorientation process can be 

simulated by a stochastic process, such that the correlation functions 
should approach exponential decay. Various stochastic models will be 
discussed in section 2.5.6 . The intermediate time regime involves 
complicated paths for the motion and has eluded a simple dynamical 

description.
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2.5.4 The Free Rotor Correlation Function

In the picosecond time domain of molecular motion the
correlation function decays principally hy inertial symmetry and
intermolecular factors. To provide a fuller interpretation of the
motion of the system a theoretical classical model was derived hy 

22Steele .

For our infra-red analysis of hexafluorobenzene in benzene- 
cyclohexane solvent mixtures, a simple free rotor was used of the form

C^(t) = 1-2(kT/h) Bt^ + insignificant terms in
(kT/hc)^ n>2. 2.30

For our work on the Raman spectra of liquid chlorine a marginally 
more complex form of free rotor equation was used. The orientational 
correlation function of an ideal gas of rough spheres (no collisons)

■u 23IS given by
2

C g W  2.3,
m= —2

where co is the rotational speed of a sphere. Explicit evaluation

gives

C^(t) = 1  ±  ,.3,
m= —2

where ^  is the reduced time, such that

T  . ^  j \  2.33

where I is the moment of inertia of the particle and T is the 

temperature.
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2.5*5 Relaxation Times

In addition to the correlation functions themselves, we 
are interested in the relaxation times obtainable from them. The 
relaxation time T for an exponentially decaying correlation function, 
due to stochastic behaviour on the Lorentz model, is defined by

. Cĵ (t) = Aexp(-t/'yJ I = 1,2 2.34

For infra-red 1 = 1 ,  and Raman 1 = 2 .

Assuming the spectra to be Lorentzian, the relaxation time is 
simply related to the half width at half height (HWHH) of the spectrum

r =  (2'ÎÎSv)-'' 2 33

where c is the speed of light and V is the HWHH in wave numbers.
For this case a logarithmic plot of C^(t) should directly reveal the 
reciprocal relaxation time P as the slope of the resulting straight 
line. Another possible definition which is often used is

= C^(t)dt I = 1,2 2.36

-1The reciprocal relaxation time has been the subject of

many p a p e r s . It can be regarded as resulting from a 
combination of a collision induced vibrational relaxation and a random 
reorientation or rotational diffusion process; so we may write

5 9 = + Pp 2.37

where is associated with the vibrational relaxation and. P^ with the 
rotational diffusion. We shall use this relationship in Chapter 3*
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2.5.6 Models for Molecular Motion

Once the experimental rotational correlation functions and 
relaxation times have "been obtained the results can be compared to
predictions of various molecular rotation theories.

19For molecular reorientation studies three approaches have been ■
25particularly useful . In the first of these, for sufficiently small 

times the molecular rotation in fluids is described classically as 
free rotation. The molecules undergo frequent intermolecular collisions 
of short duration, and their angular momenta are randomised by the 
intermolecular torques associated with the collisions. In the 
situation where the time between collisions is short compared to the 
mean free rotational period, then the motion is well described by 
rotational diffusion. The second model pictures a fluid as a pseudo 
solid. A molecule undergoes solid like torsional oscillations in a 
potential well formed by the other molecules. The third approach is 
based on the collision-broadening theory of Van Vleck-Weisskoff ; 
here the molecule reorients instantaneously and randomly upon collision.

The most generally used model is the rotational diffusion model 

developed by Debye to describe relaxation phenomena. The rotational 
diffusion model is usually applicable to the situation where molecules 
undergo collisions in characteristic time for the experiments. For 
very small times the model is inapplicable since in this limit all 

motion tends to free motion.

Debye generalized the Stokes-Einstein relation,
D = k T / S l f a k J 2 .38

(where D is the diffusion constant, a is the radius of a spherical
diffusing particle and ^  is the viscosity) to the case of isotropic

rotational motion of molecules.
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The correlation functions obtained from this model are exponentials 
of the form

= <P|^[u(o) .u(t)] >  = exp(-t/^^) 1 = 1,2 2.39

where the reciprocal relaxation times are given by 
-1

Thus
P = ( T j "  = 1(1 + l)D 1 = 1,2 2.40

this model predicts the quotient of ^  1 “
23It has been reported that the relaxation timeassociated with 

the motion of the symmetry axis of a symmetric top molecule can be 
calculated from simple hydrodynamic theory where

3kT

f is an almost temperature independent empirical factor varying between
zero and one, introduced to take into account the fact that, a molecule
in a neat liquid cannot be represented accurately as a particle diffusing

27 28through a homogeneous fluid. McClung and Kivelson ' discussed the
meaning of f in terms of some specific hydrodynamic models. This
Stokes-Einstein model assumes that the fluid adjacent to the large
rotating particle "sticks” to the particle and rotates with it.

Although there is no particular reason why the réorientâtional
correlation time, which depends upon rotational motion, should be a
function of (a translational property) it has been experimentally

observed that this theory is applicable to small molecules in solution
29or in the pure liquid . We shall use the rotational diffusion 

model in our investigation of the rotational motion of chlorine, in 

Chapter 5.
Gordon^O has generalised the Debye model of rotational diffusion 

to allow molecular reorientation through angular jumps of arbitrary
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size* This ”J Diffusion” model assumes that collisions randomise 
the components and magnitude of the angular momentum at the end of a 
free rotation step* It also assumes that the rotation frequency in 
each step is spread over a Boltzmann distribution.

2.6 Interactions in Molecular Complexes 
A General Survey

In this brief survey we have incorporated information on the ways 

in which the interactions in molecular complexes have been interpreted. 
Therefore this section is only designed to contribute to the under
standing of the work presented in the next two Chapters.

In an attempt to explain the results of spectrophotometric studies 
31of iodine with benzene , Mulliken introduced the "charge transfer"

32resonance theory . This theory described the ground state electronic 
wave function of a donor-acceptor complex approximately, by a 

combination of two resonance structure functions and ̂  such that 

^jj(D.A.)A£ a4^^(D.A.) + b .J (d'̂ '-a") 2.42
no bond dative

Here a and b are the coefficients of the no bond and dative structures, 
respectively. In the ground state of a weak complex, b is expected 
to be less than 0.1 and a is approximately 1.0. The stability of the 
complex depends on the extent of the mixing between the wave functions 

of the no bond and dative structures.
If the ground state structure of a complex is given “by 4 ^ then 

according to the "charge transfer" theory, there is an excited state 
which is called a charge transfer state given by

= —b 4̂  (D.A.) + a , 2.43
N  —• 0 I

The coefficients b* and a* are determined by the quantum theory
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requirement that the excited state wave function be orthogonal to the 
ground state function The electronic absorption frequency
of the new band formed in the complex corresponds to the energy 
difference between the ground state (n) and the charge-t r ans fer (v) 
of the complex.

Since Mulliken’s original publication,large numbers of papers and
reviews have appeared concerning the theoretical and experimental
aspects of such s y s t e m s T h e  general conclusions from these
publications are that the appearance of a charge-transfer band is no
reason for the assumption of a molecular complex — likewise the absence
of a charge transfer band does not necessarily mean the absence of a

interaction, only that the binding energy has an origin other
than charge transfer. The suggestion is made by mauy workers in the
field, that the contribution of charge-transfer to the intermolecular
binding energy has been overestimated in the past,'and that classical
electrostatic and polarization effects are of major importance in this
respect. The various types of intermolecular force that can exist
in the TT'— T T  molecular complexes have been discussed by Dewar and 

35Thompson . They argued that charge transfer forces are a special case
of London dispersion forces which result from electrostatic interactions
caused by electron correlation. These forces are represented by the
mixing of a ground state unperturbed wave function with that of an
excited state. Dispersion forces result when the excited state is
caused by the Jf' electron distribution of one molecule being perturbed

35from its symmetrical, equilibrium distribution. Dewar studied the 
charge transfer of 14 TCES/aromatic complexes and found that there was 
little correlation between the derived values of the equilibrium 
constants and the wavelength of the charge transfer band. This finding 
showed that the charge transfer forces played little part in the binding
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energy of the // - // complexes. A similar conclusion was suggested 
by Le Fevre^^ regarding the origin of the dipole moments of TT-TT* 
complexes. Models were used to compute the contributions of the 
dipole moments of such complexes caused by electrostatic and 
polarization effects and it was found that more than half of the
experimental dipole moment could be accounted for in this way.

37Hanna studied the bonding in ’classical’ charge transfer complexes 
of the type halogen/aromatic hydrocarbon by applying a perturbation 
treatment. This approach was particularly useful for the study of 
intermolecular forces in the region of small orbital overlap.

Hanna also investigated the effect of electrostatic contributions and 
found that the most important contribution to the ground state properties 
was caused by an interaction resulting from the TT^-quadrupole moment 
of the hydrocarbon inducing a dipole in the halogen molecule. This 
cfuadrupole induced dipole interaction was found to account for 30 to 
80^ of the important ground state properties, such as the dipole moment, 
equilibrium constant, enthalpy of the complex form and certain magnetic 
properties. These properties had hitherto been assumed to arise fromf
charge transfer forces.

Hanna and his associates also attempted to interpret the change 
in the infra-red intensity of halogens in benzene as a purely electro
static effect. They estimated an induced dipole for chlorine in a 
complex arising from the interaction of the field, along the sixfold z 
axis of the benzene molecule with the polarizable halogen molecule.

= i  a’’[é ., +€ 2] 2.44
Here a" is the polarizability of the halogen parallel to its axis (in 
the z direction) , 6 .j is the field from the benzene at the nearest 
halogen atom (x ), and ^  ̂  is the field at the halogen atom (y) further
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away from the benzene. Taking the derivative of equation 2.44 
with respect to the internal coordinate of the halogen

4  .{(#) -m ]
z=%2 z=z^

From this it was determined that the intensity enhancement of the 

halogen stretching mode and its associated red shift were almost 
wholly explained by these effects. The dipole moment, induced in the 
halogen by the benzene TT-quadrupole moment, changes as the halogen 
vibrates so that the halogen mode becomes infra-red active.
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Chapter 3 THE HEXAPLUOROBENZENB - BENZENE SYSTEM

3.1 Introduction
This chapter gives an account of some infra-red spectroscopic 

studies of the hexafluorobenzene (HPB)-benzene-cyclohexane system#
We shall show that concentration dependence and magnitudes of the 
frequency shifts and of the Fourier transforms of the absorption band 
contours, as well as symmetry considerations can be used to determine 
the nature of the intermolecular interactions within the system.

Equations for the infra-red correlation function, used in this
chapter, have been quoted in the previous chapter.

3.2 General Survey
3.2.1 Nature of the Interaction

39Patrick and Prosser discovered that when benzene was mixed 
with an equimolar quantity of HFB, a solid of the two components formed. 
The solid/liquid phase diagram for benzene-HFB was studied in some detail. 
It was established that although the melting points of HPB and benzene are
very similar (just above 5^C) , the equimolar congruently melting compound
had a melting point of 23.7°C. It was inferred that the HFB and benzene 
formed a 1 ! 1’complex’. The occurence of the solid compound, in this 
system, composed of two simple non-polar substances, was taken as strong 
evidence that the intermolecular interactions were unusual. It was 
suggested that the enhanced stability of the compound was due to charge 
transfer complexing, although there appeared to be no spectroscopic

40evidence of this in liquid mixtures. For instance Baur et al found
that the dipole moment of the postulated complex was less than 0.1

—20Debye (where ID = 3,335 % 10” Cm). This value is small compared to
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those reported for undouhted charge transfer complexes in vdiich dipole 
moments are generally of the order of 1.0 Dehye. Therefore it was 
assumed that the formation of a compound was, in the main, attributable 
to entirely different effects.

The measurement of various thermodynamic excess functions of
binary liquid systems, containing aromatic fluorocarbons at reduced

41temperatures, has been the subject of research by Penby and Scott
The sign and magnitude of the principle excess functions gives a good
indication of the relative strengths of the like and unlike interactions
occurring in binary mixtures. Large positive excess free energies,
enthalpies, entropies and volumes, and negative excess heat capacities
indicate weak unlike interactions. Negative values for excess free
energies, enthalpies, entropies and volumes, and positive excess heat
capacities are normally characteristic of systems with strong unlike
interactions. These excess functions measured by Penby and Scott show
a large negative excess enthalpy, for HPB of -433 J mol  ̂and a positive
excess volume of + .801 cm mol” . It was considered that there was
some evidence of complex formation. Perri , using Hanna’s calculations 
37, considered that the interactions in these mixtures of aromatic hydro
carbons with aromatic fluorocarbons were due to electrostatic inter
actions rather than charge transfer.

Powell, Swinton and Toung^^ applied the statistical theory of 
Rowlinson and Sutton to measurements of gas-liquid critical temperatures 
of the HPB-benzene system, and deduced that there was an angle 
dependent force. However, they were of the opinion that the inter
action is short-lived and could probably be explained without invoking 
specific covalent bonding forces. The thermodynamic measurements made 
by Powell and Swinton^^ tended to support a model which indicated complex 
formation in solution, but that the interaction was relatively weak.
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i§ also eviâemee f@r spe©ifie ̂ soémiti®œi ©ff* "kemzmn© 
in the vapour, from sooond virial eooffi^at®•

Bauer et made measurements of the ©rientatioml relamtion
tifflti of the components of the mixture EPB m t h  hegmene, hy 
depolarised Rayleigh scattering. In this mixture they noticed strong 
"static* and dynamic cross correlation terms %&ich affected the 
individual reorientation times. They concluded that there %ms no 
significant contribution to the Rayleigh scattering spectra, from a
long lived complex in the mixture.

42Ferri studied the correlation functions of the HPB-hensene 
system, and concluded that the system was unlikely to form anything 
more than a ’sticky* interaction when the molecules were aligned in 
certain (time averaged) preferential orientations.

3.2.2 Nature of the Structure 
47Ledaal attempted to find, a possible common structure for 

the geometry of collision complexes, and the main factors which 
appeared to determine this geometry. He studied a large number of 
polar s olut e/s o1vent collision complexes. He deduced that there was 
a common model in all cases, in which the dipole axis of the polar 
solute molecule is located along the sixfold symmetry axis of a benzene 
solvent nucleus. The factors determining the collision complex 
geometry were found to be the attraction between the electrophilic 
positive end of the local solute dipole and the nucleophilic 
"?T electron system of the benzene nucleus. However HPB is not polar,
therefore it would not necessarily orientate itself in this way.

48Le Fevre et al. noted a strong static correlation between benzene 
and HFB using the Cotton-Mouton effect. The molar Cotton-4îouton 
constants of several non polar and axially symmetric solutes were 

measured in both benzene and tetrachloromethane. Differences between



51

the Cotton-Mouton constants of the same solute in these two solvents 

were attributed to angular correlations between the solute and the 
benzene molecules* The positive signs of these correlation functions 
for HPB revealed a net tendency for the molecular plane of HPB and its 
nearest benzene neighbours to adopt parallel orientations. Using the 
observation made by Barrett and Steele, that the in plane p modes of 
HPB are not affected in benzene solution whereas the modes are, we 

shall show in section 3«5 that we favour the parallel orientation as 
well.

3*3 Experimental
3.3.1 Chemicals

Spectroscopic quality benzene and cyclohexane from B.D.H. 

Chemicals Ltd. and Puriss respectively, were used for this investigation. 
The benzene and cyclohexane were stored over molecular sieves. No 
further purification was considered necessary.

Hexafluorobenzene (HPB) was a spectroscopically pure sample from 
Bristol Organics Ltd. Again no further purification was considered 
necessary.

3.3.2 Equipment and Conditions
Our infra-red spectra were recorded on a Perkin Elmer 325 

double beam spectrometer, at a resolution of about 2.0 cm \  in the 
region of the a^^ mode of the hexafluorobenzene.

A Perkin Elmer comb attenuator was inserted into the reference 
beam to adjust the baseline for practical purposes. In all cases 
one metre of chart paper was equivalent to a scan of 60 cm The
spectral slit width was observed at the beginning, middle and 
termination of each scan. The beam balance was checked before a
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series of scans, since the beams should be of equal energy prior to 

insertion of the cells into the sample and reference beams. In all 
cases the optimum conditions for operation of the spectrometer were 
utilized. The slit program, gain, pen speed, response, scanning 
speed and suppression were selected to produce the best quality 
spectra. The transmission linearity of the PE 325 was verified as 
being within 0.5^ by the use of calibrated choppers.

A number of mixtures of benzene and cyclohexane were made up by 
weight, covering the range from pure benzene to pure cyclohexane.
The ratios of the various benzene:cyclohexane solutions were 1:0, 3:1, 
3:2, 1:2, 1:3, 1:5, 1:10, 1:15, 1:30 and 0:1. Several spectra were 
run for each solution. Good agreement was obtained from the different 
runs on frequencies and band widths. All measurements were made at an 

HFB concentration of 0.08 mol dm
Perkin Elmer cells were used with caesium iodide plates; a lead 

& spacer of .02 dm thickness was used to obtain the desired intensity.
Care was taken to keep the Csl windows dry at all times. All the 
spectral measurements were carried out at a cell temperature of 30°G.
The measurements on all solutions were repeated at cell temperatures of 
5°C and 55°G using the Perkin Elmer variable temperature cell and a 
RIIG-Beckmann temperature controller Tern 1. A cardice-acetone 
mixture was used to cool the cell. Data were processed on a GDG 6600 
computer, using program VANSA listed in appendix 1.

3.3.3 The a^^ vibration

It should be noted that some authors have assigned the a^^ 

mode to the band of hexafluorobenzene at 315 cm" , and the lowest e^^ 
mode to the band near 210 cm"^ 9̂,24̂  However in this work it has been 
assumed that the band of hexafluorobenzene near 210 cm”** arises from the
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vibration. This is based on the assignments made by Steele and 

Whiffen , which were given some support by the band contoiirs measured 
in the vapour p h a s e . More recently a comprehensive study 
of the out of plane and in plane vibrations and force fields of all 
fluoro substituted benzenes gives confirmation of the assignments 
used in this work.

In the a vibration for HFB the fluorine atoms move out of the t »u
plane of the carbon skeleton, and the original sp^ hybrid orbitals 
around the carbon tend towards a non-planar sp^ valence state, thereby 
producing an increased electron density on the opposite side of the 
ring. Steele and Wheatley^* observed differences between the 

effective bond dipoles as derived from intensity measurements of the 
in plane and out of plane fundamentals of HPB. They suggested that 
the change in hybridization produces an electronic hybridization 
moment due to the displacement of the TT charge in a direction opposite 
to that of the movement of the fluorine atoms out of the plane of the 
ring.

Support for this suggestion came from Jalsovsky and Orville-Thomas^
who calculated bond moment constants from the infra-red band intensities

of benzene, and compared these with the theoretical. This
A

theoretical was established by the CNDO method, taking into account the 
dipole moment contribution of the hy brid orbitals.

3.4 Experimental Results
The initial significant observation was that no e^^ band of HPB 

was affected in any way by change of solvent; whereas the umbrella 
mode experiences both an increase in the wavenumber of its band centre 
of 5 cm”  ̂ in going from cyclohexane to benzene solution and also a 

drastic change in band controur (see Figure 0 • bond contour
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remains reasonably symmetric in all solutions.

Interferometric studies by Barrett^^ showed a 20fo increase in the 
intensity of the band in going from cyclohexane to benzene solution. 
However no such increase of intensity was observed using the PE 325 
up to a 1:1 mixture of cyclohexane to benzene. A small increase of 
^0fo occurred in going to HPB in pure benzene.

Program Vansa was used to correct the observed and I for slit 

width distortion (see section 2.l), and then to perform a Fourier 
transform of each band. The complex transformation, given by 
equation 2.l8 was used to yield InC(t) against t graphs. Ho account 
had to be taken of the effects of different isotopes as fluorine has 
no second isotope. The procedure was simplified further by assuming 
that any shift of band centre, due to the content, was of no 

account as the effect was small and would not vary between the different 

solutions.
Comparison of the InC(t) curves for the solutions, with that of a 

free rotor (see equation 2.30) showed that the simple free rotor 
plot lay above all those of the solutions. In figure 3 it was 
observed that up to .5 picosecond the InC(t) plot of the cyclohexane 
solution lies about 20^ below that expected for a free rotor. This 
initial discrepancy is possibly due to the experimental difficulties 
in measuring the intensities of the wings. For the benzene solution 
the whole curve lies well below that for cyclohexane solution.

At longer times (greater than .5 ps) the InC(t) against t plots 
gave a linear relationship in all cases, some of these plots are 
given in figure 2.. The gradient of the linear section of each graph 
gives 3 the reciprocal relaxation time (see Chapter 2.5*5)" I# 
order to determine the nature of the interaction, the experimentally
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Figure 2. The In C(t) against time plot for the a ^  vibration 
of hexafluorobenzene in benzene solution (b ) and. in cyclo

hexane solution (A).
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obtained 3 is plotted against benzene concentration. The resultant
graph is that given by A in figure 4* The graph appears to be linear
up to the asymptotic value of 3 which occurs at about 35^ benzene.
After this point the value of 3 changes only slightly, up to pure
benzene. Further information will be derived from a graph of 3
against the observed frequency shift (AV ) of the a^^ mode, see figure

-1 -15. These shifts are considerable^being up to 5 cm in 210 cm .
The relevance of these graphs will be discussed in the next section.

Some studies of the temperature dependence were made. Spectra 
for the different solutions were run at a series of temperatures from
5°C to 55°C, however the results were of low accuracy due to
experimental difficulties. We can only generalise on the results 
obtained. The two principle observations were that (a) there is 
very little alteration of band width due to the temperature change, 
and (b) there is a small frequency shift of .03 cm”^°C”\

3.5 Discussion
3,5 , 1  Types of broadening mechanisms considered

It was considered that the change of band contour could be 
accounted for by an interaction arising from long lived complexing 
of theTT-TT type. In this picture the benzene and HFB are seen as 
interacting on collision, in such a way as to perturb the orbitals 

which are symmetric with respect to the axis.
In figure 1 the 5 cm”  ̂move in band centre is of the order of

one half height band width, therefore it is unlikely that the broadening
mechanism is one in which there is. an overlapping of bands due to 
molecules in different long lived states of aggregation.

We deduce that a long lived complex should exist for longer
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than the reciprocal of the radial frequency separation between the two 
hands in the two pure solvents (where^ would he ahout 1 i 10~^^sec) . 
However from figures 2 and 3 we deduce that the henzene-HPB complex 
is much shorter lived.

Two alternative mechanisms are considered to he causing the 
broadening; either exchange broadening or vibrational relaxation.
If the a^^ vibration of the HFB molecules is sensitive to the surrounding 
solvation sheath, and if the exchange time of the environment is within 
a scale of the order of the reciprocal of the radial frequency difference 
between the transition frequencies in the two environments ( 1/A«J),

then exchange broadening occurs. If the exchange time is very slow 
( ' Y i / A c o )  then the bands from different solvated species will 
appear; whereas if the exchange time can be increased significantly 
('Yg 1 /A t0 )  then coalescence to a single sharp band occurs.

The second broadening mechanism is induced vibrational relaxation 
of the a^^ vibration. • As with the exchange broadening mechanism the 
relaxation may be due to solvation exchange ; however the principle 
difference is that, for this relaxation an increase in the exchange 
rate does not lead to a narrowing of the band.

From figure 4 the observed redue tion of P at high benzene 
concentrations is possibly due to exchange narrowing. This would be 
in accord with the continuing increase in Av observed in figure 5.
However from our limited temperature data we failed to see a change in 
band widths on varying the temperature by 50 C. We would have 
expected the exchange rate to vary significantly over this temperature, 
if only as a result of variation in molecular velocities. Thus the 
mechanism of kinetic exchange broadening would seem to be less likely 
than a vibrational relaxation mechanism, because for kinetic exchange
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there should he a distinct narrowing of the a^^ hand, of HFB in 
CgHg solution, on increase of temp^ture.

Although our data is not convincing enough to distinguish between 

the two broadening processes, we shall discuss the experimentally 

observed phenomena in terms of the vibrational relaxation mechanism.

3.5.2 The short and long time behaviour
The initial curvatures of the InC(t) curves of the a%u

band of HFB in different benzene/cyclohexane mixtures are much greater 
than expected for a free rotor, thus no adequate explanation of the 
short time behaviour can be advanced. Extrapolation backwards of the 
longer time behaviour suggests a relaxation in addition to that arising 
from free rotation, peculiar to short times. Since our general 
interpretation indicates that association is short lived, the short time 
behaviour ought to represent free movement of the HFB in cavity fields.

Two deductions can be made from the good linear relationship of 
the InC(t) graphs at long times. ■ First, they indicate that 
experimental errors in the measured intensities within30 cm  ̂of the 
band centre are very small, as far as the correlation functions are 
concerned. Secondly we see that all the relaxation processes involved 
at these times are random. Coupling between translations and vibrations 
would lead to a Lorentzian contribution to G(t) . If we further 
assume that the Fourier transform of the intensity leads to a reciprocal 
relaxation time p (see Chapter 2.5), then following Favelukes et al^^ 
and Yarwood , we can write

C(t) = constant + C(0)exp[-pv + pr] 3.1

where pv and pr are the reciprocal relaxation times for vibration and 
rotation respectively. If pv was proportional to the extent of 
complexing and Pr was constant, then we could further assume that if
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the reciprocal relaxation time (p)^yQ for HFB in cyclohexane solution 
is unaltered hy addition of benzene then

^ y o  = 3-Z

Using this relationship we can achieve an extraction of Pv for the 
various solutions, Plotting Pv (+Pr) against concentration of 

benzene yields the calculated curves B and C in figure 4» The method 
of calculation is described in the next section. All (Pv + Pr) 
values were derived by a least squares fitting of some 5O points in 
the linear portions of the InC(t) against t graphs.

3.5.3 The equilibrium constant
The shape of graph (a) in figure4, obtained experimentally, 

was taken to suggest a bimolecular collision reaction. For this 
reaction we endeavoured to find an approximate value for the equilibrium 
constant (k) and thence a calculated curve to fit to graph (a).

The equilibrium constant for the interaction of two unlike species 

A and B to form a complex C is given by

^a = = ̂ o
^B ^A

where K =
^B ^A

3.3

and Kw =
^B ^A

The symbols, a, C and ^ represent activity, concentration and activity 
coefficient, respectively. If complexes are studied entirely in 
solution, then it can be assumed that Ky is unity. Thus equilibrium 
constants are based on equation 3.3 and are written as

Cç__________
*̂ 0 “ (C| - Cg) (C“- Cç)
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where Cg and are the initial concentrations of A and B.
Therefore for HPB complexing with benzene we can write

Y  _ [complexed HFB]
- -- ----------------  3.4b

[free HFB][Benzene]^

where [Benzene]^ = [Benzene]^^^^^^^ -[HFB complexed]. The square 
brackets denote "concentration of".

To simplify the calculation of K, we assumed that this second order 
equilibrium was given by the concentrations of the reactants at half 
complexing

Thus K =  2------------ =     3.5
[hpbL
[HPB]i(Cb]-[HPB]i) [B]-[HFB]i

2 2 2

Initially we take a value for ̂  complexing as the mid point of the
linear portion of the graph in figure 4-. If = 1.24 and p(o)

) ( . 545 ps ^ then Pĵ  = ,893 ps  ̂; therefore [b]^ = 1.17 mol dm” .̂ From
= -3our experimental data [HFB]^^^^^^^ = ,079 mol dm . The calculated 

value of K ̂  .88 dm^mol"^. Using this value of K we can now work 
backwards to obtain the theoretical curve C. As can be seen this is 
a rather bad fit to the experimental. By a process of trial and error 
we obtained the better fit of curve B. The assumed values for this 

curve are p^^^ = 1.445 Ps \  P(o) = .545 ps \  P^ = .995 ps [B]^ = 
1.56 mol dm  ̂and therefore K = .68 dm^mol ^.

It is probably unrealistic to expect to be able to separate pr 
and pv as we have done, because we cannot necessarily explain the 
behaviour in terms of solvent cage effects alone. When the asymptotic 
value of P is reached at 35^ concentration, we suggest that the HFB 
molecules are embedded in a cage of benzene molecules. It follows 
that well before this point relaxation and pairing is going to be 
enhanced above and beyond the expectations for a simple bimolecular 

reaction.
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As we have already noted figure 5 shows a plot of p against , 
where AV is the frequency shift for the HPB—benzene—cyclohexane 

system. A behaviour similar to that in figure 4" is observed. Up 
to 35^ benzene concentration there is a linear relationship between 
A ^  and P; at which point there is a sharp change in gradient.
A V  continues to increase up to 100^ benzene solvent, while p changes 
only very slightly. Our explanation of this graph is thatif35^ benzene 
concentration each of the HPB molecules have been embedded in a benzene 
cage. The continued increase in AV up to 100^ benzene is due to 
some other competing interaction. We consider that this interaction 
is between the non-associated benzene molecules and the complexed 
species. The presence of the free benzene molecules causes an 
increase in the restoring force of the ^  vibration of the benzene 
molecules in the complex. The continued increase in AV up to 100% 
benzene is in accord with the thermodynamic evidence that the 
association energy between HPB and benzene is very small.

3.5*4 Model for the Interaction and the mechanism of Vibrational 
relaxation
First we shall consider the electrostatic model devised by 

Lalau^^. Lalau observed that the out of plane vibrations of 
aromatic systems were shifted towards higher frequencies, with 
increasing polarity of the solvent. He considered a H-atom of the 
solute, at a distance v from the terminal atom 0 of any polar b̂ n̂ j.

Qu .-Qo

Qc

Pig. 6 Schematic representation of the interaction of the 
vibration with a neighbouring dipole
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In Figure 6 R is the remainder of the benzene molecule lying in a 

plane perpendicular to 3 ; where à is the deviation of H from its 
equilibrium position. If and ^  are the excess charges at H and 
0 respectively. The component f 3 along d is

3.6
r^ r

This implies that there is a corresponding force constant h where

h = Sî 3.7
r^

For the unperturbed mode the corresponding frequency is
determined by

47T2ir^2 . 3.8
"c

where h is the force constant of the particular motion of the H atom; 
while mg and m^ are the atomic masses. Similarly the electrostatic 
interaction with the polar solvent gives a new force constant 
(Ah + h) , so that the new frequency is given by

47T2>r2 = (Ah + h) 3.9
■”c “h

Thence the relative frequency shirt is louna from

Lalau observed good agreement between observed and calculated 
shifts for acetone + benzene and acetonitrile + benzene systems. 
However for HPB + benzene this model does not work. Using the 
accepted values for the CH and CF bond dipoles, of and ,6D ,
and r is about 2.bX, then the extra dipolar resotoring force is 
0.10 Hm”\  whereas the actual force constant for the movement of a 
fluorine out of the plane of the ring is 20 Hm“\  Thus this
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electrostatic model implies a .25% shift,i.e. O.5 cm"\ which is far 

too small. In this configuration, where the interacting bonds are 
Gollinear, it might also be supposed that the in plane p vibrations 
would be affected equally. However as we have already noted in 
section 3*2.2 no shifts or band broadenings have been observed for the 
in plane modes.

A more favourable configuration would be one in which the dipoles - 
are opposed thus

plane of ring--- (j!— Ç
6— i*

However modification of the restoring forces due to the electrostatic 
interaction is much reduced. In this configuration, during the ^H
vibration one pair of interacting poles will approach while the other 

recedes.
Thus these electrostatic interactions do not provide an adequate 

explanation of the observed phenomena* It would seem from the 
observable data that the frequency shifts arise fromTT-TI interactions 

which modify the restoring forces* From figures 4<m4 5 we can now 
suggest that after the HPB molecules have reached their maximum 
relaxation rate at 35% benzene concentration, the continued increase 
in the number of benzene molecules in the environment will lead to 
further increases in the restoring force.

While it is easy to visualise the manner in which interactions
(charge transfer for example, see section 2.6) can lead to an increase
in the ^  restoring force, the mechanism of vibrational relaxation is
less obvious. We noted in section 3*3*3 that it has been suggested
that for the a mode of both HFB and benzene, there is an electronic Zu
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rehybridisàtion moment, resulting from movement of the P or H atoms 
out of the plane of the ring . It follows that the "TT- TT
interactions are necessarily modified to some extent "by the type 
motions. In this respect it is notable that the vibrational quantum 
(hcV) has a value close to that of kT ( 410 x 10 ergs) ; where T
is the room temperature.It could well be that in a dissociation 
process the vibrational quantum has a significant probability of being 
degraded to thermal energy. Obviously as kT and he V  are of the 

same magnitude, this process could be considered as likely.
As we have already shown from the data in figure 4» if the 

dissociation of a molecular pair involving a vibrationally excited HPB 
molecule led to vibrational relaxation, then we deduced the equilibrium 
constant for the complex formation to be 0.88 dm^mol"^. The way in 
which the system relaxes is also related to the rate constants for the
processes involved in the equilibrium. If we take the reciprocal

.1lifetime of the complex as the asymptotic value of pv, then it can be
12 —1seen that the dissociation rate constant is around 0.7 x 10 s’” .

This implies that the bimolecular association mte is about 
0.5 X 10^^ dm^mol"^s"^. This value is about 50 times larger than 
predicted for a dissocation controlled reaction, using the Smouluchowski- 

Debye treatment^^ where
8RT .

S c  ^ 3000 dm mol 8

where f, the efficiency factor, is unity. jfj is the viscosity. 
(Generally f is greater than unity for unlike charges and less unity

for like charges) .
Thus we conclude that cage effects could explain the enhancement 

of the bimolecular a s s o c i a t i o n  fa he In view of the extremely

short lifetime of the HPB complex a very high rate of interaction may 

occur within a benzene cage.
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Chapter 4 RAMH STUDIES OF THE CHL0RIHE-BEH2ETOB SYSTEM 

4'1 Introduction

Despite the large number of s t u d i e m a d e  during the past 
25 years on the halogen-benzene systems, there is still a great deal 
of controversy on the nature of the interaction.

The first careful ultraviolet study of the complex of chlorine 
with benzene was made by Andrews and K e e f e r . The complex formed

an additional band at 278 nm which was absent for the spectra of
31either component. Using the Benesi-Hi 1 debrand method they gave the

equilibrium constant (̂ K) as 0.033 dm^mol  ̂with a maximum absorb tivity
for the complex at 280 nm of 909*0 dm^mol"^. For the iodine

complex the values were .17 dm^mol \  and 1500,0 dm^mol"^.
Therefore the complex of chlorine with benzene is weaker than that for
iodine with benzene. This is in agreement with the expected Lewis acid

32strengths of chlorine and iodine. Mulliken attempted to explain
these results in terms of the charge transfer theory - see Chapter 2.6.

Infra-red spectral studies allowed a more direct investigation of 
the ground electronic state structure. The observations have generally 
been classified into three groups ; (a) modifications to the donor
(benzene) spectrum; (b) modifications to the acceptor (halogen) spectrum, 

and (c) the appearance of new bands.
The first infra-red study of the chlorine-benzene system was made 

by Collin and D ' O ^ ^  A new weak and relatively broad absorption 
band was observed near 5^6 cm  ̂for solutions of chlorine dissolved in 

benzene. The Raman shift of chlorine (^^Clg) in carbon tetrachloride 
was known to be** at 548 cm"\ More quantitative studies of the 
infra-red spectrum were carried out by Person ; who found that for 
chlorine in a 3*6M solution of benzene, the integrated intensity is 
153 X 10^ cm"^mol ^.
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An attempt was made by Friedrich and P e r so n t o  interpret the 
changes in vibrational frequency of the halogen-halogen stretching 
vibration, when the halogen molecule (an aacceptor) complexes with 
benzene (a. b/t donor), in terms of charge transfer theory (see 

Chapter 2.6)• They postulated that a relationship existed between the 
vibrational frequency shift (Av ) and b the coefficient of the dative 
wavefunction; such that

fllî = ^  =2AV/y^
' o

where F.jg is the weight of the dative structure in (the ground

state structure), is the overlap integral of two resonance
structure functions, K is the force constant and V ̂  is the vibrational
wave number of the isolated molecule, while AK is a change (K^-K) in
the complex. Agreement was found to be qualitatively good for the
calculated and observed values of the intensity.

38Hanna et al argued that the observed effects and the small
equilibrium constants are of the order expected simply from collisional

37perturbations and electrostatic association. Hanna’s electrostatic 
theory (see Chapter 2.6) has been used to determine the values of the 
intensity. While agreement was relatively good between the calculated 
and observed values the parameters used were apparently not easy to 
determine. Some support for Hanna’s view may be derived from the PVT 
studies of the gaseous benzene—iodine system by Atack and Rice^ .
These authors detected only a small pressure decrease which could be 
attributed to molecular association, and from the very small enthalpy 
and entropy of the reaction derived from this, they concluded that for 
the gaseous system the association was only through the weak Van der 

Waal’s forces.
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However in the original formulation of the electrostatic 
’collision induced’ infra-red absorption, the absorption was 
predicted to be due to (a) an atomic distortion effect, and (b) a 
quadrupole distortion effect. It has been concludedthat, for the 
benzene-halogen ’complex’, Hanna had only considered the latter effect, 
which results from the interaction between one polarizable molecule 
and the electric field generated by the quadrupole moment of the other 
molecule. In line with the correct collision induced infra-red 
absorption theory^^, the estimated induced infra-red absorption intensity 
for chlorine in benzene should be obtained as an appropriate statistical 
average overall intermolecular orientations.

With the advent of the modern laser Raman spectrometer, studies of 
the Raman spectra were expected to supplement and extend the earlier 
infra-red studies. The Rainan spectra of halogens are complicated by 
the absorption of the exciting light. Despite this Klaeboe^^ made a 
Raman spectroscopic study of iodine in benzene solution. He observed 
only one Raman band in the iodine solution, and did not see a Raman 
shift for the uncomplexed iodine. It had been expected that two Raman 
bands might be observed in such a study, one corresponding to the 
uncomplexed halogen and the other to the complexed species.

More recently Rosen, Shen and Stenman^ made a more systematic 
study of the Raman spectra of iodine with benzene in n-hexane solution. 
They observed a uniform shift of the wavenumber of the band maximum of 
the iodine, as the solvent varied from pure benzene to n-hexane with no 
appreciable change in half band width. They concluded that the reason 
for not resolving two Raman peaks, one for the complexed iodine and one 
for the uncomplexed iodine, was the weakness of the charge transfer 
interaction between iodine and benzene, so that iodine could interact 

with more than one donor.
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As can be seen from these initial studies there was a considerable

conflict in the interpretation of the interactions involved.
72T.C. Jao reinvestigated the chlorine-benzene system with a view to 

understanding better the interpretations of the spectrosoopic 
phenomena. He repeated the study of the ultraviolet spectrum, at 
different chlorine concentrations and obtained an equilibrium constant 
of 0.025 "■ 0.015 dm^mol  ̂based on the equation

CgHg + Cl̂  CgHgCl̂

Jao remeasured the infra-red intensity of the complex of chlorine with
benzene; and also studied the infra-red absorption spectrum of
chlorine in tetrachloromethane (which is not expected to form a charge
transfer complex with chlorine), in order to compare it with the
spectrum of chlorine in benzene. It was concluded that, for infra-red
absorption, a vibronic charge transfer effect could be the main factor
in the large intensification. For these absorption spectra ctn equil-

3 -1ibrium constant of .03 dm mol was calculated; this value was seen 
to be in good agreement with the value previously quoted for the 

electronic spectrum.
In spite of this earlier work, it was decided that a careful 

study of the Raman spectrum of chlorine in benzene and tetrachloro
methane mixtures, for several reasons. As Jao^^ noted, chlorine is 
more transparent to visible light than bromine or iodine. Therefore 
there should be fewer complications due to photochemical reactions 

caused by exciting light, or in general from absorption of the 
exciting line (or of the scattered Raman radiation) in the chlorine 
solutions. Also chlorine is expected to be a slightly weaker electron 
acceptor than either bromine or iodine* so it was expected that the



73

detection of two Raman bands in these solutions would suggest that 
they had also been present in the solutions of the stronger acceptors 
(bromine and iodine) in benzene.

4.2 Experimental Equipment and Chemicals

Chlorine gas (99*5%)» bromine liquid and iodine solid from 
B.D.H. Chemicals Ltd., were used for this investigation. The 
solvents, benzene and tetrachloromethane were spectroscopic grade from 
B.D.H. Chemicals Ltd., and were used without further purification.

For this study a Coderg Raman spectrophotometer (type PHO) with 
double monochromator was used with the D.C. detection mode. A 

tunable Kr-Ar mixture laser (Coherent Radiation Ltd., U.S.A.) was the 
exciting line source. The line at 647*1 um was used for most of the 
studies. A typical laser output power was around 100 mw. Some 
measurements, on the bromine-benzene and iodine-benzene systems, were 
made with the 676.4 nm line, however there was a reduction of the laser 
output power to about 50 mw. The lines at shorter wavelength were not 
suitable for this work because of a photochemical reaction. For most 
of the measurements a resolution of 0.6 cm to 1.5 cm” was achieved.

All spectra were corrected for the distortion due to finite slit 
widths using the relationship previously stated in equation 2.2 ,

For depolarization studies it is also necessary to correct for 
the different transmission efficiencies of the spectrometer for light 
polarized with its electric vector parallel to the grating rulings and 
for light with perpendicular polarization. The Jobin-Yvon gratings in 
our system are particularly bad for this effect in that the transmission 
efficiency for parallel radiation is only about 20% at the best, 
relative to that for perpendicularly polarized radiation. The ^/4
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plate after the analyser cannot cope efficiently with such a severe 
spectral distortion. Hence we corrected all-polarization data hy 
calibration using the known depolarization of the tetrachloromethane 
ê  band at 218 cm

The laser and recorder were allowed to warm up for an hour 
before use in order to stabilize the system. The spectrometer was 
kept on all the time. Whilst the laser power output was stabilizing 
the chlorine solutions were prepared (this will be discussed in the 
next section).

The sample cell was made from a grease free stopcock (Glass 
Precision Engineering, England) by sealing off one end and connecting 
it to an appropriate joint, adaptable to the vacuum line on the other 
(open) end. The volume of the cell was about .01 dm^.

In order to measure the Raman spectrum of chlorine in tetra- 
chloromethane/benzene mixtures at lower temperatures, a thermostatic 
cooling system Churchill Instrument Co., variable heat model (+ 30°C
to -30°C) , was employed with ethylene glycol (70% v/v in water) as
chiller.

A sample cell, for the variable temperature studies, was
constructed by modifying the one described above (see figureTa) , so
that the chilled glycol could be circulated around the cell, leaving 
the irradiated section of the sample tube clear of the coolant. The 
cell and cooling jacket were enclosed in a vacuum. The actual 
temperature near the light path was monitored constantly using a 
Cr/Al thermocouple. The whole system was well lagged with cotton wool, 
and the fluctuation of the sample temperature was minimized to ^I^C.

For our work on pure chlorine liquid, the chlorine was distilled 
into an evacuated sample tube at liquid nitrogen temperature. The



75

i  PTFEtap

r e f r ig e r a n t
ethylene

glycol

silvered sides

LASER beam sample
solution

Figure 7a. Variable Temperature Cell used for the chlorine In 
henzene/tetrachloromethane solutions.
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"tube was then sealed off» This sealed sample cell had an internal 
diameter of .6 cm and was approximately 5 cm long; the cell was 
half filled with the chlorine. This sample was used for all
measurements; . the sample cell was stored in a cardice-acetone
mixture, when not in use.

It was required to measure the spectra of chlorine at a range 
of its liquid temperatures, -103.5°C to -34.5^0. The Coderg variable 
temperature apparatus was used in conjunction with a RIIC-Beckman Tern 1
temperature controller. Cold nitrogen gas, drawn from liquid nitrogen
was used as the coolant.

4.3 Experimental Procedure

4*3*1 The Chlorine-Benzene-Tetrachloromethane solutions
The instability of the chlorine in benzene solution makes

it desirable to vork at low chlorine concentrations of about .4M and
to scan the spectrum quite rapidly. The spectral scan rate, for all

-1solutions was 2.5 cm per minute or 70 minutes to measure a complete
Raman spectrum from 470 cm  ̂to 64O cm \

Before studying the Raman spectrum of chlorine solutions we
investigated the solvent background, in the region where the Raman
band of chlorine would appear. The Raman shift for chlorine appears

_1between the two bands, of tetrachloromethane at 46I cm , on the 
low frequency side, and V^g of benzene at 606 cm  ̂on the high 
frequency side. These solvent bands overlap to a small extent.
This overlap results in the loss of some of the spectral information 
from the wings of the chlorine band. For all the spectra we had to 
approximate the extent of the wings by continued extrapolation to 
the baseline.
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The chlorine solutions were prepared by first distilling 
.003 dm^ of the solvent into a 1.0 cm diameter glass sample tube at 
liquid nitrogen temperature. After evacuating the line and cell of 
all air, a PTPE stopcock on top of the sample cell was closed.
Chlorine was introduced into the vacuum line to a pressure of about

25 x 10 Pa, and the stopcock was opened so that chlorine could 

condense on the top of the solvent. When the closed cell warmed up 
the chlorine dissolved completely in the solvent, to form the solution 
to be studied. Because of the well known photochemical reaction 
between chlorine and benzene, occurring in daylight or under 
fluorescent lights it was necessary to keep the room as dark as possible 
throu^out all stages of the experiment.

As the chlorine solution was in a sealed tube under vacuum it 
was not possible to determine the concentration of chlorine, before 
obtaining the Raman spectrum. Tests on the consistency of the chlorine 
concentration were made on solutions that would not be used for running 
spectra. To obtain the initial concentration, a saturated potassium 
iodide solution was introduced into the sample cell. The iodine 
released by the reaction with chlorine was titrated with standard 
aqueous thiosulphate. By improving the experimental expertise it was 
possible to assure that there was an initial chlorine concentration of 
about .4M. The concentrations of the chlorine solutions, after the 
spectra had been recorded, were determined by the same procedure, to 
make sure that the Raman spectrum observed for the chlorine solution 
was really due to the chlorine molecule, and not to any compound 
formed between chlorine and the solvent. After titration with the 
thiosulphate solution the organic layer was removed by ether extraction. 
Following this treatment the spectrum of the organic solution was taken.
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in order to see if any absorption by the photochemical products was
present. Within experimental error there is no observable Raman
band due to photochemical products in the spectral region of the
complexed chlorine, and therefore any small amounts of the product
formed should not interfere with the band shape studies.

72Jao found that when a benzene solution of chlorine, which 
has been exposed to light, is evaporated, a white residue is left.
The residue was dissolved in tetrachloromethane and the n.m.r. 
spectrum observed; the residueWiLS found to be mainly hexachloro- 
cyclohexane (CgH^Cl^) .

4.3*2 Bromine and Iodine in benzene solutions
We attempted to extend the studies on chlorine solutions,

to iodine and bromine solutions. As for chlorine the acceptor
molecules iodine and bromine have broad electronic absorption bands
in the region 400.0 - 50Q0nmwhen dissolved in inert solvents.
Therefore only the longer wavelength Raman excitation is feasible.

Bromine has a relatively high solubility in most solvents.
Absorption of the 647.1 mm line is less prominent than others to lower
wavelength. Thus it would appear that the bromine complexes would
be easy to study and that fairly high halogen concentrations could be

73employed. However Klaeboe found that bromine was so reactive 
that oxidation and substitution reactions occurred very easily in the 
mixed solutions. These reactions were accompanied by precipitations 
and in less obvious circumstances by new Raman bands assigned to 
various new species. These were formed by irreversible reactions and 

not by complex formation.
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The tendency for reactions can be diminished by (a) reducing the 
concentration of bromine to below 0.6M, (b) keeping daylight away from 
the samples during preparation, and (c) using the 6764nmline, which 

gives the samples considerably longer lifetimes than the 647,1nmline.
An inert solvent such as n-hexane or tetrachloromethane would 

have been useful to dissolve the complexes. However they have strong
Raman bands in the low frequency region, and were therefore not suitable
for our band contour studies of bromine and iodine in benzene.

Holzer, Murphy and Bernstein^ studied the resonance Raman spectra 
of the halogen gases. They listed frequencies, depolarization ratios 
and relative scattering cross sections for the fundamentals of bromine 
and iodine. 'These values were used to obtain initial parameters for 
the band fitting procedures.

The resolution used was 1.0 cm ^^and the actual halogen

concentrations used were .5M for bromine and .06M for iodine. Despite
the low bromine concentration used the radiation from the laser 
catalysed the photochemical reaction to such an extent that the maximum 
time to scan a spectral range of 100 cm”** was typically ten minutes.
As these spectra were run so rapidly it was not possible to obtain a true 
representation of the band shape.

For the iodine in benzene spectrum, the loss in scattered intensity 
arising from the increased energy of absorption did not allow a good 
quality spectrum to be obtained.

4.4 Results
4*4*1 General Details

In Figure7b are shown sample Raman spectra of the chlorine 

band near 530 cm  ̂for four solutions of chlorine in (a) pure
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tetrachloromethane, (b) a 1:?i C^H^rCCl^ mixture, (c) a 1:2 C^H^:
CCl^ mixture, and (d) pure henzene. All concentration ratios quoted 

are hy weight. 1:1, 1:3 and 1:6 C^H^:CC1^ mixtures were also studied. 

The concentrations of the henzene and tetrachloromethane were accurately 
determined. The hands of CCl^ at 762/791 cm"'* and henzene at 606 cm"^ 
were used as internal references in the experiment. The Raman spectra 
of these hands were run immediately after a chlorine solution spectrum, 
so that fluctuations in the laser power and room temperature were taken 
into account. If the solvent hand areas are accurately determined 
with respect to each other, then hy comparing the relative hand shapes 
from different runs the ahove fluctuations can he eliminated. Thus 
we can obtain a measure of true chlorine hand intensity relative to the 
CCl^ 762/791 cm  ̂fermi resonance pair.

The spectra measured were the components z'^y(xy) z
^y(xx+xy)z (^ee section 2.2). The analysis of these spectra requires 
a quantitative separation of the areas of the hands due to the 
separate species. As the hand widths of these components are governed 

hy different relaxation processes, the measured  ̂azid ŷ̂ j-ŷ g
Raman spectra are transformed into the isotropic (â*)^ and anisotropic 
(#')^ components (see figure 8b). All discussions refer to these 

transformed spectra.

4.4.2 The Chlorine in Tetrachloromethane spectra .

The chlorine in CCl^ solution is considered first, as the 
spectrum obtained has the simplest composition. The structure of the 
chlorine hand in CCl^ solution is due to the presence of the three 
isotopically related molecules ^^Clg, ^^Cl^^Cl, and ^^Clg in the 
concentration ratio 1.00:0.67:0.11 plus a set of corresponding hot hands 
shifted hy 5.5 cm”  ̂to lower frequencies. This structure has been noted
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for liquid chlorine hy earlier investigators^^#In figure 8a we 
see a comparison between the observed spectrum and a computer simulated 
spectrum calculated on the assumptions that,

1} The components are Lorentzian in shape; the equation is given by

intensity = ^ ---- 4.2
(V-V^)2+

where is a constant for each isotope, y ̂ is the frequency V  of the
band centre of each isotope or hot band; is the half height band

2 •

width.
?) The intensity ratios are based on the known isotope abundances and
on a Boltzmann distribution between the VT= 0 and V =  1 states.

The anharmonicity assumed is that of gaseous chlorine^» .
The parameters are given in Table 1. It can be seen that the isotopic
and hot band maxima of chlorine are the same, within experimental error,

78as those from liquid chlorine obtained by Stammreich and Pomeris .
As we expected this suggests there is little or no complexing of chlorine 
in tetrachloromethane. For henzene/tetrachloromethane mixtures the 
isotopic components show structure due to the uncomplexed chlorine, 
superimposed on some less structured absorption centred at lower 
frequencies. Even a visual comparison with the anisotropic component 
shows that there is a considerable frequency shift between the maxima 
of (a 0^ and  ̂for the complexed chlorine. These components are 
shown in figures 9-14 for all the solutions excluding chlorine in 

tetrachloromethane.

4 .4 . 3  Band Contour Analysis of the chlorine spectra.in C^H^/CCI^ 

solutions
Initially we attempt, by a trial and error method, to remove 

the contribution of the free (or CCl^ solvated) chlorine bands from the
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total band contour. In order to do this the following constraints were 
used.

(i) The relative intensities of the three isotopically related 
systems were constrained to their theoretical values.

(ii) The contribution of the anisotropy of the free Cl^ was neglected 
since it was assumed that its contribution to the intensity was very 
small.

(iii) The frequency of the band centres of the ^^Clg, ^^Cl^^Cl, "̂̂ Clg 
components were varied independently to some extent, but the results 
re mained in accord with expectations based on the Redlich-Teller®^ 
sum rule and the known anharmonicity of the chlorine vibration.

(iv) The half hei^t band widths of the three components were taken 
as equal, but allowed to vary from the chlorine in CCl^ values.

As can be seen from Table 2A the band widths and band centres of the 
free chlorine show a steady change with benzene concentration.

When the contri bution of the unassociated chlorine is removed 
from the total contour there is a difference of about 4 cm  ̂in the 
(a and ( f   ̂maxima. From Table 2D it it seen that the 
contribution of the unassociated chlorine is very small in the benzene 
solution. FiguresJ4a andl^b show that the (â*)^ maximum is near 
537 cm”** whereas that of the (îTO^ is at 530 cm **. These large 
differences in the band centres suggested that two bands with different 
depolarization ratios were present. The structure of the isotropic bands 
also indicated that the isot opic structure existed. It was found that 
for all solutions we could reproduce the and band contours
to within experimental uncertainty by superimposing two sets of three 

isotopic and three hot bands.
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Table 1 Lorentzian Function Parameters for the Isotopic and Hot bands 
of Chlorine in Tetrachloromethane

Intensity ratio jjalf-̂ ^̂  Band Maxima
Transition calc. & this/,\ band this/ \ oQir. (*i)

work' ' widt^ work'^

0 -» 1 35cip 100 100 2.5 549.0 549.0 5 4 8 . 4

0 ^  1 35c i37c i 67 67 2 .5 541.5 541.5 5 4 0 . 9

0 ->  1 ^^Clp 11 11 2 .5 534.0 534.0 5 3 3 . 4

1 h >2 ^^Clp 7 9 2.5 543.4 5 4 3 . 7 (G) 5 4 3 . 1

1 -» 2 ^^Cl^^Cl 5 6 2.5 535.9 5 3 6 . 0 5 3 5 . 7

1 -» 2  ^^Clp 0.7 1 2.5 528.4 5 2 8 . 5 528.2

Rotes on Table 1
a) Relative populations calculated with respect to the isotopic

molecule ^^Cl^ from the isotopic abundance ratios; for the hot 
2 35 . bands, the population of the v = 1 level of Clp relative to the

v = 0 level is e-^‘=(549)A(298).

b) Relative intensities used in the computer simulated spectrum to fit 
the observed spectrum shown in fig. 8a.

c) Values obtained from forcing the computer simulated spectrum to fit 
the observed spectrum in fig. 8a.

35d) Frequencies calculated from for Clp, using the isotope 
product rule: V . =/>-//“- <, V o’ /“ i reduced mass
of the isotopic molecule and / ^ q reduced mass of Clp*

e) Vi ^  2 = Vo +  1 - 2%e kJe: y = 2.65 om”'' for ^Sci, and
2.75 cm”** for ^^ci^^Cl from the gas phase (Ref.SO).
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Fig.9 The Raman spectra of the Cl-Cl stretch of chlorine in a l:7j
henzene: tetrachloromethane mixture,and a comparison of overall contour
vith predicted,assuming Lorentzian profiles.

2(a) Isotropic component (5:')
(h) anisotropic component (<f')
.........  observed profile
 — total calculated profile

unassociated Cl^ component 
- - - - -  high frequency associated components 

low frequency associated components

Fig. 10 As for figure 9 but for a 1:6 benzene:tetrachloromethane 
mixture
Fig. 11 As for figure 9 but for a 1:3 benzene:tetrachloromethane 
mixture.
Fig.12 As for figure 9 but for a 1:2 benzene:tetrachloromethane 
mixture.
Fig. 13 As for figure 9 but for a 1:1 benzene:tetrachloromethane 
mixture.
Fig.l4 As for figure 9 but for benzene as solvent.
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TaTpl6 ?A A listing of the optimum parameterŝ for̂ jtlig_̂ ;̂ 2IÎ ]2̂ î î J!l 
Tjands used in simulating the band, profiles;
The •uncomplexed species

Solution 0— ^ 1 transition 1— > 2 transition
A Pi(S')2

z 2

1:0 549.0 543.4 2.5 ?

541.5 535.9

534.0 528.4

' 7J-: 1 548.3 543.0 3.5 ?
• 540.8 535.5

533.3 528.0

6:1 547.4 542.2 ' 3.6 ?
540.0 534.7
532.5 527.2

3:1 546.1 540.8 • 4.6 ?
538.6 533.3
531.1 525.8

2:1 544.9 539.7 4.8 ?
537.4 532.4
530.0 525.0

1:1 543.8 538.5 5-r 9
536.3 531.0
5?8.8 523.5

0:1 541.6 536.3 5.3 ?
534.3 529.0
527.0 521.7
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Table PB The 1st complex species

Solution 0— ^ 1 transition 
CClj/CaEg Vo(om-I)

1— ^2 transition
A P i ( â')2

2
â v

2

7i:1 ^Scig 542.2 536.9 7.8 11.2

535.2 529.9

528.2 522.9

6:1 542.0 536.7 8.2 11.2
535.0 529.7
528.0 522.7

3:1 540.4 535.1 8.4 11.0
533.6 528.3
526.8 521.5

2:1 540.2 534.9 8.6 11.2
533.2 527.9
526.2 520.9

1:1 538.8 533.5 9.1 11.3
532.0 526.7
525.2 519.9

0:1 537.0 531.7 10.0 11.3
530.2 524.9
523.4 518.1



Table 20 The 2nd complex species
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Solution
CCljlCgHg

0— » 1 transition
Vo (cm )

1“̂ 2  transition 
%o(cm-1)

AV
2 2

7i:1 ^^Clg 537.5 532.2 10.0 13.8

^^Cl^^Cl 530.7 525.4

^^Clg 523.9 518.6
6:1 537.3 532.0 10.3 14.0

530.5 525.2
523.7 518.4

3:1 532.8 527.5 10.4 14.0
526.0 520.7
519.2 513.9

2:1 532.0 526.8 11.2 15.2

525.2 520.0

518.4 513.2

1:1 531.5 526.3 11.7 . 15.3

524.7 519.5

517.9 512.7

0:1 528.4 523.2 12.3 15.5

521.6 516.4
514.8 509.6
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Table 2 D The relative intensities at the maxima (for Tables 2A, B and C)

Solution
CCl^rCgHg

Relative intensities at maxima in 
complex 1 : comp

the ratio uncomplexed: 
lex 2

( r Y

1:0 -
7i: 1 2.56 1.0:0.41 0.0 1.0 :1.52

6:1 1.86 1.0:0.48 0.0 1.0:2.19

3:1 0.86 1.0:0.38 0,0 1.0:1.57

2:1 0.47 1.0:0.37 0.0 1.0:2.22

1:1 0.20 1.0:0.46 0.0 1.0:1.84

0:1 0.13 1.0:0.46 0.Ô 1.0:2.11
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It appears that the agreement between the simulated and observed 
spectrum is not so good on the high frequency side. This could be 

because of the assumption of Lorentzian band contours, which gives too 
large a wing contribution and partly from the overlap of the observed 
spectrum of chlorine with the 610 cmT^ band of benzene. For each set 
of bands the constraints (i) , (iii) and (iv) , listed for the free 
chlorine band fitting, were used. The resultant optimum band parameters 
are listed in Tables 2A, B, C and D.

In the initial studies on the contour fitting procedures we tried
to fit only one set of three bands representing the complexed component.
However we found that after removing the unassociated component, it 
was possible to fit to the isotropic component but not the anisotropic 
component, or vice versa.

From the theory given in section 2.3» the total Raman intensity 

Iy(3=+iy)z Given ty

:y(zx)z +  :y(zy). +  +

= 45(0 + 7 (y')2 4.3
Having calculated (3 * and (4"̂ ) ty simulation, we multiplied them hy
45 and 7 respectively in order to obtain the total calculated band
contour. The comparisons between the calculated and experimental
I / \ spectra, for the different solutions are given in figuresy(xx+xy)z ^ ’
15-20. The band shapes of the five calculated components 45 (o' 
uncomplexed, 45 (ô^ complex 1, 45(ô ) complex 2, 7(ÎT0^ complex 1
and 7 ((T*)2 complex 2, are shown.

In Table 2D it is rather disconcerting to observe that the ratio 
of the integrated intensities of the two sets of complexed bands 
remains relatively constant over the entire range of the mixed solvents 
studied. One is forced to conclude that both sets arise from the same 
species.
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Figure 15. The Raman spectra of the Cl-Cl stretch of chlorine In a 

1:7̂ 2. benzene:tetrachloromethane mixture .A ecmparlson of the total 
band Intensity Iy(xx+xy)z from experiment,vlth that predicted 
assuming Lorentzian profiles.

---------  observed profile
---------  total calculated profile
 ......  unassociated Clg component
--------  the high and low frequency associated components "

obtained from the band contour analysis of the
isotropic species

--------  the high and low frequency associated components
obtained from the band contour analysis of the

2
anisotropic species (ÿ )

Figure 16. As for figure I5, but for a 1:6 benzene:tetrachloromethane 

mixture.
Figure 17, As for figure 15,but for a 1:5 benzene:tetrachloromethane 
mixture.
Figure 18. As for figure 15, but for a 1:2 benzene:tetrachloromethane 
mixture.
Figure 19. As for figure 15, but for a 1:1 benzene:tetrachloromethane 
mixture.
Figure 20. As for figure 15, but for benzene as solvent.
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Table 3 The depolarization ratios for the two complexed chlorine 
bands

Solution Depolarization ratio

CCl4îCgHg Complex 1 Complex 2

.487 .246
6:1 .481 .205 .
3:1 .480 .222
2:1 .451 .221
1:1 .441 .201
0:1 .435 .184

Table 3 shows the depolarization ratios of the two complexed bands.
As one can see the bands have different depolarization ratios, as was 
expected. However^the ratios remain remarkably constant for all
solutions, thus adding weight to our argument that we have two 
complexed bands of the same species. The depolarization ratio for 
chlorine in tetrachloromethane was calculated to be .065*

4 .4 . 4 Calculation of the Equilibrium Constant
The total chlorine concentration Ĉ , at the termination of 

each experiment, was determined by the addition of iodine, and subsequent 
iodine titration. The experimental details were discussed in section4.3 

The scattering strength of the free chlorine, relative to the 
tetrachloromethane standard, was derived directly from the band area of 
the CCl^ 760/792 fermi resonance pair. In order to calculate the 
equilibrium constant the standard molar band strength,^ must be 
determined. Defining the band areas of the 001^ standard and free
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chlorine as and A^ respectively; and the concentration of CCl^ and
free chlorine as and then

f f - 4..

Values of A^ and are determined during the course of the experiment. 
The hand area of free chlorine is determined from the calculated hands 
in figure 15* A similar procedure is used to determine the band areas 
of free chlorine in other solutions. In Table 4a. the percentage 
contributions of the various species, to the total chlorine band area, 
are listed. The value £ « is then used to derive the concentration

A
of free chlorine in the mixed solvent solutions. It is assumed that 
the polarizability tensor of the free chlorine is unchanged in all the 
benzene-tetrachloromethane solutions. As changes in the refractive 
index of the solutions, with changing benzene concentration, should 
affect both bands equally, its effect should cancel.

Tetrachloromethane is being used as an internal standard, in the 
Raman band shape studies, because it is considered 'inert* with respect 
to its interaction with chlorine. However much evidence has 
accumulated in the literature to demonstrate that tetrachloromethane 
is not 'inert* with respect to benzene. It has been found that CCl^ 
and benzene do associate in s o l u t i o n ® ^ . S(\V\jiick and Person 
investigated the relative intensity changes of the Raman bands of CCl^ 
and of the 1260 cm"^ band of cyclohexane, as benzene was added to the 
system. Evidence was presented to show that the cyclohexane band 
does not change in intensity as benzene or CCl^ was added; apart from 
the change arising from refractive index variations* The Permi
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doublet at J S O / J ^ O cm and 459 cm  ̂band of CCI. both showed the same
4

significant linear intensity increase, as the proportion of benzene is

increased, in a cyclohexane-CCl.-benzene mixture. For a solution
I

containing a volume fraction of .35 benzene, the increase was taken
to be 10^. Obviously we need to take this effect into account in
interpreting the chlorine in CCl^ and benzene data. Therefore the
observed band areas of the tetrachloromethane reference band werx.
adjusted by the appropriate correction factor, for each solution.

When the concentration of free chlorine is evaluated from equation
4.4, and then subtracted from the total chlorine concentration Ĉ , we
are left with the concentration of associated chlorine. If our
analysis is to be valid then the concentration of complexed species so
deduced must be linearly related to the normalized area of the
associated chlorine band. This was found to be the case, see figure 2.1 •
It was now possible to deduce the stoichiometry of the complex.
A non-linear relationship between the ratio j-̂ 2̂^complex and

^^^2^free
shows that we are not dealing with a 1:1 complex, see figure 22.
However a very good linear relationship was found for £C^Hg3 » see 
figure 23. Thus we have established that chlorine forms a 1:2 

complex with benzene.
The equilibrium constant is given by

[ c ^

[ C l g l f r s e

where [CgHg]^ - [CgHglinitial -^t°4^oomplex’

The value of is given by the gradient of the graph in figure 23, such 

that = .095 - .01 dm^mol“  ̂(at room temperature).

2 =  ̂ 2-* complex 45
^ -,2
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Table 4 (a) Percentage contributions, of the 3 species, to the total 

intensity  ̂of the Chlorine band in the
CCl^:CgHg solutions

(All measurements at Room Temperature (25°C))

Solutions
0014:031% Uncompleted Complex 1 Complex 2

0:1 4.4 46.3 49.3
1:1 5-9 46.8 47.3
2:1 11.0 41.8 47.2

3:1 17.9 41.9 40.2
6:1 32.8 31.6 35.6

7^:1 40.2 30.2 29.6

Table 4 (b) Percentage contributions to the total intensity
(l / \ ) for 1:1, 1:2, 1:3 CUH,:CC1. solutions at' .V(30c-Hxy)ẑ  6 6 4
-10°C and +30°0

Solutions
(^^14:06%

Temperature °0 Uncomplexed Complex 1 Complex 2

1:1 —10.0 4.6 45.7 49.7

1:1 30.0 5.9 44.7 49.4

2:1 —10 #0 6.2 44.5 49.3

2:1 30.0 10.6 44.0 45.4

3:1 -10.0 12.5 43.8 43.7

3:1 30.0 17.2 42.2 40.6
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Figure 25. The Raiaan spectra of the Cl-Cl stretch of chlorine In a 
1:1 benzene: tetrachloromethane mixture .A comparlson of the observed 

band Intensity (^y(xx+xy)z^ with that predicted assuming Lorentzian 
profiles.

(a) at -10" C
(b) at +)0*C

  .. observed profile
' " ' - total calculated profile
--------- uuassoclated Clg component
  -----  high frequency associated component
---------  low frequency associated component

Figure 26. As for figure 2$ but for a 1:2 benzene:tetrachloromethane 
mixture.

Figure 27. As for figure 25 but for a 1:3 benzene:tetrachloromethane 
mixture.



121

o



122



123

I IIf)

! y

SCOIf)



i

§ID

V'

“V,

O
ID

IZu



125

to

S

Qo

IZu



126

o

o

•s.

OLO

Izu



127

<

c
0•H

•¥ >•H1
C\Jt

a
0•H

1
Î

OJ
g

rH

aoo

gr4
&oo
■d0)WQ)iHpH OJ T-a •o LfN LfNÜpD
OJ
g

rH

&oo

g
rHI
Ti
<D

g
r HII
OJ
g

rH

&
O

O

g
rH

§•
0  

u

Q)

g
rH

1 I
§ “£  •H O
"5 *Vt

rn ir\

o
o

o\ o  o
ro VO OJ r- lA m  m

VO O  OJ OJ irv ir\

T- m  OJ
OJ 00ro OJ T-iPv m  irv

ov

ro
LT\

rO
rn Oro OJ OJm  m  m

o\ o\ CO
VO ov ̂ro OJ OJm  m  uo

00 T— Tj-ro ro OJm  iTv m

O N

COOJ OJOJ
ro
m

ON ro

ITN ITN lO
r- LfN 00rO OJ r-IfN IfN m

Tf T- rO OJ «ît l/N
O  oo ON OJ ITNrO rO OJ ro rO OJLTN ITN LTN ITN IfN IfN

O  h- OJ OJ

m

0 -  ro OJ LfN ITN 5m  m  LfN
VO ON ro OJ

ooo oo
p .

O O O UN
CVJ (NI

00 00 O O
ON ON

.
ON ON

UN O00 00 VO VO
Tj-

ro LfN 0- CO O OJ OJ VO UN O- fT>
VO ON OJ VO p ro 0- O ro 0- n rOOJ OJ <\J OJ CJ CNI (NILfN iT\ UN UN LfN UN UN UN UN LfN UN UN

ro Tj- LfN ON ON ON 00 O OJ ro UN•rO vo ON l>- O 00 UN ooro OJ ro OJ CVJ ro OJ OJ rO OJ CNIIfN UN UN UN LfN UN LfN UN UN UN UN UN

ON 'd- ON r— O r- OJ t- 00 ro 00
00 rO ON OJ UN o rO UN O rO UNrO ro OJ ro ro OJ rO OJ 'd- ro CNILfN LfN UN UN UN UN LfN LfN LfN UN UN UN

IfN O- ON O OJ Tj- «d- VO 00 00 O OJ•r- 'd- t-- OJ LfN 00 OJ LfN 00 OJ VO ONrO OJ rO OJ rO OJ ro OJUN UN UN UN UN LfN UN LfN UN LfN UN UN

VO 00 OJ OJ OJ ro UN VO CO
00 O ro VO O ro VO fO ro 00ro rO OJ Tf ro OJ Tj- ro OJ 'd- ro CVJLfN UN UN LfN UN LfN UN UN UN UN UN UN

OJ C-- OJ O 0- O UN O VO
«d- vo ON LfN O VO 00 VO OOrO OJ OJ ro 'd- ro ro 'd- ro roUN UN LfN UN UN UN UN UN LfN UN UN

X—>U OO Ü o C5o O o Oo O1 rO roSwX v_x
••OJ CJ rO ro

w
0)I—I 

■H 
(H
0  pH pH

1
Si-pI
IIQ
•S
OJ

§
•H

1u0 l-q
0

• p

p

p
Q)-p

1
a•H-PPhpo p•Hp "dd-p -pp(Ho p
f̂o5C -P•H ro•p Pra p•H Ar—tap<  E4
LfN
Pt—1rOdEh



128

There is a strong temperature dependence of the ratio of
intensities from the hands arising from associated chlorine with

henzene, and with tetrachloromethane# An example of this behaviour
is shown in figure 24» This shows the isotropic I / % Raman spectray^xx) z
of chlorine in a 2:1 CCl^tC^H^ solution mixture at 30°C and -10°C.
The intensity of the hand near 547 cm  ̂seems to decrease, whereas the 
intensity of the hand at 535 cm  ̂appears to increase. Tahle 4B shows 
the percentage contributions of each of the three species (uncomplexed, 
complexed 1, complexed 2) to the total hand shape g) * for the
solutions 1:1, 2:1 and 3:1 (CC1^:C^H^) . From Tahle 4B we can see that 
with decreasing temperature, the intensity of the uncomplexed species 
decreases and complexed species 2 increases. This confirms the 
observation of figure 24.

A simplified method of hand fitting procedure was used to fit to 
the total hand shape, at these different temperatures. We followed 

the same method as before, except that we assumed, from the start, that 

there were three species; each species was made up of three isotopes 

and three hot hands. The calculated fits to the chlorine hands (in 

1:1, 2:1 and 3:1 CC1^:C^H^ solutions), at the two temperatures are shown 

in figures. 25-27. The calculated and observed hand contours compare 

relatively well. The values of A\)i and the hand centres, of the 

isot opes in each species are given in Tahle 5*
We have derived values for the enthalpy of formation of the 2:1 

complex, from the three CCl^/CgHg mixtures at -10 C and +30 C.
Initially we had to determine the free energy changes AG from the

expression © 0AG *-RTln^K 4.6
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These values are shown in Tahle 6, along with values of ^K.
Tahle 6 The equilibrium constants for the formation of (^^11̂ )2^12

at +30°C and at -10°C, and the derived free energy changes for three
different solvent mixtures.

Solution
CGlj^CgH; (+30°C) (-10°C) Ag (30°G) 

J mol”^
Acf(-10°G) 
J mol"^

1:1 .098 .102 5824 4974
2:1 .085 .121 6199 4604
3:1 .083 .096 6259 5104

AG" 6170 AcT • 4903average average

From Tahle 6 it would appear that there is a 20^ increase in free
energy, on increase of temperature, from -10°C to +30°G.

2The uncertainties in K prohahly arise from uncertainties in the 
determinations of the free and complexed chlorine at the various 

temperatures.
From the ihean values of the free energy change the enthalpy and 

entropy change can he deduced, using the equation

AG = AH - TAS 4.7

Thus the enthalpy is calculated to he —3»0 — 1 *0 kJ mol , and the 

entropy change is -30 - 5 J mol

4.4.5 Measurements of Bromine and Iodine in henzene
As explained in the previous section our studies of 

(a) hromine and (h) iodine in solution, were limited for (a) hy the 
increase in photochemical reaction arising from the increased energy 
absorption, and for (h) hy the loss in scattered intensity arising
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from the same energy absorption. However, the spectra of bromine in 
benzene and iodine in benzene, were recorded, and the anisotropic and 
isotropic components are shown for each halogen in figures 28a and b. 
Prom these figures it was observed that for bromine and iodine in 

benzene there are differences in the frequencies of the intensity maxima 
for (a and (just as there was for chlorine). For Gig, Br^
and Ig the frequency shifts are 4, 2 and 1 cm“"* respectively.

Initially an attempt was made to fit one set of isotopic bands 
to the bromine in benzene contour, using the isot opic intensity ratios 
quoted by Holzer et al̂  ̂ for gas phase Br^. However we could not 
reproduce the experimental contour )̂ « When two sets of
isotopic bands were used, keeping in mind the constraints listed earlier, 
a good calculated band contour was achieved. The parameters are listed 
in Table 7.

For iodine in benzene it was assumed that only one isotope contri
buted significantly to the band contour, ‘*‘̂1. Again one set of bands 
did not provide a good fit, whereas a reasonable reproduction of the 
band contour was obtained using two sets of bands. It should be noted, 
that the fitting of two sets of bands is somewhat dubious due to (a) 
the weakness of the iodine band, and (b) the smallness of the frequency 
shift between (â*)^ and We have tabulated some parameters, for
fitting two sets of bands to the iodine spectrum, in Table 8.

As we did not study bromine or iodine in more ’inert* solvents such 
as tetrachloromethane we cannot discuss the nature of the two sets of 
bands used, for either halogen. We can merely conjecture that bromine 
and iodine behave in a similar fashion to chlorine.
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Table 7 Lorentzian function parameters of the isotopic and hot bands 
of Bromine in Benzene^

ilf ht band 
width 
(cm-1)

Intensity
*ratio

Band
maxima

79Complexed isotopic 0— » 1 Br^ 9.5 50 308.85

bands 0-^'1 "^^Br^^Br 9.5 100 306.90

0->1 Glgrg 9.5 50 305.00

Complexed first 9.5 11.3 306.65

hot bands 1— ^2 9.5 22.6 304.70

1— »2 ^^Br^ 9.5 11.3 302.80

Uncomplexed iso- 0-»1 ^^Brg 8.0 41.8 312.25

topic bands 0-» 1 ^^Br^^Br 8.0 83.6 310.30

0— ^1 ^^Brg 8.0 41.8 308.40

Uncomplexed first 1— ^2 ^^Brg 8.0 9.5 310.05

hot bands 1-4.2 ^^Br^^Br 8.0 18.9 308.10

1-4 2 G^Erg 8.0 9.5 306.20

Intensify ratio is calculated with respect to the isotopic band 
(complexed) ^^Br^^Br (see ref 76 ).

+ These parameters are for fitting to the total (ly^^x+xy)z 
shape#

) Raman band
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Table 8 Lorentzian function parameters of the isotopic and hot bands 
of Iodine in Benzene ^

half band 
width

Intensity 
Ratio*

Band
Centre

•127Complexed isotopic 0— 4 1 I^ 4.3 100 204.8
band
1st hot band 1— 4 2 ^^^Ig 4.3 37.1 203.4

1272nd hot band 2— 4 3 Ig 4.3 13.8 201.97

127Uncomplexed 0— 4 1 I^ 2.3 75.1 ,206.9
isotopic band

1271 st hot band 1— 4 2 Ig 2.3 27.9 205.5
1272nd hot band 2— 4 3 Ig 2.3 10.4 204.1

* Intensity ratio calculated w.r.t. the isotopic complexed band.

These parameters are for fitting to the total (ly(xx+xy)z^ 
Raman band shape.



135

4«5 Discussion
4.5*1 Evidence for the 2:1 complex

Prom this current Raman study, the experimental results
show that a 2:1 benzeneîClg species is a major constituent of mixed
henzene/CCl^/Clg systems. We failed entirely to detect a 1:1
component. However this is not surprising, because if we are to
accept the magnitude of the 1:1 equilibrium constant, as given by Jao 

72and Person , and the value of the 2:1 equilibrium constant as 
produced in this investigation, we see that the concentration of the 
1:1 species is a minor component in the benzene concentrations used 
in this study. For instance, using the relationship

Tci- .?■ . [c % ]'K , 4.8

at a 3:1 CCl^rbenzene ratio the benzene concentration is 3.9 Ml ^;
and therefore the ratio of chlorine in a 1:1 species to free chlorine
would be about 3.9 x .03 = .12. Thus provided that the Raman bands
of the 1:1 species are not too different in contour and position from
those of the 2:1 species, it is likely that we would fail to detect them
in the experiments described in this communication.

At this point we must examine the compatibility of the results with
32other observations. Mulliken’s original suggestion, regarding the 

structure of the 1:1 benzene-iodine complex was of an arrangement 
(see figure 29a) in which the axis of the iodine molecule is parallel to

—  I X
C — >  < ----- >

(a) (b) (c)

Pig. 29 Possible orientations of the 1:1 halogen-benzene complex.
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the benzene ring. This view could not be substantiated by Collin
and D ’Or^^. An oblique model®^ fig. 29 (c) was suggested in idiich
one halogen atom was placed on the chief axis of the benzene molecule. 

85However Ferguson seemed to be strongly in favour of the axial model
in which halogen atoms lie on the benzene’s chief axis, which thus
retains its six-fold symmetry (fig. 29 (b)).

Hassell and Stromme®^’®^ carried out an x-ray crystaliographic
examination on single crystals of a 1:1 benzene-bromine, and a 1:1
benzene-chlorine compound. They found that the two benzene halogen
compounds form isomorphous crystals belonging to the monoclinic
system. Chains of alternating benzene and halogen molecules being
parallel. The other notable feature was that the halogen molecules
are equidistant from each of the two neighbouring benzene molecules in
the chain, and they lie on centres of symmetry. Thus these crystals
did not appear to be formed of one to one benzene-bromine complexes
as units, but rather they are n-to-n infinite complexes. This form

88of structure was confirmed by infra-red studies by Person et al 
on solid CgHg-Brg. It is reasonable therefore to expect that our 
2:1 species has the halogen oriented along the C^ axes of the two 

benzene rings.
( If the molecules lie on sites possessing a centre of symmetry then
I

(AA C*.'
\ mutual exclusion exists and the halogen stretching mode is inactive.
I> The observed weak absorption must therefore arise from the earlier 
( proposed 1:1 structure formed either from the component stable species 
I or from dissociation of the 2:1 complex.

Whilst we have been considering the perturbation of the V(Cl-Cl) 

mode when dissolved in benzene, several studies have also been made on
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the perturbations of the donor spectrum (benzene) by the halogen,
these results are summarised in references 33a.vl89l Two of the
vibrations of the benzene molecule which are infra-red inactive give
rise to bands when a halogen is added. These are the a.̂  ̂mode at
992 cm  ̂and the e^^ mode at 85O cm \  Similarly, although all the
Raman active modes have bands vdiich show perturbations when a solvent
is added, the a^^ and e^^ modes show specific enhancement when
halogens are added. The appearance of these modes in the complex
spectrum has been attributed to changes in ionisation potential and 

33overlap integral • Despite the fact that we have a centro- 
symmetric 2:1 complex these modes should still become active provided 
we take the ungerade combination.

Some of the most conclusive work on the benzene halogen complexes 
is that of Childs, Christian and Grundes^®"^^ , using a constant 
activity method. This method was pioneered by Kort wm et 
who calculated the equilibrium constants of iodine complexes in 
solution by measuring the increased solubility of iodine, in the solvent 
upon addition of a donor. The increased solubility was attributed to 
1:1 complex formation; the equilibrium constant for this iodine 
benzene association was reported to be 0.3 dm^mol  ̂ in cyclohexane 
solution. Childs used an extension of this solubility method based 
on maintaining constant activity of iodine throu^ an equilibrium 
between tetramethyl ammonium polyiodide solids. As benzene is added 
to the hydrocarbon so the iodine concentration rises as a result of 
complex formation. Childs studied the change in iodine concentration 
in the benzene solution by monitoring the system at the isobestic 
point using electronic absorption spectroscopy. A plot of iodine 
concentration versus aromatic concentration gave a deviation from the
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expected linear ‘behaviour for 1:1 complexation. This was 
attributed to the formation of higher complexes, and it was found 
that a reasonable fit to the data, for the benzene—iodine complex, 
was obtained if the formation of a 2:1 as well as a 1:1 complex was 
assumed. For the methyl benzenes and pyridine it was found that the 
equilibrium constant for the 2:1 species (̂ k) bore a simple statistical 
relation to the 1:1 equilibrium constant (̂ K) .
Thus

The derivation of this relation involved the assumption that the
acceptor has two sites, either of which is used to form a complex
bond. In Childs’ study these correspond to the two iodine atoms of
the acceptor. These two sites were considered equivalent and
independent. That is the formation of the 1:1 complex does not
interfere with the subsequent formation of the 2:1 complex. Childs

2found that this procedure underestimated the observed value of K
by about a factor of 2, for the benzene-iodine complex. In a later
note^ the as derived from the initial curvature, was corrected
for change in the activity coefficients, by estimating these from
solubility parameter theory^^. The corrected equilibrium constants
were very close to those obtained by spectroscopic methods. Data

2has not yet been published oh the corrected K. However it seems 
unlikely that the overall picture will change too drastically. This 
work on the benzene-iodine system is the only evidence that has 
previously been presented for the 2:1 species in solution, though the 
linear chain structure of the bromine-benzene solid complex implies 
that such multimolecule structures must exist. Certainly from a 
theoretical standpoint it is quite possible to have 2:1 complexes in 

this situation**.
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4*5.2 Entropy and Enthalpy changes
I ^

As mentioned earlier K has been estimated from electronic
and infra-red absorption studiesto be .03 dm^mol"^. We see 

2that our K is far greater than can be explained on a simple 
statistical basis used by Childs. This implies an extra 
stabilization of the a<r .bTT orbitals through mutual interaction, or 
an extra entropy contribution.

+ —1 —1The entropy change of -30 - 5 J mol K shows a large molecular 
ordering compatible with the idea of a specific structure of the 
molecular complex as opposed to a loose weakly directed association.
If the entropy change is related to the molar volume by

-AS = Rln (V'2/ Vj) 4.9

then an estimate of the reduction in the molar volume by a factor of 
30 is obtained. It is extremely unlikely that complexation could 
lead to a very significant change in the translational free volume, 
and so most of the entropy change must be related to loss of rotational 
freedom in the complex. The enthalpy change of -3.0 (-I) kJ mol  ̂ is 
small though in keeping with estimates of the enthalpy of formation of 
the 1:1 complexes^^. Unfortunately no data exists as yet on AS and 

for the 2:1 iodine complex, though the tetramethyl ammonium iodide 
method ought to allow such data to be derived.

4.5.3 Frequency shift between the maxima of and
Two interpretations have been considered here to explain the 

phenomenon of the frequency shift between the maxima of and

These are:
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a) There are two overlapping complexed hands with different 
depolarization ratios,

h) There is an inherent shift in the maxima of the isotropic and 
anisotropic components.

The experimental hand contour fittings seem well satisfied hy 
interpretation (a) • Thus we have obtained good simulations of the 
observed spectra using two Lorentzians each with their isotopic 
sub-bands separated by 7 cm  ̂and with average depolarization ratios 
of .46 and .21 (see Table 3). (The uncomplexed band has a 
depolarization ratio of .O65) . The consistency in the relative 
intensities (see Table 2D) suggests that they arise from complexes 
of the same stoichiometry, or that the basic assumption of two bands 
is incorrect. If there really are two complexed bands we can only 
speculate that there are two conformations of equal energy of 
formation. The crystal structure would suggest that one of these 
conformations has the chlorine situated along the axis i.e. 
perpendicular to the aromatic planes. The other conformation could 
have the chlorine parallel to the aromatic planes.

Concerning the second interpretation, Schwartz and Ifeng 
recently discussed the effects of angular dependent forces on peak 
frequencies in the isotbpic and anisotropic Raman scattering.
According to their analysis the non-coincidence of the peak 
frequencies could be analysed by taking the first spectral moment 
of the spectral density function. If the polarized spectrum is due 
mainly to isotfopic scattering (i.e. when the depolarization ratio of 
the band is small), then the difference in the first intensity moments 

for (5 ̂ )^ and (y )  ̂is given by
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A - 6B + h-^< (v''-v°)((yl)2l<îr'>2 _ ( j l ) 2 | < j ' >  2 ) >  4. 10

where B is the rotational constant, and are the intermolecular 
interaction potentials for the ground and excited states. Given 
that Bg is about .24 cm \  we see that most of the shift has to be 
explained by the change in the intermolecular potential on 
vibrational excitation. This is not unreasonable. However, 
without further information as to the magnitude of the second term 
any further analysis cannot be other than highly speculative. In 
conclusion we maintain that the observed contours are not compatible 
with this idea, attractive as it may be. For example the anisotropic 
component of the Cl-Cl stretch of Cl^ in benzene (figure 14b) is 
remarkably symmetric. In view of the isotopic shifts of the component 
bands, it is difficult to understand for a single set of bands. As 
can be seen from figure 14 (b) it is easily understood in terms of 
two sets of overlapping bands. The same is true for the other 
solutions and components, although it becomes less apparent as the 
tetrachloromethane concentration is increased.
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Chapter 3 THE RAMAIT SPECTRUM OF LIQUID CHLORINE

5.1 Introduction

Following our studies of the ClgtC^H^zCCl^ system we considered 
observing the spectrum of liquid chlorine at different temperatures, 
in order to determine information on its molecular motion. In 
Chapter 2.5 we noted that the calculation of orientational 
correlation functions from infra-red and Raman spectra is a widely 
used method of deducing the nature of molecular motion in the liquid 
phase. There is however one problem in the application of the 
theory listed in 2.5.3, and that is that the theory only applies to 
single bands. Konyneiburg and Steele listed the possible complications 
only two of which concern this s t u d y . These are;
(a) If the molecules contain different isotopic species (as indeed 
liquid chlorine does), then the spectral band will actually be made 
up of several overlapping bands with different band centres. This 
can lead to considerably broader bands than would be obtained for a 

single species.
(b) A similar correction must be applied if an appreciable number of 
molecules are in excited vibrational levels. The hot bands that 
result are slightly displaced from the fundamental band by 
anharmonicity and again give rise to broadening that is unrelated to

rotational motion.
Konynenburg and Steele showed that it is not difficult to eliminate

the effects of broadening due to (a) and (b); the calculation is
essentially the same in both cases and applies to any source of
broadening ^ere the band consists of a number of incompletely resolved
peaks, all of the same band shape, centred at frequencies (Jj and
having fractional intensity X.* Then the intensity at frequency (*y isJ
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where CO and cÔ  are measured relative to the apparent hand centre.
Konynenhurg and Steele then formulated the determination of the
apparent correlation functions in terms of the real Fourier transform.

98However as discussed hy Hill et al it is essential to take the 
modulus of the complex transformation when the spectral structure is 
sharp, as it is for Clg. Thus the apparent Raman reorientation 
correlation function C ̂  is

^2r W  = Cg^(t) /  |^ZKj(cos tOjt, i sinc^/t)^  ̂ 5.2

where it is assumed that the true rotational hand shape is symmetrical 
and identical for each of the overlapping hands and gives rise to the 
true rotational correlation function Cg^(t) . In this manner the hands 
can he separated.

There are two principle objectives to this study. (a) To find a 
model for the molecular motion, and (b) to determine the second and 
fourth moments**. The second moment arises from three types of 
terms, (a) the fluctuation of the difference between the inter- 
molecular potentials for the excited state and the ground state 
averaged in the initial external state; (b) rotational kinetic energy 
terms and (c) collision-induced terms. If the shift fluctuation 
effect is small and so are the collision induced terms, a measurement 
of M(2) is essentially of the average molecular rotational kinetic 

energy.

5.2 Results and Discussion
5.2.1 General Details.

The main problem encountered in running the spectra was in
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determining how much intensity was in the spectral wings « Eventually 
it was decided to record the spectrum up to I30 cm”"* either side of 
the chlorine hand centre# Details of equipment and experimental 
procedure were listed in section 4.2.1. We processed our data on a 
GDC 6600 computer using a program developed hy D. Steele and I.E. Hill, 
As in the previous Raman study the observed spectral intensities

^y(xx) and Iy(xy)
/ A  2were converted to the isoiiopic (a ) and aniso

tropic components  ̂ (using the nomenclature of Woodward^ ).

5.2.2 The Correlation Functions
The anisotropic components of liquid chlorine at 178*K 

and 253°K are shown in figure 30. The half height hand width of the 
anisotropic component is seen to broaden considerably with increase 
of temperature as would he expected in terms of a kinetic effect. 
There is also an observable shift ^  the maxima of (aO and (JT ) 
with increase of temperature. At 178 K there is no observable shift 
in the maxima, however with increase of temperature there is a linear 
increase up to 2 cm T at 253 K (see figure 3l) •

TQ4P

Figure 31 Graph of the shift (A) between the maxima of (a/) and (% 1 
against absolute temperature.
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If we consider the difference in hand maxima in terms of 
ecfuation 4» 10» developed hy Wang and Schwartz , we see that the 
shift of 2 cm  ̂at 253°K could he almost entirely explained hy the 
6B term. However as B is not considered to he affected hy 
temperature, we see no reason for the shift to decrease to zero with 
decrease of temperature. Thus although the shift of the maxima 
appears to he reproducible we can find no satisfactory explanation.

The rotational correlation functions were determined at five 
temperatures over the interval 1?8^K to 253*K» which covers nearly 
the entire liquid range of chlorine. These functions were obtained 
hy Fourier transformation of the Raman spectrum using the relations 

of section 2.53 and equation 5*2.
Figure 32 shows the In Cg^ft) against time plots for all the 

temperatures of liquid chlorine studied. At 253°K the liquid chlorine 
is 14°K above the temperature at which the pressure of the chlorine is 
1 atmosphere, and the reorientation is seen to he rapid. The 
correlation function decreases to about 0.2 p.sec before exponential 
decay (given by the linear portion of the In Cg^(t) graph) is observed. 
From all the In Cg^/t) graphs in figure 32 we see that the decay of 
the orientational correlations is slowest in liquid chlorine at 178°K. 
We therefore deduce that the rotation is less hindered at the higher 
temperatures, as would be expected on purely kinetic grounds.

In figure 32 we also show the free rotor functions at 253°K and 
178°K. At short times the free rotor correlation function is given 
by equation 2.3 1. We see that in general even at very short times 
the free rotor function lies well below the observed functions.
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0,0 1.0 2.0 T I M E ( p s e c ^

178 K

2.0 ..

2Z8"K

( f r e e  ro to r  178 K

Ifree  r o t o r  %53 K

Figure 52. The temperature dependence of the In against time
plot,for the Cl-Cl stretch of liquid chlorine.
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5*2.3 Rotational relaxation times

As discussed in section 2.5*6 the rotational diffusion 
model is often used to describe the rotational motion in the liquid 
state. When very small diffusive steps are used in the hydrodynamic 
model, then the correlation time associated with the motion of the 
symmetry axis of a symmetric top molecule can he calculated from

V . 3 kT /
Gierer and Wirtz^®® gave the microviscosity factor f in terms of, a, 
the radius of the molecular sphere in question, and a^ the radius of a 
molecule of the surrounding medium, such that

-1

a (1 + (aVa))^.
5*4

V
For a pure liquid a, and thus the equation 5*4 collapses to

1/6.125 = *163*
Assuming the chlorine molecule to he a simple symmetric top with

0
a molecular radius of 1.988 x 10 cm, then utilizing the viscosity - 
values of liquid chlorine quoted in tahle 9 we can determine the 
relaxation times ^ .

Before we discuss our results more fully we note that molecular 
orientation in liquid chlorine has heen studied hy other authors^®' 
using nuclear resonance techniques. The most recent work has heen 
done hy Chermyer and Jones^®^ who determined the ^^01 nuclear spin 
lattice relaxation times in liquid chlorine from the melting point at 
173°K to the hoiling point 243°K. They assumed that the molecular 
reorientation process was described in terms of a correlation function 
C(t) , where C(t) was an exponential of the form exp (t/l^). Also if
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%  P is much less than the Lamer period (i.e. the resonance condition 
does not change) than the spin-lattice and spin-spin relaxation 
times, T-j and Tg, are equal and are given for a nucleus with spin 

3/2 ty

“ '̂2 “ "ÏÔ" 5-5 %see reference IO4)

where (e^qo/K ) is the quadrupole coupling constant (in radial 
frequency) resulting from the nuclear electric quadrupole moment 
interacting with the electric field equation. The quadrupole 
coupling constant measured in solid chlorine was given as 109 MHz.

In figure 33 the values of %  gi calculated from the spin lattice 
relaxation times, are graphed against temperature. These values

'Yobtained from n.m.r. are compared with our experimental values of  ̂g, 
obtained as the reciprocals of the gradients of the linear portions 

of the InCg^(t) against time graphs (see figure 32) . The solid line 
in figure 33 represents the theoretical values of ̂ 2» obtained for a 
hydrodynamic model. Table 9 gives the precise values of ̂  g, for the 
hydrodynamic model and from our experiments.

For liquid chlorine the Raman scattering will measure an average
30reorientation time associated only with the tumbling motion given by

^  Bramah
where D is the diffusion constant for rotation . pf- the symmetry X
axis.H.M.R., on the other hand, depending on the relative orientation 
of the molecular electric field gradient, should couple to a 
complicated combination of the tumbling and spinning motion. For 
n.m.r. it has been shown that the average reorientation time is given 

^y105-106 (3 cos20-1)>D^

+[(3 sin^e cos^ô + D,,)] + I sin'^e/(2Dj^ +4D,,)]
where Kg is a constant depending on the nuclear spins and the quadrupole
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coupling constant. It has a value of (see referencelOS) .
0  is the angle between the symmetry azis of the molecule, and the z 
axis of the molecular coordinate system lAich diagonalizes the field 
gradient tensor at the size of the nucleus of interest.

If the spinning motion is much faster than the tumbling motion 
then Dj_ i which implies that the second and third terms are
negligible. However it should also be noted that for the linear Gig 
molecule the angle B  is zero, and thus the second and third terms are 
zero. This implies that

%  = 2—  (CV4(2)V61>JL )* nmr 15

It would seem then, that the observed good agreement, between 
the values of from the nmr and the Raman, is reasonable. Prom 
these independent measurements it is also apparent that the experimental 
values of for liquid chlorine are very close to thos obtained from 
a hydrodynamic model.

Thus we conclude that at long times the Debye diffusion theory 
seems to explain well the molecular motion in liquid chlorine.
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Tatle 9 The theoretical and observed rotational relaxation times 

■^0» of liquid chlorine
Temperature 7^2 theoretical^^) 

p.sec.
"X 2 observed 

p.sec
fc'iviscosity ' 

cp

178 2.01 2.00 .92

193 1.54 1.38 .76
213 1.10 1.16 .61
228 .88 .95 .53
253 .65 .80 .43

(a) The liquid chlorine is under its own vapour pressure.

(b) ' X2 values calculated for a hydrodynamic model given by equation S.B

(c) Using viscosity data from reference 107 • The equation of the
viscosity temperature curve is given by ^ ̂  /(1+AT + BT^)
where A and B are constants.
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5*2.4 Spectral Moment Analysis of Licpiid Chlorine
As we noted briefly in section 2.5*3 another type of

information about intermolecular forces can be deduced from spectral
99moment calculations . Using a relation between the second and 

fourth band moments it is possible to derive the mean square torque 
<T(OV)^> I acting on the scattering molecule. The second moment, 
which depends essentially on molecular parameters and temperature, 
gives an idea of the accuracy of the experiment if reorientation is 
the only relaxation process involved,In the classical approximation, 
and taking into account the vibration-rotation coupling, the second 
moment for absorption by linear molecules is given by^®®.

M(2) = 4 (kT/hc)B^ + 8(kT/hc)B,A + 2(kT/hc)^A^ 5*6

where A = (B. - B )/b , B and B. being the rotational constants of 1 o '  0 0 1
the ground and first excited vibrational states respectively. To a
first approximation M(2) simplifies to 4 (kT/hc)B.

The second moment of a Raman band of a linear molecule is equal
to three times that for absorption; while, the relationship between

109second and fourth moments for scattering is

M(4) = 2.66 M(2)2 + 122^2 <(0V)^:> 5*7
7The experimental Raman second moments can be calculated from 

the anisotropic second moments and the vibrational second moments 
using the relationship

“rot - %aniso(2) " 5-8
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The vibrational second moment for liquid chlorine has a value of 
10.6 cm at 178°K. This is about 2^ of the total value of M(2) .
This would suggest that the vibrational second moment has little effect 
on the overall results of M(2) for liquid chlorine. Thus in this 
study we neglected its contribution.

As we noted in section 2.4 the Fourier transform has the 
reciprocal property that when a function is transformed, and the 
resulting function is retransformed, we finish up with the original 
function. If this procedure is applied to the anisotropic component 
of the polarizability and if we correct the chlorine spectrum
for isot opic and hot band distortion using Konynenburg and Steele’s 
formulae (see equations 5*1 and 5*2), then we can obtain a single band 
from which we can obtain the second moment. The experimental 
normalized second moment is given by^

M(2) 2 i(oo)dtO / 5.9
band

Experimental values for M(2) and M(4) at different temperatures are 

given in table 10 . The theoretical values are also listed.
N^lues of the mean square torque are given based on the experimental 
values of M(2) and M(4);f<^'^178^K .to 253°K.

The classical invariance of the second moment provides a 
convenient check on the completeness of the frequency range of an 
experimental band shape. If the second moment of the depolarized 
Raman band of chlorine had been far below its classical value then we 
might have suspected that measurements were not carried far enough 
into the ’wings* of the band, and the correlation function obtained by
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Table 10 Raman band moment calculations and determination of the mean 
square torques for liquid chlorine

Temperature Theoretical M(2) 
(om-2)

Observed M(2) 
(cm-2)

Observed M(4) 
( 10^ cm"'*)

< ( o v f  >
(10^ cm

178 347.3 443.0 2.409 266.0
193 387.5 510.4 2.464 249.9

213 427.6 551.6 2.830 285.2
228 457.7 588.6 2.835 270.0

253 507.8 627.7 3.004 276.0

^  Using a value of for ^^Clg of 0.243 (reference 79).

Fourier transformation in such a case would have been incorrect.
However as we see in Table 10 the experimental value of M(2) is 
significantly larger than is expected. This could be due to two 
factors; (a) The background trace recorded for each of the spectra 
could have been incorrectly recorded. (b) There is an extra effect 
which is contributing excess intensity to the depolarized Raman 
spectrum. , Gordon^® assumed that the sole source of spectral broadening 
was molecular reorientation. Since then, however, it has become evident 
that molecular interactions and vibrational relaxation contribute to the 
spectra in addition to molecular reorientation. The existence of the 
excess intensity in the depolarized Raman bands has been interpreted in 
terms of a collision induced e f f e c t . (lu other words.
strong molecular interactions are causing a fluctuating distortion of
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the polarizability tensors) • It has also been assumed that such
effects must be separated.

Konynenburg and Steeleattempted a separation by
examination of the experimental correlation function. Whilst Dardy 

111 .et al estimated a collision induced spectrum and removed it prior 
to Fourier transformation. The latter approach is used here.

Although no completely satisfactory method for eliminating the 
effects of the collision induced phenomena exists at the present time, 
a simple procedure that has been utilized in recent w o r k i s  

to assume that the réorientâtional and collisional induced spectral ; 
intensities are additive

I(AV) = l(AU) + I (AV>) 5.10
total coll.

where AV is the frequency shift from the band centre. ) gives
the shape of the band around the band centre; it approximates to a 
Lorentzian given by the equation

2
I qjj(A > )  = 1(0) 5.11

1 + AV )2  V i  + 4(AV

l(o) is the intensity at the band cet re, V ̂  is the half band width and 
^  is an adjustable parameter which should be close to the average 

time between molecular collisons.
Icoii(A)) ) is designed to fit to the wings of the band and is given 

by an exponential equation which we have taken from the theory .

It has the form

-  a(AV)'^exp(- |AV| /

(1 + exp
kT

AV 5.12
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where a, p and q are constants whose values are determined partly from 
theory and partly hy the fitting of data. In particular q is still 
the subject of controversy; in the wings^any value of q between 1 and 
2 has been used to try to fit to the data. Currently no realistic 
theory exists for non—spherical molecules that is capable of predicting 
an accurate value of q, or for that matter that the spectral intensities 
are additive. For liquid chlorine we found that a value of q = 1.2 
gave the best fit to most of the spectra. Values of a and p were
selected so that a good fit to the data in the wings.
One rather disturbing feature of this fitting procedure was that the 
Lorentzian component, I^j^(Ay), did not appear to be damped towards 
high freqpiency shifts from the band centre.

On removal of the collision induced component from the observed 
band, the second moment was taken of the resulting band. These 
values of M(2), for the observed minus collision-induced spectra, are 
given in Table 11. Comparison of these values with the theoretical 
values of M(2) listed in Table 10, suggests that too much collision- 
inducedicomponent has been removed. It seems that at best this 
approach is acceptable only when the collision-induced term is small.
However, if the collision-induced component is smaller than used in our
fitting procedure, and if the Lorentzian component is undamped (as we 
found) , then it is not possible to obtain a good fit to the wings any 
more. Thus until such time as we obtain more accurate measurements 
of the intensity in the far wings, we observe that it is by no means 
certain that there is a collision-induced contribution in the band contour. 
Finally we note that if a collision-induced contribution does occur, 
the results of Tables 10 and 11 suggest that its primary effect would be 
to increase M(4) and thereby to increase the intermolecular torques.
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Table 11 Raman band moment calculations and determination of the 

mean square torques, for the observed spectra of liquid 

chlorine minus a collision-induced contribution.

Temperature Observed-collisional Observed-collisional 
^(^)(10^ cm“4)

< ( 0V)^> 
(104 cm-2)

178 206.60 .900 111.0

193 243.40 .954 112.4
213 264.85 .984 112.6
228 274.10 1.08 124.2

253 367.00 1.27 129.0

In conclusion we see from Table 10 that the values of the mean 

square torque (of about 270 x 10^ cm seem to be fairly independent 

of temperature.

Perchard et al̂ ' give a value of 53 x lO^cm ^ for the mean square 

torque of liquid HCl. Thus our values for liquid Cl^ are higher by a 

factor of five. This is probably due to the fact that in the chlorine 

molecule there are, obviously, two comparatively heavy atoms, whereas 

in the HCl molecule one atom is heavy and the other light.

As we have observed, the effects of the intermolecular forces are 

seen in the terms of order t"̂ . The hindering of rotation increases 

the coefficient of t^ by an amount proportional to < ( 0V)^>' . Thus 

as the mean square torque of liquid chlorine is five times larger than 

that of HCl, and Cgg^t) for HCl lies above that for free molecules, 

then we would expect the rotational correlation function for chlorine 

to lie above the curve for free molecules as well. This is indeed 

the case as was seen in figure 32.
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Chapter 6 GENERAL THEORY OF ABSOLUTE IWRA-RED IMTTNSITIES

6.1 Absorption of radiation^^̂
A complete understanding of the absolute intensities of infra-red 

absorption bands requires a clo^e look at the mechanism by which 
electromagnetic radiation interacts with matter. In the presence 
of a radiation field, there is a probability that a molecule will 
exchange energy with the field and appear in a quantum state other thaij. 
its original. This process gives rise to a spectral line of finite 
width and intensity at a particular frequencyV given by the Bohr 

frequency rule.

o  _ ÿ = -,(e ' -,B") 6.1 '

where E refers to the energies of the n ", n* quantum states and h 
is Planck’s constant. If e " <  E%  radiation is absorbed by the 
molecule, giving rise to an absorption spectrum, and if e '>  E* 
radiation is emitted by the molecule giving rise to an emission 

spectrum.
The intensity of the resulting spectral line is determined by 

the probability of the transition which gives rise to the line.
It can be shown that the probability of a randomly orientated

u
molecule (for example in the gas) being promoted from a state n 

/ .to a state A is

^ K - M F  \ 'n')
3h

where ̂ n"\f | n'^is the quantum mechanical matrix element of the 
dipole moment, and ^ (V ,^0 is the density of the radiation of the 
particular frequency matching the quantum jump. The probability of 
induced emission is given by the same expression with the primes 
reversed and thus the net absorption probability is given by
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where represents the number of molecules per unit volume in each 

state. Each such transition reduces the energy of the field by an 
amount h Y so that the net loss of energy for a differential 
element of absorbing length dl and of unit cross sectional area will 
te

f I &'4
The radiation flux density is related to the radiation density by

I  = c^ 6.5
where c is the velocity of light. Substitution for ̂  followed by

- ■ ' ■
integration gives

U ( I / I )  = (V „  () —  < n " l f  I n '> ®  ( n " - k ' )  6.6. 0 n ,n 3 he
At equilibrium the populations of the states 9̂ ' and follow the 
Boltzmann distribution and thus

(lï" -h O =cHQyT [exp(-E^" /kT) - exp(-E^/ /kT)] 6.7

where = %  exp (-E./kT) . H is Avogadro’s number and c is the 
i ^

molar concentration.
In the case of any but the simplest polyatomic molecule it is

hot possible to determine an experimental quantity with 6.7. Rather
the transition probabilities for all the rotational components must
be summed and this quantity compared with the total integrated intensity
of the vibrational transition. Thus we have
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Ç
A y  cl In (lyI)din y 6.8a

band

^ c n ' M r i3hc

xJexp(-E^/» /kT)-exp(-E^j/kT) ] 6.8b

Equation 6.8 is applicable as it stands to a fundamental transition 
(i.e. from n^ as the ground vibrational state cr* 0, to n ̂  , having 
vibrational quantum number cr = l).

Equation 6.7 is exact for a single transition between two levels 
i/ and n^ . However, such a transition can seldom be studied in 
practice, for most spectral bands consist of a main band with a number 
of overlapping hot bands. In the case of a diatomic molecule for 
example, there are hot bands due to 2 ̂  1, 3 ̂  2 etc., which fall at 
about the same frequency as the 1 f-Otransition. Vibration bands of 
polyatomic molecules are even more complicated.

The experimental intensity is usually determined by integrating 
over a fundamental and all the associated hot bands, and for 
comparison with this quantity equation 6.7 should be summed oVer all 
the corresponding transitions. For a diatomic fundamental this 
yields the quantity,

iTz O(obs) 3 he ^  ^

r^exp[- ]- exp[-(cr+ 1) ^  6.9
kT

In the harmonic approximation

(dp/dQ is the derivative of the dipole moment with respect to a 
normal coordinate Q, see section 6.2)
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and hence,

3c 60 \dQ /

^  (tr+ l)|exp[-^^ ] -exp [-(tr+l) 6,11X
iTz.O

The summation in equation 6.11 may he carried out exactly to yield.

' " w  °  S i .  N
When the vibration is degenerate the expression 6.12 applies to 

each of the components of the degeneracy so that it is necessary to 
introduce a degeneracy factor,g,into the equation

r  _ g /  ^
(ots) ” 3c2(0 V'ie/ 6.13

1156.2 Relationship of Intensity to the change of dipole moment
The quantum mechanical matrix element of the dipole moment can 

be expressed as
< 0  1 P [ 1> = jV -o *  8T 6.14

*where Y'q is the complex conjugate of the wavefunction for the ground 
state, is the wave function for the state 1, and dr is the volume 
element of the space configuration. p is a vector quantity having 
components p**, p^, p* which can be expressed

P̂  = ^ ̂  ̂ i^i P' ^ i^i' Where
is the charge on the ith particle, and x, y and z are the space 

fixed Cartesian coordinates. These components of p may be considered 
in terms of a Taylor series with respect to the normal coordinate Q^.
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Thus
order terms 6.15

Where b stands for the Cartesian directions. It is common practice 
to consider only the constant and linear terms in equation 6.15, 
and solirthe harmonic oscillator approximation, for a transition between 
the ground state and the first excited state of the ith normal mode

6.16

The integral involving the harmonic oscillator wavef unctions is 
expressed in explicit form by

V  %  = ( t F r r ; r

hence
0 ( p̂ l 1 > =

l()a
6,17

where W   ̂is the harmonic frequency of the ith mode. Comparison of 
equation 6.17 with 6.10 shows that we then obtain the expression

«i.

where
6.18

V  \ V
For a molecule of fairly high symmetry, all except one of the 
components of the dipole derivative will vanish for vibrations of a 
particular symmetry class, provided that the axes are chosen to
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coincide with the symmetry axes (i.e. the change in dipole moment 
will be oriented along a fixed direction in the molecule for all 
vibrations of that symmetry class^ A molecule of lower symmetry 
may have two or three non-vanishing components of <'0 | f I 1 >  
in the same symmetry class. It should be remembered that the 
direction of ^p/<3q is completely arbitrary and there is no reason 
to expect the dipole moment slopes to be similarly oriented for all 
vibrations of the same symmetry.

It is rather more convenient for the purpose of calculation to 
consider the derivative of the dipole moment with respect to internal 
symmetry coordinates S, which are related to those with respect to 
normal coordinates by the transform

Pj = Ç  (ctp/<)Q.)(5Q./6isp 6.19

These normal coordinates are obtained from the analysis of the 
observed spectra and are ultimately a function of the molecule’s 
vibrational force constants and geometry. These last two quantities 
we shall discuss in the following sections.

6.3 The symmetry coordinates
The CHgl molecule has symmetry, and has three non degenerate 

type A.j vibrations and three doubly degenerate type E vibrations.
Since a non-linear molecule containing N atoms has 3N-6 vibrational 
degrees of freedom, 3H-6 coordinates are necessary to describe the 
vibrations of the molecule. To attain the simplification made 
possible by the use of group theory it is necessary that these 3E-6 
coordinates be expressed in terms of symmetry coordinates, which are 
linear combinations of the internal coordinates. The internal
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coordinates are the changes in bond distances and in interbond angles.
It is convenient to construct the symmetry coordinates from
equivalent internal coordinates only. Moreover the choice of
linear combinations is not arbitrary, but must be made in such a way
that the symmetry coordinate transforms according to the characters
of the vibration type concerned. Also the symmetry coordinates must
be normalized and orthogonal. As there are 3(5)-6» or nine, vibration
frequencies, only nine symmetry coordinates are necessary. However
for CH^Z there are ten internal coordinates, following the notation 

116
of Dickson et al, these are r^,r2,r^,ra^2»’̂ ®23’’̂°̂31
(see figure 34) • Hence one of these is not independent of the 
others. Instead of ignoring one of the internal coordinates, \diich 
would destroy the symmetry, ten symmetry coordinates are constructed 
and then one is considered as redundant, see Table 12.

From Table 12 we note that the redundancy in the symmetry 
coordinates 8^^ and may be removed by the orthonormal 
transformation

= ^*^2a ^^2b = 0

It should be noted that since each of the three E type vibrations is 
doubly degenerate, it is necessary to have two symmetry coordinates 
designated by the subscripts a and b for each of these vibrations.

All these symmetry coordinates are therefore of the form

k^jk \
where is the coefficient of the kth internal coordinate Rĵ , and
the summation is taken over all of the equivalent internal coordinates. 
Equation 6,20# can be written more concisely in the matrix notation as
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1

Botes: As more accurate values for the equilibrium rotational constants
have been obtained, so different values for the molecular
parameters have been presented. The equilibrium geometry

118originally used by Aldous and Mills is quoted below, along 
with some more recent data by Duncan As one can see
there is little difference between them.
Duncan
111.28333 
107.590

HCH = a 
HCl = P

All atomic masses are taken relative to 
Thus

1.085 I .003 (°a)
2.133 - .002 (°A)

Aldous and Mills 
111.67°
107.17°.
1.095°A 
2.139 A

12„
M = 12.00000
iC = 1.00784 
JÇ =126.90454
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Table 12 The symmetry coordinates used in this thesis, in terms 
of the internal coordinates,* for CH^I.

Cl

2a

- 1

+2

* As defined by Aldous and Mills^ . 
were defined as ra and rp.

s, = PSga - 2b

Their bending coordinates

P  =  ( 1  +  ) < 0 / ( 2  +  2 K ^ ) ^
Q = (1 - lC/(2 + 2kf)*
K = -3 sinp cosp/sin a  
IT = Ubrmalization factor.
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s = UR 6 . 2 0 b

The condition for normalization of the jth symmetry coordinate is 

that Z   ̂= 1'

6.4 The 8j^ vectors of Meister and Cleveland^^^

The vectors of Meister and Cleveland are given by

= S  U h
 ̂ , jk kn • .

6.21

(in matrix form S = UBX).
The h ^  vectors(of Woodward’s notation'* ) can be expressed in 

terms of "unit vectors ê  ̂directed along the chemical bonds k.

I
QIII
1 R = 01 bond lengthI ^
I r* = OH bond length

/ V/
^0^3

OH,

Figure 35 The unit vectors along the bonds, and the 
interbond angles of CH^I.

Using the unit vectors, bond distances and interbond angles 
indicated in figure 35» and assuming tetrahedral angles (i.e. a = P =
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109 28’) , then the h ^  vectors are found to he:

For the atom

where f

= \p3H^ = °

Expressions for the h ^  vectors of the other atoms can he obtained 
easily. Also, in terms of Cartesian coordinates, vAien X, % and Z 
are unit distances along the x, y and z axes, the e vectors can he 
expressed as

*4 = %
(for tetrahedral angles)
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Using equation 6.21 ahove, the vectors for the vibrations can 
now he expressed as,(using our symmetry coordinates defined in 
Tahle 12):

(®1 + 3eg + 3ej - 3ê )=(-̂ -
12

83  ̂ = 0

- (-1/ y r  ) (ê  + ̂ 2 + ®3̂

®2 = ( ^ - " 4  #)(®1 + *2 + ®3̂ - ( ^ ) H j  ®4

^3 = - 4
= 0

®2 = I "  (®4 + ®1 + ®2 + ®3>

s ] = e^.

for the E vibrations
H. . . 3

s4a
H

I = (2//6) e, = 0

H.
Sj2 = (-/3/2)(«i/3 + «2/2 + ®3/6) = 4 (-^2+^3)
H H
Sgi = (-1/3/2) (e/3 + 84) Sgt ' °

S?_ = -4 (-2e^ + 6% + 63) S°^ (®3 - ®2̂jO
4^ / 6
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'sa = 7f (2®1 -®2 -®P

' k  = i -  (^®1 - ®2 - *3)

S^a = °

" 5 a = °

=“̂  ÏÏ" (-2®1 + ®2 + «3)

Sr-L = (e- - ê )

'6b = 4“^t + ÿ  (®2 - ®3̂

S j b = °

"Sb = °

4 b  = 4 5- (®3 - ®2̂

6.5 The L Matrix
In order to determine the L matrix, whose elements 1^ are the 

amplitudes of motion of the various displacement cordinates in the 
ith vibration, it is necessary for us to consider very briefly the 
basic theory involved. The use of the L matrix will be shown in 
Chapter 8.

To obtain the equations from which the elements of the L matrix 
can be considered we must calculate the elements of a matrix P 
(related to the potential energy), and a matrix G related to the 
kinetic energy. If one assumes harmonic motion of a small amplitude 
for nuclei, the expression for potential energy V of the molecule 

can be written in the form

6.22

where = f̂ ^̂  and i and k extend over all the internal coordinates.

In matrix notation 6.22 becomes 

2V = R"̂ FR 6.23
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where F is a square matrix whose elements are the force constants 

^ik* superscript t stands for the transpose of the matrix.
Again in terms of the internal coordinates, the purely kinetic 

energy can he simply expressed hy use of the matrix, G.
G is defined hy

G = 6.24

Here B is the matrix which generates the 3H-6 internal coordinates 
from the 3H Cartesian coordinates X, in accordance with

R = BX 6.25

is the inverse diagonal matrix M representing the nuclear masses
121Thus a secular equation expressed in terms of P, G and 1̂ ,̂ 

and of the form,
If  1 ^ = 0  6.26

can he used to solve the vibrational problem. The vertical lines
indicate that the array is to be regarded as determinant. 
Premultiplying by G we have

(gP - ) E I 1. = 0  (where GG~^ = E the unit
 ̂ matrix) 6.27

where  ̂= 47^ As 6.27 is the full expression of the

vibrational problem we can have

GPl^ = ^ ^El^ 6.28
There is an equivalent expression for each X Combining all the
0j_g©nvector column matrices into one matrix L we have

GPL = l A  6.29
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where-A. is a diagonal matrix with the elements . If we

take the force constant matrix for CH^I from the literature, and 
express G in terms of 6.24, then using a method proposed hy 
Steele^ we can determine L.

formally the vibrational problem in simple internal coordinates 
is factorised by use of the symmetry coordinates 8j. The coordinate 
transformation is given in 6.20; the corresponding symmetrised 
inverse kinetic energy and force constant matrices will be denoted by 
^ and 3".

where ^ = UGU^
and = UPU"̂

6.6 The Force Constants of Methyl Iodide

We have already shown that the vibration frequencies and the 
form of the 3R-6 normal vibrations of an W atomic molecule are 
characteristic of two features of the molecular structure.

i) The atomic masses and the geometrical distribution of the 
vibrational nucleii.

ii) The force field which tends to restore the molecule to its 
internal equilibrium configuration during any distortion.

In the interpretation of absolute infra-red intensity studies 
it is important to know the mode of vibration (i.e. the form of the 
normal coordinate, associated with each vibrational frequency).
Unlike the vibrational frequencies the normal coordinate cannot be 
directly observed; in fact they can only be determined from a force 
constant calculation, since a knowledge of the normal coordinates 
implies a detailed knowledge of the force field. The force field 
of methyl iodide has been discussed by several authors, and we shall 

briefly note their results.
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118Aidons and Mills have published force constants of the 
methyl iodide which were adjusted to fit the harmonic frequencies 

(determined by Dennison’s'̂  ̂ method, after correcting the observed 
vibrational frequencies for obvious resonance effects), the Coriolis 
coupling constants of the degenerate fundamentals, and the known 
centrifugal distortion constants. They included in their analysis 
data for the fully deuterated molecules in addition to those for the 
normal ones. We had originally intended to use these force constants 
to determine the L matrix. However the force constants have been

,2 3revised by Russell et al , and more recently by Duncan, Allan
124and McKean •

Russell et al found that there was sufficient data to fix
unajnbiguously a single family of symmetry force constants for CH^I.
Unfortunately they found that even with such a large number of
observables, the force constants were not satisfyingly well
determined. In particular for each of the methyl halides they found

that ?-|2» ̂ 13 ^  had high dispersions using the General
Harmonic Force Field. These are just the force constants constrained
in the hybrid orbital force field (HOFF)'̂  ̂ . Using the HOFF all the
authors mentioned above found that the dispersions of the force

constants turn out to be much lower.
A major computational difference between the investigations of

Aldous and Mills, and Russell et al lies in the uncertainties
associated with the harmonic frequency data and hence in their

118weighting factors. Aldous and Mills assumed a 1 per cent uncertainty 

throughout, whereas Russell et al adopted a constaint uncertainty of 
20 cm"^ on all frequencies. Duncan et al?̂  ̂ made use of 

frequency data in order to increase the precision with which the
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parameters of the HOFF could he obtained. They also used improved

frequency and Coriolis coupling data. We shall use the force
126constants calculated by Duncan et al. More recently Mallinson 

has studied the Microwave spectrum of CH^DI, and has redetermined 
the GHPF of CH^I; however he did not consider the HOFF, which 
remains the best force field to use in this case.

In Table 13a we show the F matrix, and in 13b we give the
relations between the symmetry fo rce constants j  .̂nd the internal
coordinate force constants. Values for?. . are given in Table 14.
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Table 13a The force constant matrix in terms of internal coordinates 

The F matrix

ra, rar aCl

Rr rararr rr

Rrrr ra ra ra

Rr ra ra ra

RaCl Ra Ra

aaaa

ra aa

ra
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Table 13b The relations between the symmetry force constants 

and the internal force constants F

22

+(p^ - Q̂ ) (<p + 2f„p)

r 33 " ^13 ■ 3fRr

?12 = ̂  (<a + J  - iEzÉ. (ffp + 2p;p)

r
(p-o') f (P-Q) f

L /2  ^

= f -  f̂ = f ‘ f44 r rr 45 ra ra

^55 = ^a - ^aa ?46 ■ ^rP

^66 =
f/

- ^PP ^56 = .̂ ap ■ ^ap

P and Q are defined in Table 12.
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Table 14 A comparison of the converged results of the Hybrid Orbital 
Force Field for methyl iodide, from references 118,123,124.

The force constants are all in mdyn/2 and are for our 
scaled symmetry valence coordinates (see Table 12).

Aldous11
and Mills 
8

Russell, Reedham'^3 
and Overend 123

( clDuncan, Allan ' ' 
and McKean 124

7 O' (7) 7 o-(7) 7 cr (7)

^11 5.48 .05 5.482 .024 5.532 .031

^12 0 0 0 0 .092 .002

^22 .48 .004 .48 .008 .485 .002

?13 0 0 0 0 .026 .017

^23 -.351 .012 -.351 .05 - —«38 .004

^33 2.337 .02 2.338 .052 2.39 .010

^44 5.61 .06 5.642 .019 5.453 .027

^ 5 -.157 .014 —. 16 .011 -.131 .003

3̂ 46 .157 .014 .16 .011 .131 .003

^55 .472 .004 .47 .003 .448 .002

—.026 .009 —*016 ■ .008 —.011 .002

^66 .48 .004 .48 .006 .474 .002

(a) geometry: r^ = 1.095Î Rqj = 2.139%

(b) y  ̂ 2 ^  ̂13 “ ^'^46 " ^45 geometry; r^ = 1.085% = 2.133%

(c) y ^ 2̂  = “ ^45 = y 4 6 geometry: r^ = 1.085% R^^ = 2.133%

The internal force constants are calculated from the symmetry force 
constants by direct substitution into the equations in Table 13b.
The constraints used were f^^ = f^^ = f^^ = f^^ =0.
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Chapter 7 BAKD COMOUR AMLTSIS OF THE METHYL IODIDE FlMDAjVEM'ALS

7*1 Symmetric Top Theory
In order to obtain the calculated infra-red spectrum of methyl 

iodide, we used the theory for symmetric top molecules. This has been
127considered in detail by Herzberg . We shall note the equations used. 

Values for the rotational constants, coriolis coupling constants and 
frequencies were obtained from the literature and are listed in 
Table 15. The computer programs based on this theory were written by 
D. Steele and I.R. Hill. The programs are called ASPEC for parallel
bands and ESPEC for perpeWKular bands ; and the details of the

'
programs are given in reference 8.

7.1.1 Rotational Constants and Geometry
Symmetric top molecules have equal moments of inertia about 

two of the three axes of rotation. The third axis is the main axis 
of rotation and is called the z axis; the other two axes are the x and 
y axes. The symmetric top molecules fall into two categories.

a) The prolate symmetric top in which the moment of inertia 
about the z axis, I^, is less than the moment of inertia about the x and 
y axes. Methyl iodide is such a molecule (see figure 34)*

b) The oblate symmetric top in which (e.g.
benzene).

The rotational constant about the axis i, B^, is defined by 

- h/8K* I.Ô (om 'b 7.1

It is usual to label the rotational constant for the z axis of a 
prolate symmetric top, A and the rotational constant for the x and y 
axes B. It is quite straightforward to calculate the moment of
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inertia and thus the rotational constants from molecular geometry.
2Using = mjr^j where m is the mass of atom j, and r is its

distance from the axis i, passing through the centre of gravity. Then
for = 5.3285 X 10'^^Kg m^ and = 108.09 x lO'̂ ^̂ Kg m^.

In a first approximation and are the average values of
the rotational constants during a vibration which differ in general from
the equilibrium values B and A • Wheree e

- ^ “i

(̂ir) =-̂e "^“i 7-2̂
B Aand are vibration-rotation interaction constants. d^ is the 
degree of degeneracy of the vibration

Values of the rotation-vibration interaction constants, ground 
state constants and coriolis constants for the methyl iodide 
fundamentals have been discussed by a number of authors'^® . The 
values which have been used for computing the ♦calculated* A.j and E 
fundamental bands are listed in Table 15»

7.1.2 Vibration-Rotation Energy and Selection Rules

The total energy of vibration and rotation T, of a 

symmetric top molecule in a particular degenerate or non-degenerate 
vibrational state is given by

T = + Py,(j,K)

where is the vibration term value, given to a first approximation

GAjN =  ̂ cm  ̂ 7.3
2fCc
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Table 15 Rotation-vibration interaction constants, ground state 
constants, coriolis constants and frequencies used for 
calculating the CH^I fundamentals. The figures in
brackets are the references from which the constants are 
taken.

15A Rotation vibration interaction constants

4 40.0514 cm"^ (138

4 -0.0222 ( 143

4 -0.0038 ( 148

4 +0.0311 ( 136

4 +0.046 (l48

4 -0.0347 (l43

4 +0.00017 (l38
Btt2 +0.000849 ( 1 3 5 (148) *

4 +0.001816 ( 1 4 7

4 -0.000127 ( 1 4 5

4 +0.000058 ( 148

4 +0.000787 ( 143 ( 1 3 5 )

* Rot affected by interaction between V ̂  and V

15B Ground state rotational constants (in cm
A ^  5 . 2 2 8  -  0.001  ( 1 4 4 )G .
B ^  0 . 2 5 2 3 5  -  0 . 0 0 0 0 5  ( 1 4 4 )

A^ 5.1745 - .0006 (i5o)
B ^  0 . 2 5 0 1 5 6  -  . 0 0 0 0 0 0 2  ( 1 4 2 )  ( 1 4 5 )

1.23  - .22 X  1 0 “ ^  ( i 5 o )
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Table 15 (continued)

15c Coriolis constants
^ 4 4 = 0.0590 ('32)

5 55 = -0.2444 (uff)
%  =  0.210  ( 1 4 3 )

I5D Frequencies (in cm” )̂

^  ' ' j  \  ' ' s

2971.29 1250.75 533.21 3060.27 1435.1 882.6

Reference ( i s s )  % i43 ) ( i 4 s )  (145 ) ( i 4 8 )  ( 1 4 3 )
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where IT'is the vibrational quantum number (ir = 0,1,2....), ^ is the 

effective force constant, andy^ the effective mass, for the vibration.
P(//(J,K) is the rotational term which has two forms depending on 

whether the vibration is degenerate or non-degenerate. For 
symmetric top molecules a non-degenerate vibration (an A mode 
vibration) has a transition dipole directed along the z axis, and the 
resulting band is called a parallel band. Whereas a doubly 
degenerate vibration (E mode vibration) has a transition dipole 
directed along the x or y axes, and the resultant band is called a 
perpendicular band. J is the total angular momentum quantum number, 
and K is the quantum number determining the component of the angular 
momentum about the unique axis of the molecule. J takes integer 
values 0,1,2...; and K takes integer values of 0,^1,-2...if.

The selection rules for infra-red spectra are as follows.
For a parallel band

Ak = 0 AJ = 0,il if K f  0 7.4
AK = 0 AJ = -1 if K = 0

And if the transition moment is perpendicular to the top axis
AK = —1 AJ = 0,-1 7»5

7.1.3 Transitional Ron-degenerate vibrational levels 
( I I bands)

The energy levels of the non-rigid symmetric top 

for a non-degenerate vibrational state are given by
F^(J,K) = B^^J(J+1) + (A(^-B(^)K^ - DjJ^(J+l)‘

-Djj^(J+1)K^ - + higher order terms
7.6
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The D terms are due to centrifugal distortion, and are generally 
exceedingly small compared with the ground state rotational constants 
A and B. Rormally the higher order terms and the centrifugal terms 
are neglected.

From selection rule 7«4» for a particular value of K we obtain 
a sub-band with 3 simple branches P, Q and R. The complete parallel 
band is a superposition of a number of these sub-bands (the Z = 0 
sub-band has no Q branch) . Due to the interaction between vibration 
and rotation there is a slight difference between B* and B**, and 

between A* and A**, (where these are the values of B^^ and A ^  in 
the upper and lower states) .

From equation 7.6 and neglecting the D terms the formulae for 
the two branches R and P (of each sub-band) corresponding to 
AJ - +1 and -1 respectively are

i ̂  = R(J) = V^sub ̂  + (3B'-B**)J + (B* - B**)j^ 7.7

= P(J) = -(B* + B'')J + (B» - B*')j2 7.8

and for AJ = 0

s q (j) + (B* - B»*)J + (B* - B'')j2 7.9

where for the sub^band origins (j = O) we have

ÿ^BuTo ^ ^  [ ( A '  _  - B")]K^ 7.10

Each band consists of a number of components J + 1 in the R branch 
and J in the P branch. However because of the restriction J ^ K  more 
and more lines will be missing from the beginning of the sub-band 
branches•



186

7.1.4 Degenerate vibrational levels ( -L “bands)
For a degenerate vibrational state the influence of the 

Coriolis force ' is in general much larger than it is for the non

degenerate states. Since rotation about the top axis may occur, the 
Coriolis force can produce an interaction between the two components 
of a degenerate pair of vibrations.

The V g vibration of methyl iodide (which is the in plane 
bending and rocking mode) is shown below.

(a)

It is known that when species (a) is coupled to species (b) and is 
rotating about the z axis, the Coriolis force produces a splitting 
of the degenerate vibrational levels into two levels. The 
separation increases with increasing rotation (k) about the z axis, 

although the splitting is zero for K = 0.
Thus the formula for the rotational energy levels of a degenerate 

vibrational state is given by '

(J,K) - % K 7.11
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Higher order coupling terms and centrifugal distortion terms are 
neglected. The negative sign preceding the third term on the right 
hand side of 7.11 applies if the vibrational angular momentum has 
the same direction as the rotational angular momentum (+t state), 
and the positive sign applies in the opposite case. For transitions 
between a lower non-degenerate state and an excited doubly degenerate 
state, the selection rules are given in equation 7.5*

The expression for the Q branch frequencies when a degenerate 

upper state is present, is:

V ® = Vg + [a'(1-2Ç)-b'] - 2 [a’ (1 -S)-b']K

+[(a ’ - b ')-(a " - b ")]K^ + (b '-b ")J(J+1) 7.12

where the frequencies of the sub-band centres corresponding to the 
case when J =0, are obviously given by

y = Vq + (a'(i-2|)-b'] i 2[a’ (1 -|)-b']k

+[(a' - b') - (a " - b ")]k  ̂ 7.13

The upper sign applies to AK = +1 and the lower sign AK =-1.
The P and R branch transitions of the sub-bands of a perpendicular 

band are given by a formula very similar to that for parallel type 

bands
yP»R  ̂ + (B* + B” )m + (b* - B'*)m^ 7.14

where m * J + 1 for the R branch 
and m = -J for the P branch.
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7.1.5 Line intensities

The rigorous formulae for the line intensities in the 
hands of symmetric top molecules were first given on the basis of the

151quantum theory by Honl and London , and were later derived on the 
basis of wave mechanics by Dennison"^ , Reiche and Rademaker’*̂  .

The absorption coefficient a(V) at a frequency V , arising from 
a given rovibrational transition of energy hV is given by^^

a(y) = ^ J,K % , K  P j ^

7.15

Where g^g and are the statistical weight and the rotational term 
value for the lower state; <  >  is the transition integral
for the vibration. C is a normalization constant independent of K 
and J, but depending on the vibrational transition. The S(y , P jg) 
is a line shape function satisfying the normalization condition

Is(V , V = 1
Ajg is a term whose value depends on the rotational quantum numbers 
J and K and also on the selection rules for the transition, and takes 
the values below for the indicated transitions.

parallel transitions

J,|k| — ► J + 1,|k| (2-)^. n)(J + K + 1) (J - K - 1) 7.l6a
(J + 1)

J,|K| J,/k | (2-)p_J(2J + 1)K^ 7.16b
J(J + 1)

j , / k | J - 1 , | k 1  (2-b y q) (j + -K) 7.16c
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perpendicular transitions

J,|k | — ► j + 1,1k | - 1 (j-K+1) (J-K + 2)
(J + 1)

7.17a

J,|k | -^J,|K|il (2J+1) (J+k)(J-K+1) 7.17b
J(J+1)

j ,)k |— ^ j -i,)k 1-i (J+K)(J+K-1) 7.17c
J

J and K refer to the lower state; and is the Kronecker delta.

7.1.6 Spin weighting gj ^

For the CH^I molecule which has a 3-fold axis (point 
group , in the ground state the levels with K = 0,3,6.... have a 
larger weight factor due to spin than those with K=1,2,4,5«»« •
Thus we observe an alternation of the type strong,weak,weak,strong.....

For the general case in which the spin of the three identical 
nuclei is I, Dennison'^^ has shown that the weight factors due to spin 
in a molecule are

for K divisible by 3 (including zero)

1/3(21+0(41^ + 41 + 3) 7.18a

for K not divisible by 3

1/3(21+0(41^ + 41) 7.18b

The population of the various levels in thermal equilibrium 
is given by

Ujg 3i gjjj eip[-(A-B)K^(hc/fcT)] 7.19
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7.2 Experimental Procedure
Methyl iodide (Koch Light) was fractionally distilled at 

atmospheric pressure, and then thoroughly dried by standing for 
several hours over phosphorus pentoxide (PgO^). The methyl iodide 
was stored over copper in a sealed flask, in the dark.

The spectrometer used was the same P.E. 325 used for our 
molecular motion studies. Although the optical path of the 
spectrometer is automatically flushed with dry COg-free air, we found 
it necessary to keep dishes of PgO^ in the enclosed sample chamber to 
remove extraneous water vapour.

A small amount of methyl iodide sample was introduced into a 
previously dried vacuum line. The sample was degassed several times, 
and then stored in a reservoir until required. For each spectrum 
the sample was transferred to an evacuated 1.0 dm gas cell. The 

cell was contained in a brass holder; KBr windows were used for all 
measurements. Care was taken to place the cell in precisely the same 
position for each spectrum. The cell was thoroughly checked for 
leakage. Tests were made to detect concentration errors caused by 
adsorption of the sample on the cell walls; the results were 
negative.

For each band at least six different pressures of CH^I vapour 
were used, ranging from 6.4 x lO^Pa to 38.2 x 10^ Pa. The pressures 
were measured on a mercury manometer. In order to determine the 
molar concentration we also required to know the initial temperature 
of the cell. The band was found to be rather weak so rather 
than using the 1.0 dm cell we used a multiple reflection cell of 

path length 37*5 dm.
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In the field, of g a s intensities, errors can sometimes he 
reduced hy broadening the individual rotation-vibration absorption 
lines. If a band shows a strong Q branch arising from vibrational 
transitions with no change of quantum number the sides of the Q 
branch will be very steep, and it may be necessary to use large 
pressures to broaden the band contour sufficiently to eliminate any 
appreciable error. Therefore, in this study, the spectra of V^, 

and V g  bands were also run at atmospheric pressure. Air was
gradually bled into the cell until atmospheric pressure was reached.
Ho difference in the spectra at the low pressures or atmospheric 

pressure, was observed. Looking at Table 16 we see that our values 

for the integrated intensities are very much the same as Dickson et als, 

despite the fact that we used no pressure broadening and Dickson used 

a broadening pressure of 8.27 x 10^ Pa.

Penner and Weber suggested a relatively simple and important 
test to ensure that adequate pressures were used, namely that the 
Beer's Law plot must be a straight line through the origin with the 
experimental points randomly scattered. On plotting In(l^/l)against 
concentration we did indeed obtain relatively good straight lines for 
all the bands. This check was carried out on the Q branches of the 
bands.

For our study we used resolutions of between .24 and .77 cm \  

Resolutions of this order produce errors in studies of the gas phase, 

and methods have been described by which the errors can be minimised 
1 5 7 -1 5 8   ̂ most accurate method to have used, would have been the

curve of growth method”  ̂ . However our spectr^resolution was not 

good enough to obtain the completely resolved rotation-vibration 

lines required for this method to be applied.
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I
The technique used in this study, was one in which the integrated 

intensity is graphed against concentration, and the plot extrapolated 
to zero concentration. This leads to the true integrated intensity 
if (l) the incident intensity does not vary over the slit width 
(this is easy to ensure provided that care is taken to remove the 
atmospheric water vapour and CO^ from the absorbing path, as we have 
done), and (2) the fluctuations in the slit corrected (see section 
2.1) transmitted intensity I are not large over the frequency range

1

transmitted by the slit. The second condition is not possible to 
fulfil as there will always be rapid fluctuations in I even though 
the individual lines are not properly resolved. However, we 
approximate that the true integrated intensity is that at zero 
concentration.

Using the theory of section 7.1 and the data of Table 15 it was 
possible to obtain calculated A and E band spectra. The problem of 
band separation, and the determination of values for the observed 
band areas of the fundamentals will be discussed in section 7.3.2.

7.3 Band Contour Analysis
7.3.1 X-Y Coriolis Interactions

As already explained Coriolis interactions between 
vibrational levels not degenerate cause rather minor perturbations to 
the vibration-rotation spectra of small molecules accounted for in 
contributions to the dependence of the rotational constants on the 
vibrational energy level. They are known as second order Coriolis 

interactions, since they appear as off diagonal perturbation terms 
in the usual form of the Hamiltonian matrix. However when interacting
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levels are nearly accidentally degenerate such second order 

perturbations become more important than many first order effects; 
they produce major complications in the observed spectrum, which 
can no longer be interpreted by the usual perturbation theory 
approach.

159DiLauro and Mills considered the interactions in symmetric 
top molecules due to rotation about the X and Y axes, and applied 
their theory to A.J-E Coriolis interactions. We shall merely quote 

the equations for the Hamiltonian and the rovibrational line strengths,
Considering the matrix representing H in the vibration rotation

basis functions, denoted |u^ ̂  0^ ; J,k ^  , the important selection
rules for interaction between the first excited vibrational levels in

+(A,j species) and Qg^, Qg^ (E species) are Ak = Al^ = - 1.
For each J value the Hamiltonian factorises into a number of 

(3 X 3) blocks, each block being characterized by a particular value 
of (k - Ig). In addition to the (3x3) blocks there will be two 
(2 X 2) blocks for which (k-1^) = ^ ; and two (1 x l) blocks 
(unperturbed states) for which (k-l^) = - (j + 1) . A typical (3 x 3) 
block of the Hamiltonian has the form

I 0 , 1 + 1 .  J, k+i> | l , 0 ; J , k >  |o,rS

[V; + F'(j,k+1) +

-2A*§^(k+l)] 1
v_ +F *(J,k) -2"b X s

[Vg+F'(j,k-1) 
+2a ’§ ^  (k-1)]

Hermitian
where P* (j,k) = B*j(j+l) + (A'-B')k^
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and (J,k)^ = +[j(j+l) - k(k+l)]^

The rovibrational line strength of a transition is given by

8(Y ' = 3g Z.

where '4'* = a'4'* + b S ^ * + C'f*
+ o —

Ml are the Honl-London factors and M and M are the vibrational Jc r 8
transition moments of the A.| and E states. The rovibrational line
strengths will show interference effects which will enhance or deplete
the intensities of particular lines depending on whether the cross
terms in the expansion of the square appear with a positive or negative
sign, and thus will depend on the relative signs of M^ and M^, and on
the relative signs of the elements of the eigenvector (u,b,c). The
relative signs of (a,b,c) depend on the sign § Jg •

It \is well known that the LT = 1 state of methyl iodide is
coupled with the 1 ̂ = 1 state through Fermi resonance'

Matsuura and Over e n d ' , using .03 cm"^ resolution found that in
addition to the Fermi resonance, there is a further perturbation due to
an X-Y type Coriolis interaction between the E states. The perturbation
is large and the mixing of the two states is considerable. However the
effect is highly localized, therefore we decided that the problem of band
fitting to the remainder of the band contour would be considerably

U8simplified if we were to ignore the effect. Matsuura and Overend 
also considered that there was an X-Y type Coriolis interaction between 
the and Vg fimdamentals. They concluded that the band centres are 
far enough apart for the interaction to be a second order effect, A 

more likely pair of fundamentals, for which there could be a first
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order X-rT Coriolis effect, are the V ^  at 3060 cm”  ̂and V^ at 
2970 cm"^. The two hands were observed to overlap considerably, 
much of the intensity of the low frequency side of the band being 
'lost* in the structure of the much more intense band. Using an 
interaction Coriolis constant (.1134) we were able to obtain the
positive and negative contours. There was a hardly noticeable 
difference between the two contours. Comparison of these calculated 
X-Y Coriolis spectra with a spectrum obtained by adding the calculated 

band to the calculated E band, showed that there was little 
difference in the methods. As the latter method (i.e. adding on A band 
to an E band) seemed the simplest to perform we used this and obtained 
satisfactory fits to the spectra. We shall discuss this last point
more fully in the following sections.

The interaction Coriolis constants for the fundamentals of CH^I 
were calculated from the theory using a program developed by D. Steele. 
Actual values for S are given in Table 17.

Table 17 Hon zero % Coriolis constants for CH^I (calculated using
the force constants and equilibrium geometry of refs. 120 and 124)

V
% a
Qga

«1 Q2 % V 06a

—. 1134 .7139 -.0545 0 .2606 —*4216

-.0393 .6372 —.0344 “•2606 0 .4920

-.7363 .0799 —#1718 .4216 -.4920 0
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7.3*2, Observed Band Areas for the Methyl iodide fundamentals
The problem of separating the intensity contributions from 

a pair of overlapping bands arises in a number of cases for the methyl 
halide molecules, particularly with the pairs of parallel and

perpendicular vibrations, characteristic of the methyl group, which
—1 —1occur at around 3000 cm and around I4OO cm • As these bands

116usually show a well defined symmetry; Dickson et al used this fact 
in applying methods of graphical separation. When only one half of a 
perpendicular band was overlapped the contour was drawn into make the 
band symmetrical about its centre, Dickson assigned an error of 20^ 
to the separation of the overlapped area, for each overlapping pair of 
bands. We used a sli^t variation of this method which will now be 

explained.
The overlap of the V ̂  and V ̂  was assumed to be very small 

(of the order of 5^ of the band) • However as we have already noted 
in section 7*3.1 the ))̂  and bands (around 3000 cm )̂ overlap 
considerably. The contour of the V ^  (e) fundamental band was 
calculated using the theory of section 7.1. The calculated band was 
fitted as best as possible to the observed,(There are many problems with 
this procedure . We shall discuss the most important of these in 
section 7«3.3). We assigned an error of 2'yfo to the separation of the 
overlapped area. The portion of the overlapped E band can therefore 
be determined. This procedure seems reasonably justified as we 
managed to obtain values for the band areas which were comparable with 
those of Dickson et al., see Table I6.

In methyl iodide there is also a resonance interaction between 
the symmetrical hydrogen stretching vibration, and the overtone 2 •  

This results in the two band centres being pushed apart, and in the
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weaker band "borrowing” intensity from the stronger. Dickson et al

showed that the quantity P, integrated over the pair of resonating 
bands, is independent of the degree of perturbation. Thus in this 
work, it was assumed that the unperturbed intensity of 2)^ could be 
neglected, so the intensity of was taken to be the total value of 
P  over the pair of bands.

7.3.3 Band fitting results for the E class fundamentals
It was found that in order to obtain the best fit to the 

observed spectra, a temperature of 70°C (343°K) had to be assumed in 
computing the theoretical band. An increase in the theoretical 
temperature leads to a redistribution of the line intensities, such 
that the intensity in the wings is increased relative to the band centre. 
The means of fitting, was to sum the intensity in each Q sub-band in 
both the experimental and theoretical spectra. The frequency interval, 
over which the summation was carried out, was obviously the same in

both cases. The observed and the theoretical spectra are then
, , . J, theoretical intensitycompared, by considering the ratio ^ erïinVnt~ int'en~3~ity ’

respect to the sub-band.

As an example of the temperature behaviour we show the 
theoretical/experimental ratios (of the Q sub-bands), at different 
temperatures, for the band, (see Table I8) . The cell temperature 
(and thus the sample temperature) was found to be 33°C (306° K). This 
was measured simply, by attaching a thermocouple to the cell plate.
We can offer no explanation of the large difference between the 
theoretical temperature and the observed temperature.



199

Table 18 The temperature behaviour of the ratio --------  ^-----------------------------  experimental intensity
for the V  g band of methyl iodide

306°% 333°K 343°K

.879 .855 .851

\ .943 .851 .852

\
1.000 1.000 1.000

\
.863 .828 .859

\ .847 .840 .883

\ .865 .896 .979

\ .831 .803 .896

\ .799 .792 .886

.812 .829 1.014

In Table 19 we give the ratios of the theoretical intensities to the 
experimental intensities of the Q sub-bands, for the three E class 
fundamentals. The most significant observation is that the 
theoretical/experimental ratios for the Q sub-bands where K = 0,3,6,9.. 
are larger than those for K = 1,2,4,5**«« We might have been able to 
explain this phenomenon if it had occurred in only one band, in terms 
of some interaction of the fundamental with another band. However, as 
there seems to be a consistent redistribution of the intensity of the 
Q branches, in each of the fundamentals, so that the K = 0,3,6... 
ratios are some 15̂  higher than those where K  = 1,2,4,5"**"; we are 
unable at the present time to provide an explanation.
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experimental intensities (at 33°C) , of the 0. sub-ba
of the E class fundamentals of CH.I.

V (t)
4

V (0) 
5

.865

' .936

% .879

% .883

% .938

% .859

.858

1.060 1.008

'’«2 .882 .897
.864 .938 .879

\ 1.098 1.036 .983
.873 .932 .851

\ .891 .909 .852
1.000 1.000 1.000

\ .845 .919 .859

\ .818 .905 .883

\ .936 1.034 .979

\ .827 .929 .896

\ .836 .902 .886

\ .945 1.009 1.014
R(a) All ratios are calculated with respect to the suh-hand.

(b) On the side of the band many of the Q branches are 
smothered by the band.

(c) For the fundamental the Pq branches are severely distorted 
by the fermi resonance and , ^  X-T Coriolis interactions with
with the y + V , therefore no sensible ratios could be obtained. 

3 4 X
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7.3.4 Band fitting for the class fundamentals
The means of hand fitting was relative simple.

Initially the centre of the Q branch of the theoretical spectrum was 
positioned at the same point as the Q branch in the experimental spectrum. 
Due to the resolution used in this experiment we could not necessarily 
identify the particular J multiplets of the P and R branches.
Therefore the intensity of the Q branch (for both the experimental and 
theoretical spectra) was summed over an arbitrary frequency interval.
The rest of the band was sectioned into the same frequency interval, 
and the intensity of each section determined. Values of the ratio 
theoretical intensity/experimental intensity, are given for the A^ 
bands of CH^I, in Table 20. The temperature used for calculating the 
theoretical spectrum was 306°K, in each case. All ratios are quoted 
with respect to the Q branch.

There are obviously some unusual aspects to the results shown in 
Table 20. For instance, the ratio of theoretical intensity to 
experimental intensity of the Q branch in the band is large compared 
with the Ratios* for the rest of the band. This suggests that the 
experimental intensity in the Q branch is smaller than we would have 
expected from the theory. The intensity would seem to have dispersed 
itself evenly between the P and R branches. We can only suggest that 
on the low frequency side of the band the resonance interaction of 
with 2 V^, causes intensity from the band Q branch to be borrowed 
by the weaker band. Presumably, then, on the high frequency side of 
the fundamental there is an interaction of similar magnitude.
This interaction would be between the and
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Table 20 Ratios of theoretical intensities to experimental
intensities, over arbitrary frequency intervals for the
A. class fundamentals of CH.I.4 ----------------------  3—

cm-1V ̂ Frequency interval 5
R branch Q branch

.720 .760 .760 .761 .659 1.000
P branch

.792 .761 .740 .753 .740

V  2 Frequency interval 2.5 cm  ̂
R branch

1.074 1.034 1.004 .966 .941 .888
Q branch P branch
1.000 .803 1.038 1.172 1.120

1.077 1.042

Frequency interval 4.O cm ^

R branch Q branch

1.196 1.247 1.258 1.183 1.054 1.000

P branch

•953 1.032 1.043 .981 
.992
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For the fundamental the ’ratios’ become larger as we move 
away from the band centre. This suggests that in the experimental ’
spectrum the intensity is shifted nearer to the band centre than in 
the theoretical spectrum, and therefore the experimental Q branch 
is stronger than expected. Any X-Y Coriolis interaction with the 

fundamental was not considered to be responsible, as the band 
centres are some 200 cm  ̂apart, and we calculate (see section 7.3*1) 
that the effect is small.

The V ̂ band was somewhat more unusual, in that there is a 
visible hot band in the experimental band envelope. However, 
despite the fact that, our theoretical spectrum contaiiWthe hot band 
in its correct position, we were unable to obtain a good fit between 
the theoretical and experimental spectra.

At the present time we can offer no explanations for these
differences between the theoretical and experimental intensity
distributions in the A^ fundamentals of methyl iodide. However, we

160are not alone in observing this phenomenon. Sarangi and Varanasi 
reported the ratios of theoretical to experimental intensities of the 
J multiplets in the CH^D vibration rotation band at 2200 cm \  relative 
to the measured intensity of the doublet P(2) . They listed the 
observed ’ratios’ at various temperatures. At all temperatures they 
noted that the theoretical Q branch, was larger than the experimental 
Q branch by a factor of two (see Table 21) . They suggested that the 
significant "borrowing of intensity" from the Q branch by the R branch 
(in the experimental band) could be due to a mixing of the wave 
functions between the 2 and bands due to fermi resonance.
However they considered that this would not completely explain the 
observed phenomenon.
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Table 21 Ratio of the theoretical to experimental intensity of J 
multiplets in the 2200 cm"^ fundamental of CH^D at 
298°K, from reference i6o ,

R(4) R(3) R(2) R ( i ) R(o) Q p ( i ) P(2) p (3) P(4) P(S) P(6) P(T)

.806 . 047 .870 . 855 1.024 2208 -  1.00 .909 .907 .946 .945 .956
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Chapter 8 THREE METHODS FOR OBTAINTHG BOND PARAMETER IHFORMATIOH
FROM THE IHFRA-RED GAS PHASE IHTEHSITY BATA OF METHYL
IODIDE

8.1 Introduction
As seen from section 6.2 the fundamental vibrational intensities

I () p  Iof polyatomic molecules lead to values of | | . The values
of I for methyl iodide are given in Table 22. To
proceed further it is necessary to determine the derivative of the 
dipole moment with respect to a defined molecular coordinate, which 
is usually taken as the symmetry coordinate S (see Table 12) . The 
transformation relating normal coordinates to symmetry coordinates is

«i

where ^  is the symmetrised L matrix (see section 6.5) . The elements 

of iL- for methyl iodide are given in Table 23. From equations 8.1 
and 6.20 it follows that

and similarly = %  (/̂ ) j 8.2b

The calculation of any particular requires a knowledge
of all values for the particular symmetry species. The
(^C~^) j matrix coefficients are calculated by inversion of the 
matrix. The elements of the ̂  matrix are given by

The derivatives of the dipole moment with respect to defined 
coordinates depends(in the ^Born-Oppenheimer approximation) on the 
charge distributions, but not on the nuclear masses. Therefore the



Table 22 Harmonie vibration frequencies , and dipole moment 
derivatives I for the normal vibrations of

methyl iodide, U) is in cm \  I ^ F /() Q I in D/2.

206

116Dickson, Mills and Crawford This work^

CD,I CH^I CH3I

CÛ CO CO

«1 2210.0 .4.25 - .010 3060.0 .555 - .030 3O89.3 .554 - .038

«2 975.0 .578 i .024 1288.3 .709 - .017 1296.2 .738 - .024

501.7 .153 - .003 533.1 .214 - .002 538.2 .218 ± .009

«4 2400.0 .092 -  .005 3229.2 .164 - .005 3201.3 .159 - .008

% 1082.6 .216 t  .027 1504.4 .362 - .005 1460.7 .354 - .016

«6 675.8 .197 - .010 905.8 .329 - .005 896.6 .327 - .006

Using our experimental band areas and force constant data from 
reference 1 2 4 .
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Table 23 Elements of the matrix for methyl iodide.* Units
are amu

A Species
CH3I

E Species
1.0074 .0126 -.0044 S4ab +1-0505 +.0362 -.0321
-.1077 1.3782 -.1295 S5ab +-0976 +1.5299 +.1492

"3 -.0457 .0954 -.2829 Seat -1220 +.2734 -.9087

•
CD,I

A Species E Species

.7203 .0204 —.0069 S4at +-7805 +.OO89 — .0304

^2 -.1560 1.0573 -.0433 ■ Sgat +.1859 +1.1188 +.0629

®3 -.0671 .1432 -.2573 Seat-1419 +.1292 -.6763

calculated using data from reference i24.
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values of op/3 S . are the same for isotopically substituted.J
molecules, if the symmetry coordinate S. is defined in the same way.J
The normal coordinates and the vibrational frequencies, do however, 
depend on the atomic masses, and in general ^P/<9q  ̂will change 
under isotopic substitution.

The fact that the sign of each is indeterminate, as
is the sign of each component of means that equation 8.2
does not lead to a unique value of Ifjl » but in general gives
2^^ 1) different solutions, where n is the number of normal
vibrations in the particular symmetry species. For methyl iodide 
the isotopic intensity data were available from reference ii6, and 
thus a second set of values of |Pj| may be obtained. The
correct solution must necessarily have the same values for 
corresponding fj’s calculated from both isotopic molecules. In 
this way a unique set of pj*® can be determined. However, it should
be noted that a unique set of pj’s cannot always be chosen, as the
calculated values from the different isotopes do not agree exactly, 
being subject to uncertainties in the experimental intensities, the 
harmonic approximation, and the normal coordinates. There is, of
course, no necessity for the relative signs of to be the
same for isotopic molecules.

Having obtained what is hoped are meaningful dipole moment 
derivatives in terms of a set of symmetry coordinates the next stage 
is to reduce the results to a set of bond parameters. Dickson,
Mills and Crawford (see the next section (8.2)) used the bond*moment 

hypothesis which requires
i) That stretching a bond by dr produces .a change of dipole moment 

along the bond of ( 4^/ ̂ r) dr.
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ii) The deformation of a bond through an angle d^ produces a 
dipole change /^d^ perpendicular to the bond and in the plane of 
movement, ^  is the bond dipole.

iii) Changes in the bond do not result in changes in other bonds 
except when this is geometrically necessary.
Relaxing these constraints vÆiile continuing to require a bond 
parameter formulation results in the introduction of terms of the 
type j Rj. The number of such terms will usually far exceed
the number of observables. For this reason formulations have been 
developed by Gribov (see section 8.3), and Crawford, Barrow and 
McKean (see section 8.4)» which are chemically reasonable and which 
constrain the parameterisation to a level intermediate between the 
bond moment hypothesis and the general formulation.

The principle object of the work detailed in this chapter, 

is to compare the three methods of determining bond parameters stated 
above. It is not the object of this study to compare trends in the 
parameters for the methyl halides, as this has been done by a number 
of authors 163̂ 116

8.2 The Method of Dickson, Mills and Crawford^
8.2.1 Values of Pj for the class vibrations

The values of j ^ f / w e r e  determined from the band 
areas for each normal coordinate using equation 6.I8; they have 
already been listed in Table 22. The dependence of the dipole 
moment on a set of symmetry coordinates was then determined using 
equation 8.2. The elements of the jCmatrix are given in Table 23, 
using the symmetry coordinates of Aldous and Mills'^® . It is
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particularly important to observe the signs defined for the various

symmetry coordinates, since these affect the signs of the p^
vectors discussed later. We have written the dipole moment
vectors p^, etc., to be positive when the positive charge is
displaced in the positive x direction. In the case of methyl
iodide Pj and (^p/c>Q^) are always parallel vectors for a given
symmetry species, so equation 8.2 reduces to a simple algebraic
equation that may readily be solved to give values of p.; howeverJ
the unknown relative signs of terms leave the usual
choice of alternative sets of Pj values. These are distinguished
by the notation (++-) etc., indicating the relative signs taken for
(<^p/<^Q^) in the successive terms of equation 8.2b.

Several authors have discussed the estimation of statistical
errors in the dipole moment derivatives^^^*^^^. We shall not

discuss this point further, other than to say that account is
generally taken of contributions from random errors in the experimental
intensity data, the intramolecular force constants, the molecular
geometry and the harmonic frequencies. The first two contributions

123are of similar importance, and the latter two are negligible .
The errors listed in Table 22 are those of Dickson et al^^^ and they 
are intended to represent the limits within which the true band areas 
almost certainly lie. They were derived in the following way.
For CH^I the error listed in Table 22 corresponds to the largest of 
the following three quantities, (a) 2^ of the band area, (b) twice 
the standard error of Table 16, and (c) the separation error of Table 16, 
where this is dominant. For the CD^I molecule a similar procedure 
was followed, except that condition (a) was raised to 5^ of the band area, 
in order to cover errors resulting from impurity in the deuterated samples
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For the three A-| species of CH^I, and CD^I, values for all 
possible sign combination are given in Table 24*

liable 24 Values of p^ for the A. class of n
CH^I p; P2

z
^3

+++ .5675 .6033 -1.0557
.5328 -.6125 1.0428

++- .6279 .4927 .5355
+-f .4724 -.5019 -.5485

CD3I
+4+ .6598 .6312 —.7184

.5135 -.6501 .6902

44— .7370 .4652 .4968

4-4 .4363 —.4840 -.5250

Mean, (4— 4) .4543 -.4929 -.5367

As we stated in section 8.1, for a given symmetry coordinate, p^ 
should be the same for different isotopic molecules. Using this as 
a basis for choosing between the alternative sign combinations, it is 
seen that the (h— k) sets of ( 8̂ ) give the best agreement in

this case.

8.2.2 The E class vibrations
The E class vibrations contain two infra-red active 

molecular rotations, and because of this it is not possible to make 
a direct comparison of Pj values between the isotopic molecules.
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In order to conserve the overall angular momentum of the molecule 
during a symmetry distortion Sj, some compensating rotation of the 
molecule is required. The compensating rotation accompanying a 
vibration occurs with the same frequency as the vibration and 
contributes intensity to the vibrational spectrum. This contribution 
must be subtracted from the value of Pj, determined by equation 8.2b, 
before this quantity may be treated as an intramolecular parameter; 
that is to say, before Pj’s from two isotopic molecules may be 
compared. Crawford has given a method of calculating this
rotational correction, which is somewhat awkward to follow. Van

165Straten and Smit have since developed and described this method in 
a clearer form. Despite being straightforward, the method produces 
some rather complicated calculations. Before proceeding further we 

shall describe Van Straten and Smit’s method, and its application to 
methyl iodide.

8.2.2 (i) Van Straten and Smit’s formulation for the Rotational
Corrections
In this formulation the dipole moment derivatives 

obtained from equation 8.2a will be denoted by (<^p/c)s)^, where 
subscript A refers to the molecule being considered. The theoretical 
quantity needed will be denoted by ( c5 9 / <^S)^, where R stands for the 
reference molecule. The determination of the rotational corrections 
are only made possible if a reference molecule is defined vdiich 
possesses rotation free internal coordinates. The only rotation free 
molecule known in the literature is a molecule in which isotopes of 
zero mass are introduced for atoms which are not situated on the
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molecular symmetry axis. Thus for CH^I and CD^I, the reference 
molecule assumes that H and D are of zero mass. In this case the 
C-I bond will maintain a fixed direction during vibration, and there 
is no compensating rotational motion. How we have that

(Jp/<Js)jj = 8.3a

or (Pjj) = iv )̂ - 8.3b

where,obviously, is the rotational correction. The column vector

V _ can be evaluated with the help of two additional coordinate sets:AK

X ; the vector of the 3H cartesian coordinates

: the external coordinates (six translations and rotations).

The transformation matrices betweenÇ, R, S and X are summarised as 
follows:

R = BX B = <) R/J X A = (a X/J) R)

S = UBX UB = c^S/c9x A = ( ̂ X/<) S) 8.4

C  = P X P = X a = (^ X/c^e )

(superscript t means ’transpose* of the matrix).

The properties of these transformation matrices for a given isotope are

Ba = 0 PA = 0 BA =
t -1 8.5Pa = E^ a = pM AB + ap = E^^

Crawford'*^ derived a relation between the A matrices of two 
different isotopes. For the A matrix of the reference molecule this 

relation reads

“e r̂^a
(the subscripts have the meanings given above) •
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From equation 8.6 we can deduce that 

.t / \ „ / \ „.tUA^ (àf / a X) = UA^ X) - UA^ Pg 0^ ( d f / è  X) 8.7

This is equivalent to equation 8,3• So the rotational corrections
can he written as

^AE = { <  4 ) { 4 8.8

Since the translational motions do not change p, we may rewrite the

second part of VAR , giving

â X

0
0

•

(pj)k

0

-

- (p:)k
8.9

where p denotes the x component of the permanent dipole moment o
and i, j and k are the Cartesian unit direction vectors^weighted hy

_i
(moment of inertia) For the reference molecule, there is only a
non zero component of the permanent moment along the main axis of 
symmetry^(the z axis).

The A. matrix is defined as A

A A A 8.10

8.2.2 (ii) Calculation of the Rotational Contribution V■AR
for Methyl Iodide for Mtt = 0
We shall now consider the calculation of in

t tdetail. The initial procedure is to calculate UA, FromA  A
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equations 8.8 and 8.10 we can rearrange the matrices to obtain

,t „t r “ 1  n t 8.11

where is the symmetrised G matrix. The (S?) terms are the
vectors of Meister and Cleveland see section 6.4* The J K

matrix for methyl iodide, with = 0 reduces to the form:

Translations t Rotations r

tx ry rzrx

Tj -’S V V  °

Z3 M^/M* -M5Y5/ I /

where the subscript numbers refer to the atoms as numbered in
figure 35 . M is the mass of a particular atom, is the square 
root of the total atomic mass, and I is the moment of inertia.
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For the reference molecule the moment of inertia about the z axis 
is zero thus all elements have been put as zero. As all 
translational elements will eventually be multiplied by zero (see 
equation 8.9)1 we shall simplify the matrix formulation by ignoring 
the column. Therefore can be expressed as

rotations r
ê rx (Try C  rz

*1,2,3
^1,2,3 0

^1,2,3

*4 0 ' - V Y 0

^4 -, 0 . 0

"4 - V Y . 0

*5 0 0

^5 - V " x * 0 0

^5 - V v -X5/ I / 0

In the reference molecule it is assumed that the only non zero component 
of the dipole moment is along the z axis (see equation 8.9), therefore
all X and y coordinates go to zero.

In section 7.1*1 we stated that for a prolate symmetric 
top I = I . Thus î  we know the centre of mass of the referencey ^
molecule we can determine I^ (=1^). As Mg = 0, then the centre of
mass lies along the C-I bond, at a point X.



217

The distance C — X = - R^j
. ^

= -1.9313X = Z,5

I-X = .201t£ =

As I = Mr^ then

I = 12 X (-1.9313) + 126.9 X (.2017)7
= 49-92 a.m.u. (2)^

The coefficients of thefejmatrix for the C and I atoms, in the
A

E species were calculated as:

& ^4 Z4 ^ ^5 S

®4a 0 0 0 1.141 0 0

^5a .625 0 0 1.586 0 0

"6a 0 0 0 .985 0 0

Hence the matrix

erX

^Pq is of the form R

^4a 0 Zg 1.14l/ly^ 0

^5a 0 Z5 1-586/y 0

^6 0 (z^ 0.625 - .985 Zg) 0

The ^ and ^ matrices are given in Table 25 for CH^I and

Thus (S^)^ pg gives the following elements in the

column; the other elements being zeros.
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V  -'-«23/1/

Sga -1-2405/1/

+2.1028/1^* :

As already shown in equation 8.9 ^ p/(3 x) is expressed in
terms of dipole moment contributions along the x, y and z axes.
For the reference molecule the only non zero component is that along
the z axis, p^. Thus (p^ )i = (p^)/l^^ (see equation 8.9).

o o
If we adopt Whiffen’s definition of dipole m o m e n t , then for

methyl iodide the permanent dipole moment is directed from the halogen
atom (negative) to the methyl group (positive),this corresponds to
assuming p^ to be negative. If this assumption is made about the 

o
direction of the permanent dipole moment, then the sign of is

z  ̂ U6determined unambiguously. Thus we shall quote p as -1.62
o

The values of the rotational corrections for methyl iodide, 

using the symmetry coordinates of Table 12, and with a reference 
molecule in which Mg = 0, are therefore given by:

_ -1.623 X (-1.62) _ 1.2405 X (-1.62) 2.1028 X (-I.62I
4 = I ^5 = I ■ ’6 =  I

y  y y
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Table 25a The ̂  matrix for the Cïï^l(and CD^l) molecule, exact 
geometry.

A class E class

1-1 M + 3M. Cp2 4-4 M + M.(l-Cp)
1-2 3ï^r(K2+l)spCp 4-5 M/l-Ca)2/So
1-3 M,i(3) CP 4-6 M3SP(CP - \ ) / 2
2-2 (k2+i) (M + 3M,Sp2) 5-5 M(3-k 2/2) +M(1-Co) ^ o2

2-3 M,î(3) [(k 2+1)SP 5-6 K/2[U-m(cp->i) ( 1-Ca) /CP]

3-3 M,+ I 6-6 M+3M.(0P -»2/2 + 31^2/2

and I are the reciprocal masses of H,C and I respectively.
Cd =: COS a etc; \  = ; K = -3Spcp/Sa;

a =
A  AHCH and p = HCI in the equilibrium configuration.

Table 25b

r
^ for the E class.

CH 1: 4-4 .923 CD^I 4-4 1.769

4—5 — .067 4-5 — .214
4—6 .103 4-6 .329
5-5 .375 5-5 .697
5—6 —i'll 7 5-6 — . 140
6-6 .972 6—6 1.815
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Table 26 Rotational Corrections in methyl iodide

P n W

Reference molecule Reference molecule
, with = 0 with My x 1000

___________________ ^4X îSX ^6% ^4X ^5X ^6x

H jC I -1 .6 2  .0527 .0403 -.0682  .0525 .O403 -.0680

D^CI -1 .6 2  .0836 .0632 -.1 0 9 8  .0835 .0630 -.1097

Van Straten and Smit also proposed another reference molecule 
model. This was used to overcome the problems of having pyramidal 
X^Y molecules, in which the introduction of an X isotope with zero 

mass leads to indefinite elements in the matrix, thus prohibiting 
the calculation of the rotational corrections. In this reference 
molecule the atoms of the actual molecule^which are situated on the 
main symmetry axis^are replaced by isotopes that are a factor of a 
thousand or more heavier than the original atoms. In such a reference 
molecule the compensating rotational motions are negligible because of 
the large masses of the substituted isotopes. Using this other 
reference molecule we concluded (as did Van Straten and Smit) that 
the results agree to within 1^ of those obtained using a reference 
molecule with zero H masses (see Table 26)•
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. 8,2.2 (iii) Values of for the E species
In Table 2? values of (pg)j .̂ni (P-q)^ &re given 

for all sign combinations (reversing the signs of a combination, 

merely reverses the signs of ( p g) j and (fjj)j)*

Table 27 Methyl iodide E class values of (PjP

CH I • =4 / g
(fg) (+++) .0881 .2858 —.3161

(4+-) .1806 .1593 .3796

- (+-+) .1212 —.1644 -.3912

/(+-) .2137 -.2903 .3046

OD I.

(Pd) .0035 .2733 -.2556

(++-) .1233 .2105 .3053

(+-f) .1107 -.2111 -.3159

(+-) .2305 -.2780 . .2551

The rotational corrections Vgg and V^g are now subtracted from 
(pg) and (Pg)» for all sign combinations, in accord with equation
8.3 to give (pg) (see Table 28).
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Table 28 Calculated (pg)j values for various sign choices

^pR̂ 4

CH^I (+4+) .0354 ,.2455 -.2479 Rejected
CD3I -.0801 .2141 -.1558

H (---- ) —.1408 —.3261 .3843 Rejected

D -.0871 -.3405 .3754

H (++-) .1279 .1190 .4478 Rejected

D .0397 .1473 .4151

H (-4) -.2333 -.1995 -.3114 Rejected

D -.2069 -.2737 -.1955

H (4-t) .0685 -.2047 -.3230 Rejected

D .0271 -.2743 —.2061

H (-+ -) -.1739 .1241 .4594 Choice B

-.1943 .1478 .4257

H ( + - ) .1610 -.3312 .3728

D • 1469 -.3412 .3649 Choice A

H (-++) —.2664 .2506 -.2364 Rejected

D -.3141 .2148 -.1453

The examination of all the possible sign combinations given in 
Table 28 can be carried out systematically, by comparing the values 
for each isotope. For each sign combination the values for each 
isotope should agree within limits of error. It can be seen that 
most of the choices can be rejected out of hand, because of too large
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a discrepancy in the isotopic values of (pg)• We consider that
there are only two choices for which the isotopic values agree
relatively well, these are labelled A and B in Table 28. The
errors in B are marginally larger than those in A. To obtain
final values of (Pg)j we average the data for each species.

In Table 29 we summarise the final values of (Pg)j for the
E and A classes, obtained in this study. We compare our results

123with those of Russell et al • In the A class only the relative 
signs are determined whereas in the E class the signs have been 
absolutely determined.

Table 29 Values of (fg)^ in methyl iodide from the preferred sign 
combinations in Bebye/A; averaged data from CE^I and 
CD^I molecules.

This work Russell et al
A class (4— \) E class (4— ) A class E class

.4543 p /  .1540 p 1 .4648 p /,1448
p /  -.4929 P/-.3362 p 2-4555 p / - 3 4 3 5

P 3 -5367 .3689 p 3 -5597 p .4056

We believe that the minor differences in the values of the P .*8
J

from the two studies listed in Table 29, are due only to differences 
in the normal coordinate coefficients, that were used.
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8.2.3 Bond Effective Moments

As previously stated,Dickson et, al. discussed the dipole 

moment changes in a molecule in terms of small effective moments 
and charges attached rigidly to the bonds of the molecule. The 
former giving rise to dipole moment changes when the bond bends and 
the latter when it stretches. Dickson et al related the observed 
fT values to these bond effective moments by simple geometrical 
relations’*̂  .

f 1 = U ” oosp

f  2 = 1 ^  (P+Q)sinp^

Cl

= - J i” o o s P ^ ÇH
r

where is the effective moment in the CH bond, defined to be
positive in the sense C” - H"̂ ; r^ is the equilibrium and CH bond 

distance and 6^g = r) ; also 6^^ = (^CI^^ ̂ CI^ * where
is the carbon-iodine bond distance, a n d i s  the carbon-iodine 
bond moment defined positive in the sense C” - I'*’. P and Q are the 
redundancy factors in the A,j class of symmetry coordinates (see 
Table 12).
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In Table 30 the bond effective moments are listed, calculated 
by applying equation 8.12 to the p^ values of Table 29. In the E 

class the signs are absolutely determined on the assumption that 
p ̂  is negative - X~) .

Table 30 Pinal bond effective moments for CH^I derived from thej
preferred sign combinations, in D/a . Averaged data 
from the CH^I and CD^I molecules.

= -.4 4 1 8

84 ̂ CH = +-1319 
® 5 A h = -457°

At this point we shall merely comment that the various values 
of from the different symmetry species should be the same, and
so should the -values of Thus it would appear that this picture
is a rather oversimplified one. We shall discuss this further in 
section 8.5.
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8.3 The Gribov Formulation
8.3.1 Introduction

The initial step is to calculate the first derivatives 
of the dipole moment with respect to the normal coordinates from 
the experimental data. These values have already been given in 
Table 22. The fact that the dipole moment p and the normal 
coordinates characterise the state of the molecule as a whole, makes 
it necessary to describe the behaviour of the various component parts 
of the molecule before information concerning the structure and 

Intramolecular processes can be obtained from the intensities.
In the Gribov formulation the total molecular dipole is 

formally resolved into components along the bonds. These components 
are the sum of dipole moments localised on and along the bonds, with 

the components of the residual dipole contributions due to off axis 

moments and lone pair electrons. The resolution of the latter 
contributions is rather arbitrary, and generally the resolved •. 
components will not be centred on the bonds.

8.3.2 The Theory
Considering p as the sum of vector parameters along 

each bond, then on vibration the magnitude and direction of these 
vectors can alter. These contributions are written as 

where e^ is a unit vector along the bond.
Thus

If we now consider changes of the dipole moment,' represented in 
terms of ̂ p/<) Q, then it is found that there are, not only the 
terms, but also, derivatives of with respect to the internal 
coordinates; these derivatives and the terms forming the so-
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called valence parameters of the molecule. These parameters enter 
as variables in a system of linear equations. They are independent 
of the mechanical properties of the molecule, and reflect only the 
nature of the electron cloud. If the set of bond extension 

coordinates is designated by r, and the remaining bending
, / N 169coordinates by f then (in matrix form) we have

I
 ̂ ' 8.14

V
where (e) = (e^, is a row matrix whose elements are the
unit vectors along the bonds, (p) is a row matrix with the kth

. I \effective bond dipole as elements. ( Jr 1 is a rectangular 
array of derivatives of the bond dipole moments with respect to

L *
the internal coordinate^ r_ i _l is a column vector of the

\l'0 jappropriate normal \ ^i / coordinate terms defining Q in
terms of r and ff. The m a t r i x d e t e r m i n e s  the change in

 ̂c r Î 3
direction of the bond moments resulting from vibration induced bond 
rotation (i.e. the rotational correction). The most laborious part 
of the calculations is the development of the ( ̂ ^^matrix. This 
has been treated in detail by Gribov’*̂ , the result being that the 
bond reorientation terms ^  ^  can be written by

ilf I 3 '̂') B^a-i-CEio]) 8.15

B and G have been defined in equations 6.24 and 6.25.M”'* is the 
diagonal matrix of the nuclear masses. A is a matrix in which the 
number of rows is equal to the number of bonds, and the number of 
columns is equal to the number of Cartesian coordinates (or number
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of atoms if entries are considered as vectors)• The row 
corresponding to a given bond shove the value of +1 in the columns 
for the terminal atom, and -1 in the columns referring to the 
coordinates of the initial atom. 3^ is the diagonal matrix of 
the reciporcal bond lengths. E is a diagonal square matrix of bond 
direction vectors, and 0 is the null matrix of dimensions, of the 
number of bonds by the number of deformation coordinates less the . 
number of bonds. Substitution of equation 8.15 into 8.14 therefore 
gives

L 8.16

The main limitation to this formulation, is that it involves 
the computation of G"”\  If the chosen basis set of internal valence 
coordinates involves a redundancy then G will be singular. To 
overcome this limitation the problem can be transformed at the outset 
to a molecule fixed cartesian axis system. Defining the relation 

between internal and nuclear centred cartesian displacement 
coordinates as R = Bq, then as the reverse relationship cannot be 
directly derived as B is not square, the reverse transformation is 
given as

q = AR 8.17
Substitution of R = Bq gives q = ABq and therefore AB = E. Prom
equation 6.24 and premultiplying by A we have

AG = ABM'^b"*̂ 8.18

or A = M“S'‘̂G"̂  8"

Use of equation 8.17 gives
q = M” 1b'*̂ G’"^R 
« M“1b^G”^LQ 8.20
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L = DY,where Y represents the eigenvectors of D^PD (D is the 
diagonal matrix of the reciprocal square roots of the atomic 
masses). Q is considered to he a normalising constant (see 

reference 1). Fow making the appropriate substitutions into 

equation 8.15 we have

= (A - [E; 0]D)T 8.21

The transformation of 8.l8 into terms arising from a 
basis set of symmetry coordinates is straightforward.

■«1
I + /"a,

0]) 8.22

where e® is a row of non normalised symmetry direction vectors, these 
being obtained by combining the unit direction vectors of equivalent 
bonds in the ratio as defined in the appropriate symmetry 
coordinates S^. The and are the symmetry coordinates for 

stretching and bending deformations respectively. I )
is obtained from striking out all the rows

corresponding to equivalent bonds with the exception of the first of
each set. Similarly and are formed by striking out from

and  ̂all rows except one, corresponding to each equivalent
set of bonds. (S^)^ is the transpose of the (ŝ ) matrix, where J J
S? are vectors defined in section 6.4* is a diagonalisedJ 6q
matrix of normalized symmetry direction vectors.
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In the zero order approximation of this theory, all bond 
moments are assumed to depend only on the variation of their own 
lengths. On this basis several calculations have been carried 
out for the bond moments, and their derivatives, with respect to 
the stretching of their bonds, using the experimental results of 
the band intensities. However^with this approximation different 
sets of values are obtained for bond moments and bond derivatives 
from the sets of the band intensities belonging to different 
symmetry species, (as happened using the bond moment hypothesis 
in section 8.2 (see Table 30)). Also the vector sum of the bond 
moments is not equal to the total dipole moment of the molecule.
This fact suggests that this approximation is too rough to 
explain the observed intensities well. This problem can, however, 
be well resolved by considering the first order approximation of 
this valence optical theory. This was the approach used by 

Gribov.

8.3.3 Expressions for 3p/ J o f  methyl iodide

After taking into account the symmetry and supplementary 
relations between the angular coordinates Gribov deduced 

expressions for the ^  J>/ values of methyl iodide. For A type 

vibrations

+
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For E type vibrations

f z ... f- [(ft -

* ( *  ■ Cl y %  ̂ 4  8.24

Where Ô  is the tetrahedral angle, a®, |3?, r? and are the 
normalised symmetry coordinates for the ith vibration, they are given 
by the elements of the ̂  matrix (see Table 23)• The system of 
vibration coordinates is given in figure 34* The dipole moment 
of the C-E bond is designated by and that of the C-I bond by 

Primed coordinates are used to represent the derivatives 
of the bond dipole moments with respect to changes in the opposing 
bonds and angles. cT e^^^ is the total differential of the e (bond 
rotation) vector for a given mode of vibration.

8.3.4 The species

The intensities of the A type vibrations are 
characterised by three combinations of the valence optical parameters. 
These combinations are;

^ / c i i  1

Cl Cl

and

Six equations for the determination of these combinations can be 
set up for methyl iodide by using the intensity data for the 
completely deuterated molecule CD^I, (Mills intensity data is used 

for CD^I and my data for CH^l).
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As for the method of Dickson et al (section 8.2) the unknown 
relative signs of the ^  p/ J terms require that we consider all 
sign combinations. These are given in Table 31.

Table 31 (a) Values of the valence optical parameters for the A^ 
species of methyl iodide, for all sign choices of 
^ p/ Units are Debyes/A.

Paramet er } Sign Choices

it;;*

(+-+) (+++) (+4-)
.266 .345 .304 .382

.328 .828 -.798 -.540

'

- ( * * * ) ]

-.286 .351 -.358 .276

Choice A Rejected Rejected Choice B
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Table 31(b) Recalculated values of è p/<^Q, obtained by substitution 
of choices A and B (in Table 31a) into equation 8,23. 
Percentage deviations from the observed values of 

are also quoted.

. * Choice A (h— h) Choice B (+4—)
^p/aQ fo deviation dp/ aQ fo deviation

CH^I

.541 2.5 .591 6.5

«2 -.728 1.4 +.710 3.7

^̂3 ■
.212 2.8 -.217 0.6

CDjI

«1 •444 4.5 .368 13.4

02 “.590 2.0 +•590 2.0

O3 .154 0.7 -.164 7.2

By reversing all the sign choices in Table 31a we obtain the same 
parameter values except that they have opposite signs. When the 
values of àp/<^Q are recalculated using the parameter values of 
Table 31a and equation 8.23 then we find that only two sets of sign 
choice (given by A and B) give small percentage deviations from the 
observed <̂p/ c9q values. We prefer sign choice A as the percentage 
deviations are the smallest.

In Table 32 our values of the A class parameters are compared 
with those obtained by Gribov.
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Table 32 A comparison of the values of the parameters for the A^ 
class obtained from this work and by Gribov'*^ . The 
numbers (1), (2) and (3) refer to the parameters in 
Table 31a.

Paramet er

(1) (2) (3)

This work .266 .528 -.286

Gribov .29 .50 —.38

8.3.5 The E species
The six equations (obtained by using the intensity data 

for CD^I as well) for the E type vibrations, can be used to 
separately determine the five quantities

01 and

The coefficie nts of bond vibration, S and ^ e^ (which are
bond dipole reorientation terms inclusive of rotational correction) can 
be calculated from Gribov's theory'*^ , using Duncan et al's force 
constant data^^^ and the equilibrium geometry given in figure 34.
The coefficients are listed in Table 33.
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Table 33 Coefficients of bond vibration for the E class of methyl 
iodide (calculated using the force constant data of 
ref . 1 2 4  ; see Table 14)»

CH^I

K K

-.0437 +.1285 -.0600 +.1991

"5a.
-.0330 +. 750 -.0421 +.7592

-.0457 +• 989 -.0515 +.5042

As for the A species we again had to consider all the relative 
signs of ^p/ Values of the parameters, for each of the
different sign choices, wefôobtained by the substitution of the 
particular^ matrix values and coefficients of bond vibration (see 

Tables 23 and 33) into equation 8.24.

A constraint which it was found necessary to use was that, 
be directly related to . From the molecular geometry it can be 
s een that

- 3/^(sin(3-90)) = p^ 8.25

For p = 107.59 and = -1.62 D, then equation 8.25 becomes

- . 9 0 6 6 ^ ^  + / ^ C I  = - 4  " 6 2 8.26

In obtaining equation 8.26 we assumed that p^ is defined in the
sense (CH%* — l"̂  , as in section 8.2. In Table 34 we show the values j
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of the E species parameters for the different sign choices. We 

assume that the ( <̂ p/ <̂ Q) sign choices for CD^I are the same as 
those for CH^I as can he deduced from our work on the method of 
Dickson et al (for instance see Table 29) •

In Table 34 most of the sign choices can be rejected on the 
grounds that either ̂  or ^  have values which far exceed the 
dipole moment of the molecule. We are left with two choices,
A and B. By using the same procedure as for the A^ classywe can 

determine the percentage discrepancy between the observed and 
calculated (<3p/<^Q)s. The best set of parameters will be that 
with the smallest total percentage discrepancy (see Table 35^) .
In Table 351] we compare the parameters of choices A and B, with those 
quoted by Gribov. Whilst it seems that choice B has the closer 
agreement with Gribov’s values it can be seen that choice A gives 
the best recalculated ̂  p/ Q’s. There is good agreement in the 
magnitudes of ̂  and ̂  .

We shall discuss the relative merits of Gribov’s formulation in a 
later section (8.5); when we shall compare it with both Dickson 
et al’s and McKean’s methods. However all that remains at present 

is to say that the main strength of the Gribov method is to be found 
when comparing the parameters for a series of simple molecules. For 
instance Gribov has shown that the relative signs of the parameter , 
combinations which characterise the A^ and E vibrations cazi be 
determined by a study of the parameters ( and ( 4j for CH^Cl and

124ethane . Similarly it is possible to observe trends in the 
parameters for the methyl halide series. Gribov noted that 
parameter (2) increases markedly with bond covalency. This fact was 
explained in terms of a marked increase in the effect of
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Table 35a Recalculated values of Ôp/ for the E class of methyl 
iodide, obtained by substitution of the parameter sets 
A and B into equation 8.24* Percentage deviations of 
the calculated ̂  p / f r o m  the observed ̂  p/^ Q (see 
Table 22) are also quoted

()p/ do, 
.15% 

-.359

deviation discrepancy

13.5

4.7322

1252 .2094
2.4

-.2193.9-.205

Table 35b A comparison of the parameter sets A and B with the 
parameter values quoted by Gribov .

Gribov
101.15

-.06-.457— .05

.534

-1.387-1.42 
(^=) +.20 +.220 +.235
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^/^CX “ <^cx— T  — —  ) with increasing degree of overlap of the electron
^  ^ ^

clouds of the CX and CH bonds. The parameter ( —  — ) was
\ p' /

found to increase at the same time, as it must since it characterised 
the change in the CX bond dipole resulting from alteration in the 
angle adjoining the CX bond. Gribov concluded that, while these 
parameters are highly sensitive instruments for studying effects 
from various substitutions, their sensitivity reduces the accuracy 
of spectral intensities calculated for complex molecules on the 
basis of parameter values for analogous molecules.

170,171
8.4 The Barrow, Crawford and McKean treatment

Parameters ^ and (̂ )/>/«) r)^ = ̂  are assigned to each bond k
such that the extension of the bond by an amount <5 r produces a moment 
( r directed along the bond, while rotation of the bond
through an angle a produces a moment, ( / c) a) . (Tg = S  a^at

k
r, VI ffl a mnrtTn£iv>+ f f ^  rt _ iX ̂

right angles to the bond. The moments are assumed to add vectorially 
throughout the molecule. The connection between^ ^ and ^  ^ 
and p/<) Q is usually made in two stages. First the change of 
moment with symmetry coordinate,S,is calculated, from experimental 
data, using equation 8.2a; the results of which are listed in 
Table 22. Secondly the relations between ^ p/J S, and ^ and 6  ̂  

are calculated. The principles of this second stage have been 
discussed in section 8.2.

The method of Barrow et al is fundamentally different from that 
of section 8.2 in that, rather than having to consider a separate 
rotational correction term, the correction term becomes an integral 
part of the formulation. Indeed the method is very like that of 

Gribovs (see section 8.3).
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We have seen that the ’honcL moment approximation* involves the 
assumptions that the molecular dipole moment p is given hy

k

where e^ is a vector along the bond k, and are vector parameters 
along each bond. Thus a change in p is given by

8.27

where ^  e^ is a vector perpendicular to e^. The first term 
represents the contribution from bond rotation, the second to bond 

stretching. In the latter of course ^ ^  r. ^
^ h a v e  to be determined from the Cartesian displacements of 

each of the atoms in the bond k during a change in the symmetry 
coordinate Sj.

Considering an atom n and defining quantities such that
= 0  i^ n is not a terminal atom of bond k 
= +1 if ©jç points away from atom n

= -1 if points towards atom n.

If the Cartesian displacement vector of atom n is ^  ̂  then

i'v' e P  8.28a
^ k kn k ^ k

and . - J  ̂  1  [Cn " \  (( n"
k kn r^ *-

Substitution of equations 8.28a and 8.28b,into equation 8.27, we find 
that the contribution of a particular atom n to the change in dipole
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moment o p is given by

8.29

For all the atoms a further summation over n is added. Thus ^  p 

can be represented as a sum of terms of the type M  (^) , where (k) 
/is a row and ( is a column vector.

Row the cartesian displacements (Ç are given by 172

(C„) = (M"^)(sp(f^(s) 8.30

where M~ is the diagonal inverse mass matrix, (S?) is the matrixJ'
of 8? vectors of Meister and Cleveland (see section 6.4). S is the 0
symmetry coordinate matrix (given by equation 8.l).

We may therefore write, 

j'p '■ 8.31

The column vector (c) p/ ĉ S) is therefore given by a series of

terms
I— /_n\ /_\t)(sp(M ) %  (K)

9'
or (&~^)(D.) where (D.) is a column vector.y   ̂ y

The direction of <) p/<^ S is usually known: suppose it is along
the z axis.

Then we may write

J s /  ■'1 '"j'":'
= ^  (where e^ is the unit vector along the
■ r '

z axis) .
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From equation 8.29 it can be shown that the elements of D .J
are given as follows:-

^ k V z  (A9)kj /^k

where (Ar)^^ = 2
- O" kn

and (Ap)^j = 2.

n mn

-cr kn
n

V k

8.33

8.33a

8.33b

The D matrix for the E species of methyl iodide is given in Table 36a. 

The constituent parts of each D matrix element are tabulated first 
according to the respective ^ or ^  ̂  parameter and secondly 
according to the appropriate reciprocal mass l/H^.
The numerical values of ÿhe coefficients of the D matrix for methyl 
iodide are listed in Table 38b.

Table 38a D matrix* for the E species of methyl iodide*

^CH /^CH 
1 1

^C

/ c i
1 1 

Mj

4ab

®5ah

®6ah

2//3 8 Jl/9 

8 Jp/9

-IO1J3T/9

-2tJ6/3 -10tI6/9 

+t/ f e  +5(F+t/3

-2F

-2F /6 
3

^  +P(P+T/3) .^
3 8 2T

Assuming tetrahedral angles.
+ F = R

1_
Cl

_J___
2.133 T =

CH
1

1.085
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Table 36b Rumerical values for the coefficients listed above

^ CH '^CH -^CI
1 1 _1__ -.1

%  %C %  ^C Mj

^4a 1.155 1.5396 0 -1.7737 0 -.5414

^5a 0 2.1773 -1.505 -2.508 0 — .7656

"6a 0 -1.375 +.376 +1.584 + .292 +.4835

The numerical values of the coefficients of the final 
equations relating p̂/<̂  S to the parameters and for CH^I 
and CD^I, are given in Table 37*

Table 37 Relation between ^p/) S and bond polar properties,
for the E species of and CD^I (assuming a tetrahedral
molecule)•

CHjI ^p /à  s £̂ CH ^ C H -^01
4a

5a
6a

1.155
0
0

+ .033 
-.725 
+ .707

-.033
— .028

+.045

CD I 4a 1.155 + .051 -.051
5a 0 -.809 — .043
6a 0 + .681 +.072

An example of the calculation of the numerical values of the 

coefficients in Table 37 is shown overleaf:—
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contribution of è  to ̂  p/ j for CH^I

C  (1.155 % 2_ + 1-5396 X 1__ \
cl A - A /

E -1

4-4 Mg

E -1
+ C  (2.1773 % lj 

^4-5 Mç

/ 1 X
* 5 , ^

= 1.155
E —1(Values of for tetrahedral angles are calculated from

Table 25a, by inversion of the ® matrix) .

The equations obtained from Table 37 have a characteristic form 
which provides a partial check on the accuracy of the coefficients 
of the various ^ and é ^ terms. Thus for the E species stretching 
mode of the ZXY^ group, the coefficient of the term in 5  
J 3/2 . sin P, where P is the ZXY angle. For the same motion the 

equal and opposite terms in /^XY from rotation of the
molecular dipole moment P = yy *^^^h must accompany the
stretching motion to eliminate angular momentum (exact equality of the
terms only occurs for the tetrahedral case (see Table 37)). For the
symmetry coordinates and the sum of the and terms
in Table 37 is J^/^/r^g (for tetrahedral angles) .

Using Table 37 we can express the experimentally obtained values 
of *^p/^S in terms of the bond polar properties. The uncorrected 
Values of èp/<^S, known to give the best agreement, are those of the 

(+— ) sign combination, for both CH^I and CD^I (see Table 27).
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For this calculation the same dipole moment definition as used 

in the previous sections was needed i.e. -1.62 =  q j  “ /^ch 
tetrahedral angles)• Final values for the hond effective moments 
of CE^I and CD^I, using the Barrow Crawford and McKean method, are 
given in Tahle 38.

Table 38 Final bond effective moments for CH^I and CD^I derived 
from the sign combination (4— ), in D/a. The E species 
(using tetrahedral angles).

^4^GH ^5 ̂  CH ^ 6 ^ CH
CH3I .1387 .446 .502
CD,I .1280 .462 .494 -
Averaged data .1334 .454 .498

* compare averaged data with that from Table 30.

8.5 General Discussion
Hornig and McKeanpresented a large amount of evidence to 

show that the three assumptions of the bond moment hypothesis (see 
section 8.2) have only a relative validity. From different bending 
vibrations in a given molecule values of were estimated;
according to the hypothesis these should be equal; in practice this was 
found not to be the case. For other molecules totally different values 
of ̂  Qjj were obtained. For example, in ethylene, ^  was found to be 
0.3D or 0.7D depending on the type of vibration considered.

Therefore using the bond moment hypothesis as applied by 
Dickson et al (see section 8.2), it is no surprise to find that, for 

methyl iodide, there is little relation between the values of
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derived from the different symmetry species (see Table 3C|).
Similarly the value of Q  in the class is different to that 
in the E class. In consideration of this fact, it was suggested 

that the main theoretical reason for this situation, was that on 
vibration there are rehybridization changes, due to electron flow 
from one part of the molecule to another. It was also considered 
that, during a molecular vibration in which the valence angles at a 
central atom were changing, it should not be supposed that the 
hybridization at this atom necessarily followed the directions of the 
bonds, and always pointed directly towards the bonded atoms; but 
rather, there mi^t be partial following leading to bonds which, in 
the displaced situation, could be called ’bent’ bonds - to distinguish 
them from the more conventional straight bonds. Thus it was assumed 
that changes of interbond angle about the central atom lead to changes 
of the sp^ hybridisation (for CH^l) in the bonding orbitals on the 
central atom, due to "orbital following" of the bending coordinate. 
Therefore we would expect that different vibrations of methyl iodide 
would cause different changes in the interbond angles about the central 
carbon atom, and thus different changes in the hybridization of the 
bonding orbitals. Hence it would be reasonable to assume different 
values for^Qjj from the different symmetry species.

As we saw in section 8.3, Gribov resolved the problem by using the 
first order approximation of the theory. Taking into account the 
dependence of a bond dipole on the variation of its neighbouring 
internal coordinates, he pointed out the necessity of introducing the 
bond moment derivatives with respect to some neighbouring internal 
coordinates.
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Looking at Gribov’s formulation in general terms, we consider 
that the term (of Dickson’s formulation. Table 30) is not
merely but rather contains a complex sum of cross derivative
terms as well, some of which could be large (and which could have 
opposite signs to • Thus it is probably purely accidental
that the magnitudes of the ^  qjj and 8^ terms in Table 30 are 
about the same. Similarly we suggest that the 8^6 term has an 
entirely different combination of terms compared with

While Gribov’s formulation is reasonable, from the viewpoint 
of the necessary variation in electron distribution with the 
displacement of atoms on vibration, the principle disadvantage of 
this first order approximation to the theory is that the parameters 
cannot be obtained individually. Only the linear combinations of 
the parameters can be determined from the intensity calculation 

(see Tables 31 and 35)• Some of the individual parameters can be 
estimated by considering a whole series of molecules.

McKea.n’s method of formulating the rotational correction is 
very similar to that of Gribov. The method has the same starting 
point as that of Dickson et al (i.e. the uncorrected  ̂p/<^S values 
of Table 27); but rather than having to follow the rather tedious 
procedure of determining a separate rotational correction, the 
rotational correction is inherent in the method. McKean’s method is 
easy to formulate for tetrahedral angles^however for non-tetrahedral
angles it becomes extremely complex. The other difficulty could 
arise from the determination of  ̂ (as in Gribov’s method). The 
method gives the same bond effective moments as the Dickson method

Although there is better agreement between the values from and
Sg ̂ Qjj) and thus suffers from the same difficulties in interpretation
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of the parameters. It should he noted that the values of the 
parameters obtained from CH^I and CD^I are in very good agreement 
(see Table 38).

In conclusion it seems clear from our assembled data that no 
rigorous division of p into fixed bond contributions is really 
acceptable using the form of bond moment hypothesis favoured by 
Dickson et al, though it does succeed in giving an approximate 
interpretation of the observed intensities. We therefore suggest 
that Gribov’s formulation provides the best general picture of the 
effects of vibrations in the methyl iodide molecule, with respect 
to the two isotopic species CH^I and CD^I.

With regard to the sign combination of the experimental) p/() Q 
values,, we have shown that the E class signs are absolutely 

determined if p is given by

p = Qj P = -1.62D.

However only the relative signs of the A-j class have been determined, 
Perhaps when m.o. theory is more developed these could be determined 
absolutely. Using the basis of familiar ideas about the changes in 
atomic hybridization on the bending or stretching of bonds the 
magnitudes and signs of è  j>/ è s  for molecules composed of 1st row 
elements and hydrogen have been calculated^ • However it is 
obviously a much more complex situation to calculate the magnitudes 
and signs of ̂  p / 8 for CH^I by this method, as Iodine is a fourth 
row element.
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APPENDIX 1
A listing of program VAHSA,used for the processing of data 

from Infra-red spectra .The conqnitatlons perfomed are:
(a) Input of Ig and I, using a sampling Interval of AV

(b)!^ and I are corrected for silt vldth distortion^using the Elll- 
Steele method^(subroutine SUT)*

(c)Calculatlon of I In^(l^l) dln^
,,(d)Detezmlnatlon of the true band maximum,using subroutine MAXIM.
(e)Calculatlon of the normalised Fourier traasfom of the band profile, 

vlth frequency as the Independent variable, (subroutine SECSUM).
(f)Calculatlon of the natural log (in) of the real part of C(t),and 

the natural log of the modulus of C(t)«Graphs of In C(t) against 

time are given,(using subroutine PLOT).
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PRCXmAMVANSA (input,output)
DIMENSION AINT(200),BINT(200),RATS(8),RATF(8),CFM(5,14-),DESCR(20), 
ZALR(200),CPR(5,5),CTA(3,1),CI(3,5),A(5),CT(80,1),CTNR(80,1), 
ZCTNI( 80,1 ), CTMOD(80, 1), m(300), DP(300)
COMMON SAMP,A,SER
COMMON/BLOCKCT/CTNR, CTNI, CTMOD
COMMDN/BLOCKCT/CT
READ 100, DESCR
PRINT 100,DESCR

C FREQS IS THE STARTING FREQUENCY; FRBQM IS FREQUENCY FOR MAXIMUM
C ABSORPTION;SAMP IS SAMPLING INTERVAL;NP IS NO. OF PTS.;SLIT IS
C S U T  WIDTH IN CM-1;AINT IS SPECTRAL TRANSMISSION;BINT IS
C REFERENCE TRANSMISSION;BASE IS BASEUNE (NIL TRANSMITTANCE)

READ 101, FREQS, FREQM, SAMP, NP, S U T  
PRINT 12, FREQS, F R E %  SAMP, SUT, NP 
READ 10),BASE 
READ 102,(AINT(I),I=1,NP)
IF (AINT(NP).LT.O.O) GO TO 199 
READ 102, (BINT(I),I=1,NP)
IF (BINT(NP).LT.O.O) GO TO 199 

C CORRECT 10 AND I FOR ZERO PER CENT
DO 8 J=1,NP

8 AINT(J)=^AINT(J)+BASE 
DO 9 J=1,NP

9 BINT(J)=.BINT(J)+BASE 
ACCS-6.0 
ACCFaO.O
J=NP

C CHECK INTENSITY IN WINGS IS V.SMAIL,IP NOT ZERO
DO 10 1=1,6
RATS (I ) =^NT (I )/BINT(I )
ACCS=ACCS+RATS(I)
RATF(I)=AINT(J)/BINT(J)
ACCF=^CCF+RATF (I )
J»J-1

10 CONTINUE
IF (ABS((ACCS-ACCF)/ACCS).LT.0.01) GO TO 11 
IF (ACCS.GT.ACCF) GO TO 1)
scale=a c c f/6.o
GO TO l4 

1) 3GALE=ACCS/6.0 
GO TO l4

11 8CALE=(ACCS+ACCF)/12.0 
i h  CONTINUE

DO 15 1=1,NP
15 aint(i)=^nt(i)/(bint(i)*sgale)

PRINT 200, (AINT(I),I=1,NP)
SAMPMWms(SAMP)

C S U T  CORRECTION
CALL SLT (NP, SLIT,AINT,SAMFM)
PRINT 200 ,(AINT(I),I=1,NP)
FREQ=FRBQS 
DO l6 1=1,NP
IF (AINT(I).GT.I.O) AINT(I)-1.0 
ALN(I)=-AL0G(AINT(I))/FRBQ 

i6; f r e q=frbq4SAmp
PRINT 209, (ALN(I),1,NP)
SUMX-O.O
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CALL INTEGRA (SUMX,ALN,HP,SAMPM)
READ 105.C,PL 
PRINT 104,C,PL 
CINT=SUMX/(C*PL*1.00)
PRINT 201,CINT 
Y»(FRB3M-FREQS )/SAMP 
MAX=IFIX(Y+1.005)
?1=FREQM
jfr=i f i x(fi/i o.o )
SFR=10.0*JFR 
SFR=SFR-10.0 
PRINT 520,MAX,SFR 

C SET UP LINEAR EQNS. TO SOLVE FOR FREQ. MAXIMUM. MATRIX IN CFM.
C FREQUENCIES ARE REDUCED BY 100*SFR.

FJS=F1-SFR 
ICT=mX-2 
DO 17 1=1,5 
DO 18 J=l,2 
FJ=FJS**J 

18 CFM(I,J)=FJ 
cm(i,5)»i.o 
cm(i,4)wu:NT(icT)
ICT=ICT+1 

17 FJS=FJS4SAMP ‘
DO 2 k  1=1,3 
DO 24 K=l,3 
CPR(I,K)=0.0 
CI(I.K)=0.0 
DO 24 J=l,5

24 CPR(I,K)=CFM(J,I)*CFM(J,K)4CPR(I,K)
DO 25 J=l,3
CTA{J)=0.0 
DO 25 1=1,5

25 CTA(J)=CTA(J)4CîM(I,J)*CPM(I,4)
DET=0.0
CALL MATRIX (l0,3,3,0,CPR,DIET)
PRINT 208, DET

C MATRIX IS LIBRARY ROUTINE ,PUES INVERSE OF OPR INTO CPR
C NOW DO INVERSE TEST

DO 26 J»l,3 
A(J)=0.0 
DO 26 1=1,3

26 A(j)=^(j)-tCFR(j,l)*CTA(l)
PRINT 207,(A(J),J-1,3)
TRMX=0.0
CALL MAXIM (AINT(MAX),F1,TRMX)
PRINT 202,TRMX
K«^4AX-1
L=NP-MAX
CALL FIND (ALN,DP,IHMAX,NP,K,L)
Q=1
FOWM(MAX)
CALL SECSUM (IM,DP,F0,SIJMX,K,L,Q,SAMPM)
CALL PLOT 

199 STOP
12 FORMAT (ICK,'BAND CENTRE IS%F10.4,//,1QX, 'STARTING FREQUENCY IS* 

Z,F10.4,//,1CK, *SLIT WirTH=*,Fl0.4,*SAMPIH» FREQUENCY-*,FIG.5,/ A  
Z1QX,*N0. OF P0IHTS-*,I4)
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100 FORMAT (20A4)
101 FORMAT (3F8.3,i4,f6,3)
102 FORMAT (i6F5.0)
103 FORMAT (f6,0)
104 FORMAT (iQX, »CONCENTRATION=»,E12.5,//,1QX, *PATH LENGTH-»,E12.5)
105 FORMAT (2E12.5)
200 FORMAT (iH , IQX, » CORRECTED TRANSMITTANCE*,/, (10(2X,F6. 4)./) )
201 FORMAT (IH , 6x, » INTEGRATED INTENSITY=*,E12.5, * M2/M0L*,/)
202 FORMAT (iH ,1QX,*TRUE MAXIMUM»,E12.5,//)
207 FORMAT (iH ,3E12.5)
208 FORMAT (iQX,'DEI=',E12.5,/)
209 FORMAT (iH ,1QX, * ABSORBANCES»,/, (10(2X,F8,5),/))
520 FORMAT (iQX, »MAX«»,l4,//,lCK, »SFR«»,F9.5>/)

END

SUBROUTINE SUT (K,S,G,DIFF)
DIMENSION G(200),D2I(200)
PX=8.*DIFF**2
I-K-7
X=S**2/12.
DO 101 M=1,I 
M1=#H 
M5=M+3 
m 4=^+4
M5*^+5
M7-M+7

101 D2l(M4)«(G(Ml)-G(M3)-G(M5)-i<J(Mr))/HC 
DO 102 M=1,I
M4*4^+4

102 G(I^)=G(m 4)-X*D2I(m4)
RETURN
END
SUBROUTINE INTEGRA (SUMX,G,N,D«U) 
DIMENSION G(200)
8UMT=0.0 
DO 1 JC=1,N 

1 SUMT=SUMT4G(JC)
SUMX=(2,*SUMP-G(i)-G(N) )*DWU/2.
RETURN
END

SUBROUTINE FIND (D,DP,DM,0,M,K,Li
DIMENSION D(200),DP(500),DM(300)
INTEGER 0
K-0+1
DO 1 J«K,M
I-J-K+1

1 DP(I)«D(J)
K»I
L-0-1
DO 2 J-1,L 
I^L—J+12 rM(l)=D(j)
RETURN
END
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SUBROUTINE MAXIM (AY1,F1,TRM)C) 
DIMENSION A(3)
COMMON SAMP,A,SFR 
F2-F1-SFR+ ( 0. 1*SAMP )
AlWl(l) £ A2-A(2) £ A3^(3)

19 ATEST-A3+F2*(A2+F2*Al)
PRINT 205,AY1.ATEST
IF (AYl-ATEST) 20,20,21

20 AY1*^TEST 
F2»F240.1*SAMP 
GO TO 19

21 F2=F2-0.1*SAMP 
ATESTWV3+F2*(A2+F2*Al)
IF (AYl-ATEST) 22,22,23

22 AYIWVTEST 
GO TO 21

23 TRMX=F240.1*SAMP4SFR 
205 FORMAT (iH ,2E12.5)

RETURN
END
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SUBROUTINE SECSUM (lM,IP,PO,TT.K,L,Q,SAMP)
DIMENSION CTNR(80,l),CTNl(80,l),CTMDD(80,l),m(300),IF{300)
INTEGER Q,R 
COMPLEX SP,SM,EP, EM, S 
COMMON/BLOCKCT/CTNR, GENI, CTMDD 
DATA PI/5.i417/
TIME-0.
CON-2.99776*2. *PI 
DO 711 R=l,70 
CONST=TIME*CON 
SP=(0.,0.)
SM-(0.,0.)
D=SAMP*CONST
EM-CMPLX (COS (d ) , SIN(d ) )
ep-con j g(e m)
DP(K)=DP(K)/2.
DM(L)=EM(L)/2.
DO 1 J=1,K 
I-K-J+1

1 SP«DP(I)4SP*EP 
SP-SP*EP*SAMP 
D02 J=1,L
I—L—J+1

2 SM=SM*EM+EM(l)
SM-SM*EM*SAMP
S=SP+SM+PO*SAMP
RE-REAL(S)
AIMt^IMAG(S)
Q=1
c t n r(r ,q )«re/ttCTNI(R,Q)WmyTP
CTMOD(R, Q)-SQRT(CTNR(R, Q)**2+CTHI (R, Q)̂ Hf2)

711 TIME=^IME+0.0005 
PRINT 856
PRINT 855, (CTNR(R,Q),R»1,70)
PRINT 837
PRINT 835,(CTNI(R,Q),R=1,70)
PRINT 838
PRINT 835, (caM0D(R,Q),R=l,70)

835 FORMAT (8(21X,5(E12.5,1X),/),/)
836 FORMAT (IH ,'REAL PART OF TRANSFORM*,/)
837 FORMAT (IH ,*IMAGINARX PART OF TRANSFORM*,/)
838 FORMAT (IH ,*MDDULUS OF TRANSFORM*,/)

RETURN
END

SUBROUTINE PLOT
DIMENSION CTL0G(80, 1),CT(80, 1), CTNI(80,1), CTMOD(80, 1)
REAL LINE(lOl)
INTEGER Q,R
COMMON/BLOCKCT/CT, CTNI, CTMOD
DATA STAR, DOT, BLANK, PLUS, ZERO/lH*, IH. , IH ,1H+,1H0/
Q«1
PRINT 729 
FAC-80.
TIME-0.
IHN-70
DO 423 R-1,70
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IF (CT(R,Q).LE.O.O) GO TO 424 
IF (CTMDD(R,Q).LE.O.O) GO TO 424

423 CONTINUE 
GO TO 425

424 LRN-R-1
425 DO 426 R«1,IRN 

CTLOG(R, Q)«^ALOG(CT(R,Q) )
426 CONTINUE 

DO 427 L-l.lOl 
LINE(L)=BLANK

427 CONTINUE 
PRINT 730 
DO 428 R=l,70 '
LINE(2l)=D0T 
L=IFIX(CT(R,Q)*FAC421.5)
LINE(L)-STAR
IJ-IFIX ( CTNI (R, Q) *FAC+21.5 )
LINE (IJ)-PLUS
IK-IFIX ( CmDD (R, Q) *FAC+21. 5 )
UNE(IK)=SER0 
PRINT 731, LINE, TIME 
LINE (l )-BLANK
l i n e(i j )-blank
UNE(IK)=BLANK

428 TIMEŝ PIME+0.05 
LINE(21)-BLANK 
TIME-0,
PRINT 732
PRINT 733,(CTL0G(R,Q),R»1,LRN)
TFAC— 100 .0/CTL0G(lRN, Q)
DO 429 R=1,LRN
L-IFIX ( CTLOG (R, Q ) *TFAC+101 • 5 )
LINE(L)-STAR
CTLOG (R, Q) =̂ ALOG (cm)D(R, Q) )
IK-I FIX ( CTLOG (R, Q ) *TFAC+101.5 )
LINE(IK)=ZER0 
PRINT 734, LINE, TIME 
LINE(L)-BLANK
l i n e(i k )-blank
LINE(101)-DOT

429 TIME=C7IME+0.05 
PRINT 733, (CTL0G(R,Q),R-1,IRN)

729 FORMAT (2QX, ’NORMALIZED FOURIER TRANSFORM OF BAND PROFILE WITH 
ZFRBQUENCY AS INDEPENDENT VARIABLE’)

730 FORMAT (IH ,2QX,////)
731 FORMAT (IH ,1X,101A1,1X,'T=’,F4.2,1X.’PICOSEC’)
732 FORMAT (IH ,4QX,27H NATURAL L0G((T(T)} VS. TIME,/,4lX,

ALOG(REAL C(T)) , 2ND. AL0G(M0D C(T))’,/)
733 FORMAT (4(2IX,5(E12.5,IX),/),/)
734 FORMAT (IH ,6X,10IAi,IX,3H T-,f4.2,1X,8H PICOSEC)

RETURN
END
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Interactions between benzene and hexafluorobenzene lead to a frequency shift and a broadening 
of the band arising from the out-of-plane CF bending vibration (azu species). It is deduced that the 
intermolecular interactions are short lived, stochastic, are not simple polar interactions and that the 
resulting forces are directed perpendicular to the ring plane. This is based on symmetry consider
ations and on the concentration dependence and magnitudes of the frequency shifts and of the Fourier 
transforms of the absorption band contours. Assuming that vibrational relaxation occurs through 
dissociation of the complex with d 00% ̂efficiency, leads rto lower limits for the rate constants for 
complex formation and dissociation. There are still a number of outstanding problems of inter
pretation.

Any absorption band is characterised by three parameters, its frequency, its 
intensity and its band contour. For vibrational absorption bands in the liquid or 
solution state, the latter parameter was neglected as a source of molecular information 
until ten years ago. A  probable cause of this neglect was the use of the Schrodinger 
picture of stationary energy states. Viewed from this angle, the transition frequency 
and intensity o f a band are both well defined molecular parameters, but the band 
contour is determined by entirely separate considerations, such as Doppler broadening 
and collisional interactions, Translation of the problem into the Heisenberg formula
tion shows that the Fourier transform of intensity with respect to the frequency shift 
from the band centre leads to the autocorrelation function o f the transition moment.^’  ̂
If the transition moment at a time t is written as m{t)u{t) where m{t) is the magnitude 
and u{f) is a unit vector defining the direction of the moment, then

<m(/)tt(0 . m(0)a(0)> j  F(v) exp[i27i(v—Vq)/] dv 

m{Qf j  F(v) dv

= Gi(/). (1)
Vo is the frequency of the band centre ; F(v) is ln(/o//)v where (/o//)v is the fractional 
transmission at a frequency v ; the integrations are over the entire band and m{t)u{t) =

If m{t) is independent of time and if the motions of different molecules are un
correlated, then the Fourier transform of the absorption intensity simplifies to the

t present address : Dearborn Chemicals Limited, Water Treatment Division, Foundry Lane, 
Ditton, Widnes, Lancs.
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autocorrelation function o f the unit vector defining the direction of the transition 
°^0"^Gnt: ; _  ;    . : r V

; , • r(v)exp[i27c(v-Vo)/] dv

1 V J r(v)dv V . , . , r

Until recently it has been assumed that G^{t) is governed solely by the reorientation 
o f the transition dipole with time. However, it is now clear (see below) that vibra
tional relaxation, vibrational frequency shifts and vibrational rotation interaction all 
frequently contribute to a significant degree. We shall show in a future publication 
that vibration rotation interaction produces predictable changes in the expansion of 
correlation functions in terms of time.^ For our present purposes this may be neg
lected. In a low viscosity fluid, it appears that separation of the total autocorrelation 
function into rotational and vibrational parts leads to the identification of two quite 
different situations. If vibrational relaxation (or, more generally isotropic relaxation) 
and vibrational frequency shifts are independent of rotational relaxation, the G^{t) 
can be expressed as the simple product of the rotational and vibrational contributions.* 
Thus : ■ -

* G J f )  =  Gy{t)‘GxK{t).

The stochastic behaviour of the intermolecular interactions in this case leads to the 
result that at times, which are long compared with the average time between collisions, 
both Gy{t) and Gir(/) show an exponential decay with time. This is shown to be the 
situation for the «2» band of hexafluorobenzene in the solvent system benzene +  
cyclohexane. , , - , r *.

; If on the other hand there is significant coupling between translation and vibra
tions, a non exponential decay of G{t) results. An example of this behaviour is 
probably shown by the out-of-plane CH bending modes o f benzene in polar solvents.^ 
The increase in rate of decay of Gi(/) for these vibrations over the corresponding 
values in cyclohexane is a Lorentzian function in t. Also, broadening is proportional 
to the dipole moment of the solute.

When hexafluorobenzene (HFB) and benzene are mixed in equimolar quantities, 
the system has a melting point 20°C higher than that of either component.® It was 
inferred that HFB and benzene complex, and a considerable number of experimental 
studies have now been made on the system. The observed effects of the interactions 
have been disappointingly weak. The dipole moment for the postulated complex was 
shown to be less than 0.1 debye.^ N o charge transfer bands have been identified and 
as recently as 1970 it could reasonably be stated that “ spectroscopic evidence for 
complexing has been conspicuous by its absence ”.® Thermodynamic properties 
of the mixtures clearly show interactions do exist in the liquid state, but the interaction 
forces seem to be quite weak [see ref. (8) and earlier references therein]. It has been 
^suggested that the interaction is purely electrostatic and is probably of a dipole- 
quadrupole type.® Powell, Swinton and Young applied the statistical theory of 
Rowlinson and Sutton to measurements of gas-liquid critical temperatures and de
duced that there is an angle dependent force, but were of the opinion that the inter
action is short lived and could probably be explained without invoking specific 
covalent bonding forces. '

. In the following it is shown that subtle changes in the spectrum of HFB resulting 
from interactions with benzene give new insight into the molecular dynamics and 
forces obtaining in the system. , -
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EXPERIM ENTAL
Hexafluorobenzene was a spectroscopically pure sample from Bristol Organics Ltd, 

Acetonitrile and cyclohexane were of spectroscopic quality from B.D.A. Spectra in the 
region of the azu mode of hexafluorobenzene were recorded both on an RIIC FS 720 inter
ferometer and on a Perkin Elmer 325 double beam spectrometer at resolutions of about
2.0 cm“ .̂ The transmission linearity of the PE 325 was verified as being within 0.5 % by 
the use of calibrated choppers. Good agreement was obtained from the different runs on 
frequencies and band widths. The interferometric studies suggested that the azu band 
increased in intensity by about 30 % in going from cyclohexane solution to benzene solution. 
However, the PE 325 measurements showed that no increase occurred on addition of ben
zene to cyclohexane up to at least a 1 : 1 mixture. A small increase of 10 % occurred in 
going to HFB in pure benzene. All these measurements were made at an HFB concentration 
of about 0.08 mol dnr^ and in a caesium iodide or polythene cell with a 2 mm path length. 
The discrepancies in intensities arose because of difficulties in locating the background on the 
interferometer trace. It would appear that the extended but shallow wings of the band in 
cyclohexane were not noted in the spectral noise. The error decreased in the much broader 
band in benzene. The interferometer results were previously reported, to lead to an equi
librium constant for the HFB-benzene association of 1.0 dm  ̂moL^ and a broadening 
proportional to the complex concentration. ̂  ̂  These results were in error and serve to show 
the difficulties which can occur when seeking to derive equilibrium constants from bands which 
change in contour.

Data were processed on a CDC 6600 using programs developed in our laboratories. All 
data were corrected for slit width distortion using the formula :

Q2rp
/(v) =  W

where /(v) and T(v) are the true and apparent transmitted intensities and s is the spectral slit 
w i d t h . T h i s  method has an advantage over full spectral deconvolution in that it can be 
applied even when the absorption does not decrease to zero at the spectral limits and also in 
that it is simple and rapid to apply. Corrections due to refractive index and field distortions 
were so low as to be negligible. . .

RESULTS A N D  D ISC U SSIO N
The most significant observation is that no ei„ band is affected in any way by 

change of solvent whereas the azu umbrella mode suffers both an increase in wave- 
number of 5 cm~^ in going from cyclohexane or CS^ to benzene solution and a drastic 
change in band contour (see fig. 1). This suggests that benzene and HFB are inter
acting on collision in such a way as to perturb those orbitals which are symmetric with 
respect to the Cg axis. Such an interaction would arise from %-n complexing. The 
lack of any significant intensity change in the mode does not exclude the possi
bility of long lived complexing of the %-n type but suggests that it is not very probable. 
The bands are reasonably symmetric in all solutions. Since the band centre moves by 
about one half band width this excludes tlie possibility that such broadening arises 
from overlapping of bands due to molecules in different long lived states o f aggrega
tion. By long lived in this context, we mean existing for longer than the reciprocal 
of the radial frequency separation between the bands in the two pure solvents (~ 1  x 
10“*̂  s).

On this basis we can expect the changes in the Fourier transforms of the bands in 
the solutions to give information on the relaxation mechanisms for the vibration in its 
various environments. The lack of any second isotope of fluorine simplifies the 
procedure. We have made no effort to account for the shift of band centre resulting 
from the natural content on the grounds that the effect will be small and that it
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Fig. 1.— Theûf2« absorption band of hexafluorobenzene (A) in cyclohexane solution and (B) in benzene 
solution (2 cm path length and 0.08 mol dm~̂ ).
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Fig. 2.— The ln[G(r)] against time plot for the oju vibration of hexafluorobenzene in [benzene solution
(B) and in cyclohexane solution (A).
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will not vary between the different solutions. The complex transformation (1) 
yielded ln[G(0] against t graphs such as those shown in fig. 2 and 3. The initial 
curvature of the plot for the cyclohexane solution is similar to that expected for a 
simple free rotor :

G{t) =  l —2(A:T’//i)5l^+insignificant terms in (kT/hc)”, » >  2. (2)

0.0
time/ps

0.1 0.2 0.3 0.4 0.5

-  0.01

- 0.0 2

- 0 . 0 3

— 0.04

- 0 .0 5

S -  0.07

a ao8
- 0 . 0 9

-  0.10

-  0 .1 1

-  0.12

— C 13

-  0.14

Fig. 3.— An expansion of that part of fig. 2 referring to the short time behaviour (< 0.5 x s).
M T is the free rotor curve. i

Up to 0.5 ps the In G(t) ciirve lies about 20 % below the theoretical free rotor curve. 
The initial discrepancy at least is due possibly to experimental difficulties in measuring 
the intensities in the wings. Two alternative broadening mechanisms seem plausible. 
If the Ü2U vibration qf the CgFg molecules is sensitive to the surrounding solvation 
sheath and if  the environment changes within a time scale of the order of the reciprocal 
o f the radial frequency difference between the transition frequencies in the two environ
ments (te % l/Acu), then exchange broadening will occur. In the event of very fast 
exchange (tg 4  1 JAco) then coalescence to a single sharp band will occur, whereas if the
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exchange time can be reduced so that Tg >  1 /Aco separate bands from the different 
solvated species will appear. The alternative explanation for the broadening is that 
it arises from an induced vibrational relaxation of the vibration. The origin of 
the relaxation may be due again to the solvation exchange, but the principle difference 
from the kinetic effect is that an increase in the exchange rate can never lead to a 
narrowing of the band. Our present data does not allow us to distinguish between 
these two processes. We favour the vibrational relaxation mechanism and will 
continue the discussion in this light. This discussion is not significantly affected by 
which of the two processes is responsible.

For the benzene solution the entire curve lies below the G{t) curve for cyclohexane 
solution. N o adequate explanation for the short time behaviour can be advanced. 
Extrapolation backwards of the longer time behaviour suggests a relaxation, in addi
tion to that arising from free rotation, peculiar to the short times. Since our overall 
interpretation indicates that association is a short lived affair, the short time behaviour 
ought to represent free movement o f HFB in the cavity fields. Indeed the changes in

band intensities from gas to pure liquid are adequately explained by simple 
dielectric field theory.

At times longer than 0.5 ps, there is a good linear relationship between In[G(0] and 
t for all solutions. Two important deductions can be made. First, it indicates that 
experimental errors in the measured intensities within at least 30 cm~^ of the band 
centre are very small as far as the correlation functions are concerned. It would be 
more than fortuitous if errors converted a non-hnear relationship into a linear one. 
Secondly we see that all the relaxation processes involved at these times are random. 
Coupling between translations and vibrations would lead to a Lorentzian contribution 
to It is possible that the observed reduction in at high benzene concen
trations is due to exchange narrowing. This would be in accord with the continuing 
increase in Av. However, we failed to see a change in band widths on varying the 
temperature by 50°C. We would have expected the exchange rate to vary signi
ficantly over this temperature if only as a result of variation in the molecular velocities. 
If we further assume that the rotational correlation function is given by for the 
cyclohexane solution and is unaltered by addition o f benzene then we can write :

G(t) =  constant+G(0) exp—

where and are the reciprocal relaxation times for vibration and rotation res
pectively. Extraction of Py for the various solutions and plotting this against the 
concentration of benzene yields the curves in fig. 4. All (Py+Pt) values were derived 
by a least squares fitting of some 50 points in the linear portions of the In G{t) against t  
graphs. It appears that Py 4- Pr increases linearly with benzene concentration almost 
up to its asymptotic value. If Py was proportional to the extent of complexing and 
was constant, the variation of Py +  P̂  would have been such as shown for curve (B). 
It is probably unrealistic to expect such behaviour on account o f solvent cage effects 
alone. The asymptotic behaviour of P is reached at about 35 % benzene. At this 
concentration the HFB molecules are probably embedded in a cage o f benzene 
molecules. It follows that well before this point relaxation and pairing is going to be 
enhanced above and beyond the expectations for a simple bimolecular reaction. 
Some support for the above interpretation comes from the observed vibrational 
frequency shifts o f the mode, which accompany the addition of benzene. These 
shifts are considerable, being up to 5 cm~^ in 210 cm~^. There is an excellent linear 
relationship between the shift and P up to the maximum value o f the relaxation 
constant. Thereafter, while P changes only very slightly, the frequency shift continues 
to increase at its previous rate. . : j c , l
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U2

CO.
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Fig. 4.— A  plot of the reciprocal relaxation time (/3 =  jSy +  jSr) against concentration of benzene. 
The concentration of hexafluorobenzene is 0.8 mol dm~^ in cyclohexane + benzene mixtures [curve 
(A)]. Curve B is as expected for a property arising from a HFB +  benzene complex with an equili
brium constant of 0.625 dm^ mol“  ̂and assumes jS(0) =  0.545 and /S(max) = 1.445 s~̂ .

The out-of-plane 7h vibrations of aromatic systems increase in frequency on 
addition o f polar solvents, and the bands are broadened. LaLau proposed that 
these effects were due to polar interactions of the type

Qu — QoH  C
- Qh/  ‘•■.Qo/c o

where O represents a terminal atom o f any polar bond. If r is the distance between the 
•polar group terminal atom and the hydrogen nucleus then the increment to the force 
constant for movement o f the hydrogen towards the C—O axis is QnQo/^'^Sof^- 
Substitution o f accepted values for these parameters gives excellent agreement between 
calculated and observed shifts for systems such as acetone +  benzene and acetonitrile -h 
benzene. There are difficulties with the model which are discussed below. However, 
the predicted magnitude of the shift for the benzene-t-HFB case is far too small to 
account for the observations. Taking the CH and CF bond dipoles as 0.3 D  and 
0.6 D  (1 X 10~^° and 2 X 10“ °̂ C m) and taking the average distance o f approach, 
r, as about 2.3 A then the extra dipolar restoring force is 0.0010 mdynÂ~^ (0.10 N  
m~^) which is to be compared with the actual force constant for movement of the 
fluorine out of the plane o f 0.2mdynÀ~^ (20 N  m~^). This would explain only a 
0.5 cm“  ̂ shift In fact there are other difficulties with the model. If we accept a 
model in which the interacting bonds are collinear, it is difficult to see why only the 
out-of-plane CH vibrations are affected. It might be expected that the in-plane 
modes are affected equally. N o shifts or band broadening are observed for the in
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plane modes. A  more favourable configuration than that suggested above might be 
one in which the two dipoles were opposed in the manner

plane of ring—C—H
I i

C—F.

In this configuration only the y modes would be affected, but now the modification to 
the restoring forces through electrostatic interactions must be much reduced since 
during the y distortion one pair o f interacting poles will approach while the other 
recedes. It appears then that, at least for the case being investigated, electrostatic 
interactions are an inadequate explanation of the observed phenomena. We postu
late that the observed frequency shifts arise from n-n  interactions which modify 
the restoring forces. This seems reasonable, but the relation between the frequency 
shift and the reciprocal relaxation time shown in fig. 5 must be rationalised. It 
should be noted that the observed sharp change in gradient in the ^ against Av curve 
occurs at a very high benzene concentration (35 %). This indicates that at an attain
able concentration all excited molecules have achieved their maximum relaxation 
rate, but that the HFB molecules have not yet been surrounded by the maximum 
density of benzene molecules, A  continued increase in the number of benzene 
molecules in the HFB environment leads to further increases in the restoring force.

fa

1.0

06

%

%

Av/cm-̂
Fig. 5.— a  plot of reciprocal relaxation time against frequency shift for the HFB  + benzene + cyclo-

hexane system.

Indeed the continued increase in Av up to 100 % benzene solvent is in accord with the 
thermodynamic evidence that the association energy between HFB and benzene is 
very small. Some studies of the temperature dependence have been made. Experi
mental difficulties have resulted in the results being of low accuracy, but any temper
ature effects on bands widths over a 50°C temperature range are clearly very small. 
Small frequency shifts o f 0.03 cm~^ were observable.  ̂If the kinetic exchange, 
rather than the vibrational relaxation, mechanism is responsible for the band width



540 ■ V I B R A T I O N A L  B A N D  C O N T O U R S

effects we would have expected to have seen some sign of further band narrowing in 
the benzeneFCeFg solution on increasing the temperature. This is based on the 
assumption that the observed fall off in Av  ̂ as compared with the frequency shift, is 
due in this interpretation, to exchange narrowing.

While it is easy to visualise the manner in which interactions (charge transfer for 
example) can lead to an increase in the y restoring force, the mechanism of vibrational 
relaxation is less obvious. In the time intervals involved, vibrational energy transfer 
seems most unlikely. It may be significant however that the vibrational quantum is 
very close to kT  ( ~ 21 0  cm~^). Differences between the effective bond dipoles as 
derived from intensity measurements of in-plane and out-of-plane fundamentals of 
benzene and HFB have been interpreted as showing that there is an electronic 
rehybridisation moment resulting from movement of the H or F atoms out of the plane 
of the ring. It follows that any n-n  interactions will be modified to some extent 
by y type motions. It could well be then that in a dissociation process the vibrational 
quantum has a significant probability of being degraded into thermal energy. This 
process will be rendered much more hkely by the similarity in magnitude o f k T  and Av. 
The implications of such a process will now be explored. If every dissociation of a 
molecular pair involving a vibrationally excited HFB molecule led to vibrational 
relaxation, then from the data in fig. 4 we can deduce that the equilibrium constant 
for complex formation is about 0.8 mol dm~^.. Taking the reciprocal lifetime of the 
complex as the asymptotic value of we deduce the dissociation rate constant to be 
0.70X 10̂  ̂ s"i. The bimolecular association constant is then 0.5 x 10^  ̂dm^ mol~^ 
s - i. This value is about 100 times larger than predicted for a dissociation controlled 
reaction with an efficiency factor o f unity. In fact cage effects may well explain 
this enhancement. In view of the extremely short lifetime a very high rate of inter
action events may occur within a solvent cage.

S P E C T R O S C O P I C  P RO BL E MS

It has been assumed here that the band of hexafluorobenzene near 210 cm-^ arises 
from the û2« vibration. The first assignment o f the vibrational fundamentals of 
HFB placed the Ü2u mode at 315 cm~^ and the lowest mode near 210 cm~^. On 
the basis of a more complete study these assignments were reversed, and this was 
given some support by the band contours as measured in the vapour phase. How
ever, Fujiyama and Crawford reverted to the original Delbouille assignment on the 
basis of molecular rotation studies in liquid HFB. '̂^* The basis o f this was that jS, can 
be related to the rotational diffusion coefficients about specific axes. Whereas the Û2u 
vibration is affected only by rotation about axes perpendicular to the Cg axis, all Ci„ 
transition moments are rotated through space by molecular rotation about the Cg 
axis and the axes perpendicular to this. The /? constants derived by Fujiyama and 
Crawford (actually for pure liquid) were 0.83, 0.84 and 0.44 ps~^ for the 1534, 

‘ 1010 and 315 cm~^ bands respectively. Since the low frequency value was so much 
smaller it was proposed that it arises from a different species to the two high frequency 
bands. These deductions are valid only in the absence of important vibration rotation 
interactions. All Ci„ modes must exhibit first order Coriolis coupling between the 
degenerate components. While molecular rotation undergoes frequent interruptions 
in the condensed state, the coupling must still exist during rotation. The necessary 
theory has not yet been developed to account for the dependence of the long time 
behaviour of G(t) bn the Coriolis coupling constants. We note however that the 
Py.+ Pr value for the 21 d cm“  ̂ band in cyclohexane is 0.55 p s" \ which is only slightly 
higher than that for the 315 cm~^ band. A  comprehensive study o f the out-of-plane
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and in-plane vibrations and force fields of all substituted benzenes has yielded con
firmation o f the assignments used in the present work.^^’

Baur, Horsma, Knobler and Perez have shown how atomic polarisabilities can 
be deduced from polarisation and refraction data for systems containing two weakly 
interacting compounds. Applying their method to benzene and HFB they found 
a non linear dependence of the atomic polarisation on the fractional composition of 
the benzene+ hexafluorobenzene mixtures. The deviation from linearity is up to 
20 %. Now atomic polarisation is related to infra-red band intensities through

■ , '
The above result implies that intensities o f either the benzene bands or the HFB 

bands should change in a non linear fashion on mixing. We have measured the 
intensities of two lowest Ci„ bands o f HFB in benzene and cyclohexane and found 
no significant changes. Because of band overlapping between the 1500 cm“ '̂ bands 
of benzene and of HFB, we were unable to carry out such studies for these bands. 
At the present time we can only say that the intensity changes implied by the atomic 
polarisation data are surprising and that we have not observed them in the vibrational 
absorption bands studied.

C O N C L U S I O N S

The observed broadening and frequency shifts o f the ü2u vibrational band of  
hexafluorobenzene on addition of benzene shows that the presence of significant inter
actions directed perpendicular to the ring plane. Purely polar interactions are 
insufficient to explain the observations. It would appear that interactions between 
benzene and HFB directly perturb those orbitals which determine the restoring force 
on a substituent moved out of the plane of the ring. This leads to a mechanism by 
which the frequency can be perturbed and also by which the vibrational energy may 
degrade to thermal energy.

Problems in interpretation of details o f the available data still exist. For example, 
the initial curvature of the G{t) curve of the Uju band of HFB in benzene is much 
greater than expected for a free rotor, and identification of the relaxation process with 
the “ dissociation ” o f a collision complex leads to a rather high value for the bi
molecular association constant.
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